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1. Introduction


Natural selection has created optimal catalysts that exhibit their
convincing performance even with a number of sometimes
counteracting constraints. Optimal performance of enzyme
catalysis does not refer necessarily to maximum reaction rate.
Rather, it may involve a compromise between specificity, rate,
stability, and other chemical constraints ; in some cases, it may
involve ªintelligentº control of rate and specificity.[1] Because
enzymes are capable of catalyzing reactions under mild
conditions and with high substrate specificity that often is
accompanied by high regio- and enantioselectivity, it is not
surprising that a continually increasing number of industrial and
academic reports concern the use of enzyme catalysts in
chemical synthesis as well as in biochemical and biomedical
applications.


However, the demands of modern synthesis and their
commercial application were obviously not targeted during
the natural evolution of enzymes. Considering a specific, non-
natural application, any property (or combination of properties)
of an enzyme may therefore need to be improved. Of course,
scientists desired to mimick nature's powerful concepts for
tailoring specific enzymatic properties:[2] Following pioneering
experiments for evolving molecules in the test tube,[3±6] evolu-
tionary engineering of biomolecules was successfully realized
with first selections of functional nucleic acids (ribozymes) by
using the SELEX (systematic evolution of ligands by exponential
enrichment with integrated optimization by non-linear analysis)
procedure,[7, 8] and with the development of high-affinity ligands
(aptamers) by using similar techniques. Meanwhile, evolutionary
engineering, also termed ªdirected evolutionº, has emerged as a
key technology for biomolecular engineering and generated
impressive results in the functional adaptation of enzymes to
artificial environments.[9±11] Certainly, evolution in the laboratory
does not come to a halt at the optimization of single genes and
proteins. Recent results excitingly demonstrate the success of
ªmolecular breedingº of metabolic pathways, and even of
complete genomes,[12] and the end is not in sight yet.


Directed evolution in the laboratory is highly attractive
because its principles are simple and do not require detailed
knowledge of structure, function, or mechanism. Essentially like
natural evolution, directed evolution comprises the iterative
implementation of (1) the generation of a ªlibraryº of mutated
genes, (2) its functional expression, and (3) a sensitive assay to


identify individuals showing the desired properties, either by
selection or by screening (Figure 1). After each round, the genes
of improved variants are deciphered and subsequently serve as
parents for another round of optimization. This review covers the
most important aspects of directed evolution and summarizes
key solutions to problems of optimizing and understanding
enzyme function.


2. Creating diversity


The route of evolutionary optimization of a certain enzyme can
be described as an adaptive walk in a ªfitness landscapeº that
consists of peaks (sequences with high fitness) which are
connected by ridges and separated by saddles, valleys (sequen-
ces with low fitness), or planes. The fitness landscape is
associated to a ªsequence spaceºÐa network-like arrangement
of all possible amino acid sequences of a given length.[13, 14]


Under the influence of mutation and selection, the enzyme may
walk along the ridges toward peaks, that is, sequences of higher
fitness.[15] However, exhaustive searching of all possible protein
sequences for the individual variant with maximum fitness
seems like a daunting undertaking because the sequence space
even for a protein of moderate sequence length of 100 amino
acids is extraordinarily large (about 10130 sequences). Taking
again nature as an example, optimal solutions can be found by
exploring only small fractions of the sequence space: A series of
experimental strategies have been developed for generating
mutant libraries in the laboratory which differ in diversity, that is,
in the extent of covered sequence space, and in approaching
intelligent solutions for dealing with complexity.


2.1. Random mutagenesis


Random mutagenesis at the nucleotide level is a widespread
strategy which targets whole genes. This may be achieved by
passing cloned genes through mutator strains,[16, 17] by treating
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single-stranded DNA with various chemical mutagens,[18±20] or by
error-prone PCR.[21, 22] Due to its simplicity and versatility, random
PCR mutagenesis emerged as the most common technique
which can result in mutation frequencies as high as 2 % per
nucleotide position. With alterations of some PCR conditions, the
mutation rate may also be adjusted to lower values. However,
the number of amino acid substitutions accessible by using
error-prone PCR is limited because this reaction biases the
distribution of mutation type in favor of transitions (A>G, T>
C) and because multiple substitutions within a single codon are


extremely rare. Codon-level random mutagenesis of
complete genes therefore would be desirable, but has
not been realized yet.


Much effort, however, has been devoted to targeting
single amino acids or selected regions of a protein
which have been identified in previous experiments to
be important for a certain function. By focusing only on
the positions of interest and/or their close environment,
also the size of a mutant library can be drastically
reduced (so-called ªdoped librariesº).[23] Methods for
randomizing small gene fragments are among the
earliest techniques applied to in vitro evolution.
Typically, they employ the substitution of wild-type
gene fragments by synthetic oligonucleotides which
contain random positions or stretches (random cas-
settes),[5, 24] or semi-random ranges (spiked oligonu-
cleotides).[25] Randomization of defined positions or
regions is achieved with automatic solid-phase DNA
synthesis by programming the desired International
Union of Biochemistry (IUB) mix codes. The introduc-
tion of stop codons can be excluded by allowing only G
and C (mix code: S) at the third position of each codon.
Complete permutation of a single amino acid position
(saturation mutagenesis) may thus enable the finding
of nonconservative replacements which are inaccessi-
ble by random point mutagenesis.[26] Meanwhile,
automatic solid-phase DNA synthesis also allows for
the selective introduction of codon mixtures by using
trinucleotide b-cyanoethyl phosphoramidites,[27] even
by combining conventional dimethoxytrityl (DMT)
protection with 9-fluorenylmethoxycarbonyl (Fmoc)
chemistry.[28]


2.2. Recombination


Recombination of DNA represents an alternative or
additional approach for generating genetic diversity
that is based on the mixing and concatenation of
genetic material from a number of parent sequences.
As compared to random mutagenesis, recombination
may be advantageous in concentrating beneficial
mutations which have arisen independently and may
be additive, and likewise, in concentrating deleterious
mutations which subsequently might be more effi-
ciently purged from the population by selection.[29, 30]


DNA shuffling was the first technique introduced for
random in vitro recombination of gene variants created


by random mutagenesis.[31] This method employs the PCR
reassembly of whole genes from a pool of short overlapping
DNA sequences (typical length: 100 ± 300 bp) which are gen-
erated by random enzymatic fragmentation of different parental
genes. Alternative protocols include StEP (staggered extension
process),[32] and random-priming recombination.[33] In vitro
recombination by StEP is forced in a PCR-like reaction with very
short annealing and extension steps that promote the formation
of premature extension products. In following cycles, the
truncated strands may anneal randomly to a parent strand, thus


Figure 1. A) Schematic representation of directed enzyme evolution by in vivo selection.
Target genes are mutated and inserted into a plasmid vector to yield a mutant gene library.
After transformation of a suitable host (which is, for example, auxotrophic with respect to the
target function), selective conditions are applied to the culture. Those cells which express
active target gene variants that perform their activity under the applied constraints can
survive, whereas other cells harboring inactive gene products die out. B) Schematic
representation of directed evolution by screening. Bacteria harboring mutant target genes
are plated and subsequently individualized, for example, in a microwell array. The target
reaction is started with the addition of such substrates that facilitate the detection of
successfully performed reactions, for example, chromogenic substrates. Desired variants are
then isolated and analyzed.
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combining the information of different parent strands. As an
alternative to DNA shuffling, random-priming recombination
produces random fragments for reassembly by annealing of
short, random primers to a certain template gene and extension
by a polymerase.


There is no reason that the concept of in vitro recombination
should be limited to pools of gene variants generated by
random mutagenesis. In an extension of the idea, naturally
occuring genes showing high similarity in sequence and
function can serve as an enormous pool of ªinformationº for
the creation of new, chimeric enzymes. Recombination of
homologous parent genes, also called ªfamily shufflingº,[34]


could access yet unexplored regions of the sequence space
because it combines genetic variability that has already been
selected in nature to be functional.


Homologous recombination may also be achieved in vivo.
Most common are methods based on the transformation of
Saccharomyces cerevisiae with a linearized plasmid and target
gene variants. Intermolecular homology-dependent recombina-
tion may occur, which yields a circular plasmid that can be
detected by using a selection marker.[35]


Another concept for exploiting natural sources is called
modular protein design. This idea emphasizes the predominance
of a limited number of elementary secondary structure units
which could be adopted by protein sequences having a low
degree of similarity. The permutation of protein modules
requires nonhomologous recombination for generating func-
tional diversity rather than sequence diversity.[36]


3. Strategies for searching improved
biocatalysts


3.1. Linking genotype and phenotype


The classic evolution experiments with RNA and DNA were
successful in vitro because nucleic acids represent both function
(phenotype) and genetic information (genotype). The directed
evolution of enzymes, however, differs insomuch as diversity is
created on the DNA level, but selection or screening act on the
level of encoded protein. Therefore, functional expression of the
information-carrying DNA libraries, whether generated by ran-
dom mutagenesis or by recombination, is a necessary prereq-
uisite for the detection of improved enzyme variants. The most
common approaches for recombinant protein expression em-
ploy the cellular trancription and translation machineries of well-
established organisms such as Escherichia coli, Saccharomyces
cerevisiae, or Bacillus subtilis. These cellular expression systems
also guarantee the association of a specific protein variant and
its encoding gene. This is essential for the identification and
amplification of desired mutants after selection or screening, as
well as for further cycles of evolution. Alternatively, a physical
link between genotype and phenotype may be established by
generating fusions between the protein of interest and a
bacteriophage coat protein. Following intracellular assembly,
recombinant phages express the protein variants on their
surface while enclosing the appertaining genetic information
within their genome.[37, 38]


Irrespective of whether a protein library is expressed in a
recombinant host or displayed on bacteriophage, the available
protein diversity is limited by the transformation or transfection
efficiencies of bacterial, or eukaryotic cells. Furthermore, the
expression of nonhomologous or even toxic proteins may
severely interfere with some host environments. Thus, selection
may enrich only those cells which survive by reducing or
circumventing the expression of the specific protein, or by
preventing the correct protein folding. Cell-free transcription ±
translation systems that were recently developed may provide
the basis for protein evolution in the absence of cells : They
establish a physical genotype ± phenotype linkage in vitro either
by stabilizing the mutual attachment of correctly folded
complete protein and its encoding mRNA to the ribosome
(called ribosome display),[39] by generating covalent fusions
between a peptide or protein and its mRNA,[40] or by distribution
of a library-based transcription ± translation system within
aqueous droplets in a water-in-oil emulsion.[41]


3.2. Selection


Functional protein libraries can be created rather easily by using
one of the strategies described above. Therefore, the most
challenging step in directed evolution experiments is to develop
a screening or selection scheme that is sensitive to the
properties of interest. Selection can be used in vivo if a
substantial growth advantage is conferred to those clones that
harbor a protein variant with the desired improvement. Most
often, this is achieved by genetic complementation of hosts that
are deficient in a certain pathway or activity. In other cases, the
positive feedback coupling between a property of interest and
cell survival may be achieved with alteration of genetic contexts,
for example, employing enzyme-specific control elements like
transcriptional promoters.[42] Selective enrichment of only those
clones that express the particular enzyme function can be very
efficient. It should be noticed, however, that in vivo selection
systems usually represent highly specific solutions and often are
difficult to implement because microbial hosts are extremely
flexible in circumventing the applied constraints and in invent-
ing solutions that are not necessarily related to the targeted
activity.


In vitro enrichment procedures that are detached from cell
survival may also be termed selection. Originally, these tech-
niques have been developed for the ªbiopanningº of phage-
displayed peptide libraries by binding to a ligand that is
immobilized on an appropriate column matrix. Recently, the
approach has also been applied to the selective enrichment of
phage-displayed functional enzyme libraries. Therefore, the idea
of panning optimal binding partners needs to be extended to a
panning of optimal catalysts by using either transition state
analogues,[43] immobilized suicide substrates,[44] or reaction
substrates that are covalently linked to the same or another
phage via a second fusion.[45±47] However, the enrichment of
improved enzymes by biopanning remains challenging because
the assessment of phage-displayed enzymes on the basis of their
catalytic activity, that is, on the basis of their kinetic parameters,
has not yet been possible.[48]
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3.3. Screening


Screening is an important alternative to selection which requires
that the specific property is directly observable by using physical
or biochemical analysis. As compared with in vivo selection, the
screening approach enables a better control of the applied
constraints, and also is more versatile, predominantly in
unnatural environments, or with unnatural substrates. The
number of individual mutants that can be tested in a certain
period of time (throughput), however, may be lowerÐdepend-
ing on the enzymatic reaction and the sensitivity of the applied
detection principle.


The comparative assessment of individual mutants usually
requires that the mutant libraries are diluted and distributed.
This can either be achieved by conventional plating of trans-
formants on agar plates or filter membranes, or by distribution of
the mutant pool in a microtiter format (usually 96- or 384-well
plates, but also formats with higher sample density, including
silicon wafers). This time-consuming step is sometimes accel-
erated by using robotic systems. Common assays are based on
visual or spectroscopic detection, for example formation, alter-
ation, or destruction of colors or fluorescence characteristics. The
determination of the optical parameters can also be accom-
plished by using automatic plate-reading systems, which enable
a normalization of measured intensity values to the respective
cell densities and, furthermore, may be used for monitoring
reaction kinetics. There is an increasing tendency toward
automation and parallel processing by using decreasing sample
volumes and concentrations, for example by applying the highly
sensitive fluorescence correlation spectroscopy (FCS) technique,
which requires concentrations in the femtomolar range.[49]


Alternative approaches like confocal fluorescence coincidence
analysis (CFCS)[50] or a fluorescence-activated cell sorter (FACS)
can directly analyze single cells or proteins and, thus, gain
(ultra)high throughput by avoiding the transfer of individuals.


Disregarding whether a specific directed-evolution experi-
ment employs a selection or screening approach (for a
comparison, see Table 1), it should finally be emphasized that
it is important to choose selective constraints that precisely
reflect the desired property. Otherwise, ªyou get what you screen
forº.[51]


4. Successful application of directed evolution


During the past few years, many enzymes have been improved
by directed evolution (Table 2). Some of these new biocatalysts
are tuned for use in organic synthesis, and commercial
applications of some other enzymes are already in sight.
Enzymes that exhibit increased activity in aqueous-organic
solvents were among the first products of directed-evolution
experiments.[52, 53] These biocatalysts enable the performance of
reactions at increased substrate solubility and stability, and thus
effect altered reaction equilibria, higher reaction rates, and
higher product yields. The directed evolution of a large number
of enzymes that exhibit increased performance at elevated
temperatures has been driven by a similar motiva-
tion.[26, 32, 54±58, 60±62] Furthermore, increased thermostability may
be beneficial regarding the long-term stability of proteins at
lower temperatures.


Directed evolution has also been employed to improve the
expression and folding of recombinant eukaryotic enzymes
which fail to adopt their active conformation in a heterologous
host, or which are expressed in an artificial context, for example,
in the form of a fusion protein.[63±66] Likewise, the secretion of
correctly folded enzymes has been facilitated by using evolu-
tionary optimization.[67] In most of these cases, the increased
levels of expression and native folding have been attributed to
few point mutations within the structural genes.


The narrow range of substrates that are accepted by natural
enzymes often retards or prevents their use in new synthetic and
commercial applications. By far most results therefore reflect the
efficient tuning of catalytic efficiency toward nonnatural sub-
strates.[34, 42, 43, 65, 68±88] Similarly, the enantioselectivity of specific
bioconversions has been significantly improved by using evolu-
tionary approaches.[89±91] Enzymes with altered substrate speci-
ficity that yield yet inavailable products have also recently been
generated by using the molecular breeding of new biosynthetic
pathways.[92] Together with similar attempts at mixing subunits
of multi-enzyme complexes,[93] this approach opens up the
horizon toward new biologically active compounds.


The conversion of a specific enzymatic activity into another
has very recently been achieved by using the methods of
directed evolution, and by using a combination of rational and


Table 1. Comparison of strategies for searching improved biocatalysts.


Method Requirements Advantages Limitations


selection linkage between desired activity and cell survival enrichment of positives false positives (viable but undesired mutants)


elimination of undesired variants indirect measurement (enzyme
performance> cell growth)


simultaneous assessment of large popula-
tions (ca. 1010 individual mutants)


complex, nontrivial assay


screening individualization of mutant clones; in some cases,
isolation of mutant proteins from competitive
cellular activities


direct testing of each single clone for the
desired activity


multiple pipetting/washing/transfer steps


often: need for fluorogenic or chromogenic sub-
strates


assays in nonnatural environments (artificial
substrates, organic solvents, etc.)


low throughput (ca. 105 individual mutants in
a few days if automation is employed)


qualitative and quantitative assay of one or
more parameters


detectable minimum change and details of
analysis determine throughput
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Table 2. Examples of enzymes that were successfully optimized by using directed evolution.[a]


Target enzyme Evolved property Change Ref.


amidase (B. stearothermophilus) increased expression in E. coli 23-fold [63]


aminoacyl-tRNA synthetase increased aminoacylation of orthogonal
suppressor tRNAs with diverse ribosomally
accepted molecules


55-fold [68]


arsenate detoxification pathway increased activity 40-fold [97]


aspartate aminotransferase (1) increased activity toward b-branched amino
and 2-oxo acids;


105-fold [69]


(2) increased activity toward valine 2.1� 106-fold [70]


biphenyl dioxygenase activity toward polychlorinated biphenyls (PCBs) degradation of various PCBs, polychlorinated benzene,
and toluene


[71]


b-glucosidase A thermostability at 65 8C without decrease in
catalytic activity


t1/2� 12 min [54]


b-glucosidase CelB (Pyrococcus furiosus) increased catalytic activity at 20 8C 3-fold [55]


b-glucoronidase retention of function after glutaraldehyde
treatment


increased stability toward glutaraldehyde and
formaldehyde


[98]


b-lactamase increased activity toward cefotaxime 32 000-fold [72]
increased activity toward cefotaxime inactivation of 20 000-fold higher concentration of cefo-


taxime, 2383-fold increase in activity
[73]


(ba)8-enzyme IGPS[b] activity switch to PRAI[b] sixfold higher PRAI activity than wild-type enzyme [94]


(ba)8-enzyme ProFARI[b] PRAI activity while retaining ProFARI activity PRAI activity 3 ± 11� 104 lower than wild-type; ProFARI
activity 26-fold lower than wild-type


[95]


carboxymethyl cellulase increased activity 2.2 ± 5-fold [99]


catalase I increase in intrinsic peroxidase activity increase from 2 % to 58 % [100]


catechol-2,3-dioxygenases increased thermostability 13 ± 26-fold activity at 50 8C [56]


cephalosporinase increased activity toward moxalactam 270 ± 540-fold [34]


chorismate mutase (dimer) conversion to soluble monomeric form activity of monomeric and hexameric enzyme [64]


cytochrome P450 BM-3 altered substrate specificity hydroxylation of indole [74]


cytochrome P450 monooxygenase increased activity toward naphthalene in the
absence of cofactors


5 ± 20-fold [75]


cytochrome c peroxidase increased activity toward guaiacol 300-fold [76]


D-selective hydantoinase
(Arthrobacter sp.)


enantioselectivity and increased activity conversion into L-hydantoinase, 5-fold activity [89]


DNA polymerase b increased spontaneous mutation frequency 10 ± 30-fold [77]


deoxyribonucleoside kinase
(Drosophila melanogaster)


sensitivity toward nucleoside analogues 316-fold decrease in LD100 of transformed E. coli in the
presence of AZT,[b] 11-fold decrease with ddC[b]


[78]


esterase (Pseudomonas fluorescens) increased enantioselectivity twofold [90]
hydrolysis of sterically hindered 3-hydroxy esters activity with an increase in enantiomeric excess from


0 % to 25 %
[79]


Flp recombinase increased thermostability improved recombination efficiency [57]


fungal peroxidase increased thermal and oxidative stability 174-fold thermostability, 100-fold oxidative stability [58]


galactosidase conversion to fucosidase 1000-fold increase in specificity towards p-nitrophenyl
furanoside, 66-fold increase in specific activity


[80]


glutathione transferase substrate specificity activity toward a range of new substrates [43]


HIV reverse transcriptase resistance toward nucleoside analogues DNA-dependent DNA polymerase activity and resistance
to AZT


[81]


horse heart myoglobin increased intrinsic peroxidase activity 25-fold [101]


horseradish peroxidase increased activity toward ABTS[b] and guaiacol total, 40-fold; ABTS, 5.4-fold; guaiacol, 2.3-fold [65]


3-isopropylmalate dehydrogenase
(B. subtilis)


increased thermostability 3.4-fold activity at 70 8C [59]


kanamycin nucleotidyl transferase
(B. stearothermophilus)


increased thermostability (1) 200-fold increase in t1/2 at 60 ± 65 8C [60]
(2) 20 8C increase [102]


lactate dehydrogenase
(B. stearothermophilus)


increased activity in the absence of cofactor
fructose-1,6-biphosphate


70-fold [103]


lipase (Pseudomonas aeruginosa) increased enantioselectivity increase in enantiomeric excess from 2 % to 81 % [91]


lipases (Staphylococcus hyicus, S. aureus) substrate specificity (phospholipids vs. short-
chain fatty esters)


3-fold increase in activity toward long-chain pNB[b] esters [82]


lipase (S. aureus) substrate specificity (activity on phospholipids) 11.6-fold increase in abolute phopholipase activity,
11.5-fold increase in phospholipase/lipase ratio


[88]
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evolutionary design principles.[94, 95] These approaches essential-
ly copy natural evolution by recruiting existing functional
protein scaffolds and refitting them to new enzymes. Experi-
ments of this type may also unravel the evolutionary relations
between enzymes that share some common properties.


In conclusion, many impressive examples have demonstrated
that directed evolution represents a powerful and reliable tool
for improving biocatalysts in reasonably short periods of time.
The technique itself will continue to evolve and address many of
the present questions and limitations. Certainly, the future of
evolutionary biotechnology will be exciting!
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Table 2. (Continued)


Target enzyme Evolved property Change Ref.


N-carbamylase ± D-hydantoinase
fusion protein


stabilization of fusion protein 6-fold increase in yield of D-amino acids [66]


O6-alkylguanine alkyltransferase resistance toward inhibitor BG[b] and
N-methyl-N'-nitro-N-nitrosoguanidine


reduction of BG inhibitory concentration to 50 % [104]


O6-methylguanine methyltransferase resistance toward N-methyl-N'-nitro-
N-nitrosoguanidine in vivo


2.7 ± 5.5-fold decrease in mutation frequency [105]


phytoene desaturase, lycopene cyclase new carotenoid pathway synthesis of 3,4,3',4'-tetradehydrolycopene and torulene [92]


pNB esterase increased thermostability 14 8C increase in Tm without any decrease in activity at
all temperatures


[61]


increased activity in aqueous/organic solvents 50 ± 150-fold activity toward different pNB esters in
25 ± 30 % DMF


[52]


protease SSII (B. sphaericus) increased activity at 10 8C 6-fold activity, while retaining 3.3-fold lower activity at 70 8C [106]


restriction endonuclease EcoR V extended recognition site recognition of 8-bp and 10-bp sites [83]


serine protease (Lysobacter
enzymogenes)


altered specificity and increased activity 20 ± 45-fold increase in rate and a greater selectivity [84]


subtilisin (B. lentus) expression level of secreted enzyme 50 % increase [67]


subtilisins various properties increase in activity, stability [107]


subtilisin BPN' increased activity at decreased temperature 2-fold increase in activity at 10 8C [108]


subtilisin E activity in aqueous/organic solvents 170-fold activity in 60 % DMF [53]


increased thermostability 17 8C increase in Topt , increased activity at all temperatures [62]


increased thermostability 50-fold increase in t1/2 at 65 8C [32]


subtilisin S41 (psychrophilic) increased thermostability 100-fold increase in t1/2 [26]


Taq DNA polymerase I functional complementation of E. coli DNA
polymerase I in vivo


retention of activity of active-site mutants [109]


increased mutation frequency 7 ± 25-fold [85]


T7 RNA polymerase increased mutation frequency �20-fold [42]


thymidine kinase (HSV)[b] increased sensitivity toward ganciclovir
and/or aciclovir


43-fold toward ganciclovir, 20-fold toward aciclovir [86]


thymidine kinase-1 or -2 (HSV) decreased sensitivity toward AZT TK-1, 32-fold; TK-2, 16 000-fold [87]


[a] See also ref. [96]. [b] Abbreviations: ABTS� 2,2'-azinobis-(3-ethylbenzothiazoline-6-sulfonic) acid; AZT� 3'-azido-3'-deoxythymidine; BG�O6-benzylgua-
nine; ddC�dideoxycytidine; IGPS� indoleglycerol phosphate synthase; pNB�para-nitrobenzoate; PRAI�phosphoribosyl anthranilate isomerase; ProFARI�
N'-[(5'-phosphoribosyl)formimino]-5-aminoimidazole-4-carboxamide ribonucleotide isomerase.
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Only seven years ago Laschat asked, in a
Highlight in Angewandte Chemie : ªDoes
nature know the Diels ± Alder reaction?º.[1]


In the meantime sufficient progress has
been made for us to answer this question
with a clear yes. The new discoveries in
the study of natural Diels ± Alderases,
together with the impressive progress in
our mechanistic understanding of cata-
lytic antibodies which accelerate this class
of reactions, are recounted here.


Diels ± Alder reactions are concerted
[4�2] cycloadditions of 1,3-dienes with
electron-deficient alkenes to form carbo-
cycles, according to the rules of pericyclic
reactions. Despite the fact that this reac-
tion is among the most important tools in
synthetic organic chemistry, its involve-
ment in the biosynthesis of natural prod-
ucts had never been secured. Based on
structural properties of numerous natural
products, the involvement of a Diels ±
Alder reaction in their biosynthesis was
proposed[2] but, until recently, only indi-
rect indications were given for the exis-
tence of Diels ± Alderases.


Experiments with cell-free extracts of
the fungus Alternaria solani gave the first
evidence for the involvement of naturally
occurring Diels ± Alder reactions.[3] Com-
pared to control experiments, cyclisation
of achiral linear 2 to form optically active
(ÿ)-solanapyrones A (3 ; exo) and D (4 ;
endo) occurred with higher exo selectivity
in the presence of the extracts (Scheme 1).
Since this initial discovery, a team of
chemists and biochemists at Hokkaido
University has provided further evidence
for the enzyme catalysis of this cyclisation
by partially purifying the Diels ± Alder-


ase.[4] Incorporation of deuterium-labelled
precursors showed that the intact diene ±
dienophile chain of 2 was transformed
into the natural [4�2] adducts.[5]


First proof for an enzyme-catalysed
Diels ± Alder reaction with a pure enzyme
was reported for the biosynthesis of the
fungal polyketide lovastatin 7. The decalin
ring system of 7 is derived from a [4�2]
cycloaddition of an intermediate hexake-
tide 5 as depicted in Scheme 2. After
heterologous expression and purification
to homogenity, the 335-kDa protein, lov-
astatin nonaketide synthase (LNKS), was
obtained for functional analysis.[6, 7] LNKS


was able to catalyse the Diels ± Alder
cyclisation of the synthetic thioester 8 to
give a product spectrum different from
that obtained during the uncatalysed
cyclisation (Scheme 3). While thermal re-
arrangement of 8 gave a 1:1 ratio of the
exo and endo adducts 9 and 10, purified
LNKS caused cyclisation to form the endo
product 12 (ratio of 9 :10 :12, 15:15:1),
with stereochemistry corresponding to
lovastatin 7.[6] Formation of 12 requires a
transition state having the methyl group
in a crowded pseudoaxial arrangement,
and it is speculated that LNKS supports
this mechanism through van der Waals
interactions.


Detailed mechanistic investigation of
the complex five-step enzymatic trans-
formation to form macrophomic acid 15
again suggested the involvement of a
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Diels ± Alder reaction.[8] The formation of
15 from pyrone 13 and oxalacetate 14 is
catalysed by macrophomate synthase in-
volving two decarboxylations, two CÿC
bond formations and one dehydration
(Scheme 4). The individual steps of this
reaction sequence could be elucidated by
careful stereochemical and kinetic char-
acterisation and by use of synthetic sub-
strate analogues. The suggested route is
more likely than other possible trans-
formations involving, for example, a Mi-
chael ± aldol route from 13 to 15.[8] Inter-
estingly, all the natural enzymes described
above catalyse a preceding reaction be-
fore the actual [4�2] cycloaddition. Thus,
solanapyrone synthase catalyses the oxi-
dation of prosolanapyrone II, LNKS the
nonaketide synthesis and macrophomate
synthetase the decarboxylated enolisa-
tion, before these enzymes catalyse the
Diels ± Alder reaction.


While our mechanistic understanding
of naturally occurring Diels ± Alder reac-
tions is still in its infancy, detailed infor-
mation on protein-catalysed [4�2] addi-
tions has been obtained with catalytic
antibodies. If the immune system is
challenged with suitable small molecules
(haptens), it produces antibodies which
recognise these structures. When haptens
resemble reaction transition states, the
corresponding antibodies can show cata-
lytic activity for the respective transfor-
mation.[9] Antibodies against bicyclic com-
pounds mimicking the highly ordered
transition state of Diels ± Alder reactions
can catalyse cycloadditions by supporting
the orientation of the substrates in a
defined pocket.


The most efficient Diels ± Alderase anti-
body known to date has been generated
against the hexachloronorbornene hap-


ten 17.[10, 11] It catalyses the bimolecular
[4�2] cycloaddition of 18 and 19 with a
kcat./kuncat. value in excess of 100 M


(Scheme 5). The initially formed adduct
20 eliminates sulphur dioxide to give the
planar compound 21 after air oxidation.
This spontaneous geometric change pre-


vents product inhibition and warrants
multiple turnovers. Structural and theo-
retical studies of antibody 1E9 revealed
almost perfect shape complementarity of
the hydrophobic binding site for the
transition state. The hapten is 86.3 %
buried in a hydrophobic pocket contain-
ing only two polar residues: Asn H35,
which assists in the hapten orientation,
and Ser L91, which is directed away from
the ligand. Antibody 1E9 thus appears
ideally suited for the preorganisation of
the substrates in a reactive orientation to
give 20. But, despite the fact that the
binding pocket of 1E9 is organised
to maximise shape complementarity
through 121 van der Waals contacts and
p-stacking interactions, it does not appear
to function as a classic entropy trap.
Moreover catalysis is achieved entirely
by reducing the enthalpy of activa-
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tion from 15.5 kcal molÿ1 (uncat.) to
11.3 kcal molÿ1 (cat.) with the entropy
of activation remaining around
ÿ22 cal Kÿ1 molÿ1 in both cases.[11]


An unusual hapten design was em-
ployed for generation of antibody 13G5,
which catalyses the disfavoured exo
Diels ± Alder transformation to form
26.[12] Heine et al. did not use a rigid
bicyclic transition-state analogue but re-
lied on the ferrocene derivative 22 as the
hapten (Scheme 6). It is remarkable that
this conformationally highly flexible hap-
ten, with the cyclopentadiene rings rotat-
ing freely in solution, can be used to
generate an efficient catalytic antibody.
Apparently, the immune system can select
a conformer that mimics the Diels ± Alder
transition state resulting in exo product
formation. Antibody 13G5 catalysed the
reaction to the ortho product 26 with high
regio-, diastereo-, and enantioselectivity
(>98 % exo, 95 % ee), while the uncata-
lysed reaction is only regioselective, with
a ratio of ortho-endo to ortho-exo prod-
ucts of 85:15. The crystal structure of


13G5 in complex with the ferrocenyl
inhibitor 23 showed that the hapten is
deeply buried (99 %) in the antibody
binding site, forming 3 hydrogen bonds
and 45 van der Waals interactions. Ab
initio calculations suggest that two hydro-
gen-bonding interactions with diene 24
and the Lewis acid effect of a tryptophan
on the dienophile 25 are activating and
orienting the substrates.


Another strategy to achieve catalysis of
Diels ± Alder transformations by bioma-
cromolecules involves catalytically active
RNA. This successful approach to accel-
eration of the rate of cycloaddition reac-
tions after in vitro optimisation of ribo-
zymes was recently reviewed elsewhere.[13]


The last few years have shown that
nature is, indeed, able to use enzyme-
catalysed pericyclic reactions, and these
are, therefore, no longer to be regarded as
an exclusive domain of synthetic organic
chemistry. Mechanisms of catalysis, as well
as the search for new Diels ± Alderases,
will without doubt be the subjects of
future stimulating work.
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A Fast and Efficient Metal-Mediated
Oxidation of Isoniazid and Identification
of Isoniazid ± NAD(H) Adducts
Michel Nguyen, Catherine Claparols, Jean Bernadou,* and Bernard Meunier*[a]


It is currently believed that isoniazid (INH) is oxidised inside
Mycobacterium tuberculosis to generate, by covalent attachment
to the nicotinamide ring of NAD(H) (b-nicotinamide adenine
dinucleotide), a strong inhibitor of InhA, an enzyme essential for
mycolic acid biosynthesis. This work was carried out to characterise
the InhA inhibitors (named INH ± NAD(H) adducts) which are
generated, in the presence of the nicotinamide coenzyme NAD�, by
oxidation of INH with manganese(III) pyrophosphate, a nonenzy-
matic and efficient oxidant used to mimic INH activation by the
catalase ± peroxidase KatG inside M. tuberculosis. The oxidation
process is almost complete in less than 15 minutes (in comparison
to the slow activation obtained in the KatG-dependent process
(2.5 hours) or in the nonenzymatic O2/MnII-dependent activation
(5 hours)). The alkylation of NAD� by the postulated isonicotinoyl


radical generates, in solution, a family of INH ± NAD(H) adducts.
Analyses with liquid chromatography/electrospray ionisation mass
spectrometry (LC/ESI-MS) and experiments performed with 18O-
and 2H-labelled substrates allowed us to propose two open and
four hemiamidal cyclised dihydropyridine structures as the main
forms present in solution; these result from the combination of the
isonicotinoyl radical and the nicotinamide part of NAD�. A small
amount of a secondary oxidation product was also detected.
Structural data on the forms present in solution should help in the
design of inhibitors of enzymes involved in the biosynthesis of
mycolic acids to act as potential antituberculosis drugs.


KEYWORDS:


drug research ´ isoniazid ´ manganese ´ oxidation ´
structure elucidation


Introduction


Isoniazid (INH) is one of the oldest synthetic
antituberculosis drugs and has been widely used
in prophylaxis and treatment of tuberculosis.[1] It is
now well accepted that INH acts as a prodrug[2±4]


which requires an intracellular conversion by
Mycobacterium tuberculosis catalase ± peroxidase
KatG to generate the active form responsible for
the lethal effect on bacterial cells. None of the
stable derivatives observed in KatG-dependent
INH activation reaction, that is, isonicotinic acid
(1), isonicotinamide (2) and isonicotinaldehyde (3 ; Scheme 1),
have demonstrated bactericidal effect.[5] Recent studies[6, 7] have
suggested that the activated form of INH, probably an isonico-
tinoyl radical, is capable of reacting with b-nicotinamide adenine
dinucleotide (NAD�/NADH) which is the cofactor of the long-
chain enoyl ± acyl carrier protein reductase InhA.[8] InhA is a key
enzyme involved in the biosynthesis of long-chain fatty acids
and of mycolic acids, specific components of the mycobacterial
cell wall.[9] The formation of covalent adduct(s) INH ± NAD(H) as
competitive inhibitors might explain the inactivation of InhA.
Recently, an isonicotinoyl ± NADH adduct has been characterised
within the active site of InhA from data obtained by X-ray
crystallography.[6] In solution, UV absorption and mass spectral
data on a crude mixture of free inhibitor(s) formed either by
nonenzymatic O2/MnII activation or by the KatG-dependent
process[10] and some data on isonicotinoyl ± NAD inhibitors[7]


have also been reported. However, further experiments are
needed to elucidate the exact nature of the observed products.
The use of MnIII to oxidise INH and form InhA inhibitors has been
mentioned, but without any detail about experimental con-
ditions.[7] Despite these recent efforts, the active form of INH and
the activation mechanism of this drug are still a matter of
debate.
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Scheme 1. INH oxidation products and adducts formed in the presence of NAD(H) and DNAD(H).
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Several studies have been focussed on the role of
the catalase ± peroxidase KatG,[3, 4, 11] a hemoprotein
with manganese-dependent peroxidase activi-
ty.[12, 13] KatG catalyses the conversion of MnII into
MnIII, and this latter metal ion is probably able to
oxidise INH. (This mode of activation is reminiscent
to the mechanism of action of the manganese
peroxidase of the white rot fungus Phanerochaete
chrysosporium.[14] ) Consequently, studies on the
oxidation of INH by manganese salts are biologically
relevant. Since MnII is only slowly converted into MnIII


in aerobic conditions, the easily available MnII salts
used in aerated solutions behave as a poor activat-
ing system.[15, 16] Direct INH activation by MnIII salts
appears to be more attractive since manganese(III)
malonate or manganese(III) pyrophosphate have
been shown to be capable of activating this drug,
to form the oxidation products 1 and 2[12] or induce DNA
breaks.[16] In order to simplify in vitro mechanistic studies and
because of our previous model studies on heme oxygenases[17]


and manganese peroxidases,[18] we decided to mimic the KatG
oxidation of INH either by catalytic peroxidase models, such as
activated synthetic metalloporphyrins, or by the use of stoichio-
metric amounts of a stable manganese(III) derivative.


Results and Discussion


Metal-mediated oxidation of INH


The first system, a peroxidase/cytochrome P-450 model expect-
ed to oxidise INH in the same way as horseradish peroxidase,[19]


consisted of the water-soluble manganese porphyrin catalyst
Mn-TMPyP [Mn-meso-tetrakis(4-N-methylpyridiniumyl)porphy-
rin] associated to an oxygen atom source (either KHSO5 or
Na2SO3/O2). Both cases involve a manganese(V) ± oxoporphyrin
as the active species.[20] The second system consisted of manga-
nese(III) pyrophosphate,[21] a stable form of MnIII ions in aqueous
solution which was previously used in our model studies on the
manganese peroxidase of Phanerochaete chrysosporium.[18] Since
aquated MnIII ions are an oxidizing agent in aqueous solution
with a marked tendency to disproportionate into MnII and MnIV,
we chose pyrophosphate as an oxidant-resistant oxygen-donor
ligand able to stabilise MnIII in the pH range of 4 ± 6. An improved
synthesis (in comparison to that reported by Archibald and
Fridovich[21] ) is described in the Experimental Section. The
product is stable over several months at 4 8C. Use of other
organic chelating agents such as malate, malonate, lactate,
oxalate or tartrate produced manganese complexes which are
not as stable over time and show storage problems.


As shown in Table 1, INH was not easily oxidised in air (run 1),
even in the presence of an MnII salt (run 2). In contrast, catalytic
oxidation with a metalloporphyrin in the presence of KHSO5


(run 3) or Na2SO3/O2 (run 4) and stoichiometric oxidation by
manganese(III) pyrophosphate (runs 5 and 6) gave high con-
versions of INH within short reaction times. For example, INH
conversion was 93 % in 15 min with two molar equivalents of
manganese(III) pyrophosphate. In addition, these methods gave


the same stable oxidation products 1 ± 3 as in the KatG protein
assay (runs 7 and 8). Therefore, these metal-mediated systems
are good candidates for modelling the KatG protein in vitro.
However, since none of the stable oxidation products of INH are
able to inhibit InhA,[5] one key point which remains to be
determined is the ability of these chemical activating systems to
produce short-lived reactive intermediates (for example, the
isonicotinoyl radical) that can react on the NAD�/NADH cofactor
of InhA to generate inhibitors of this enzyme.


Formation of INH ± NAD(H) and INH ± DNAD(H) adducts


The three different drug-activating systems, Mn-TMPyP/KHSO5 ,
Mn-TMPyP/Na2SO3/O2 and manganese(III) pyrophosphate, were
tested in the presence of INH and NAD� for their ability to
produce INH ± NAD(H) adducts. In all cases and in addition to the
degradation products of NAD� (ADP ribose and nicotinamide)
and to the usual INH oxidation products 1 ± 3 (3 was not directly
observed and needed a prior derivatisation), we detected a
number of peaks (numbered 4 ± 10 in Figure 1 A, for example)
with retention times higher than NAD� and corresponding to the
formation of adducts between an INH residue and NAD�. In the
case of the porphyrin catalyst, the overall yield of adducts did
not rise above 5 %, but in the case of the manganese(III)
pyrophosphate system this yield ranged from 35 ± 45 % depend-
ing on the reaction conditions. So, only this last efficient system
was used for further studies. Figure 1 shows two typical high-
pressure liquid chromatography (HPLC) chromatograms, which
illustrate the formation of these adducts when INH was oxidised
by manganese(III) pyrophosphate in the presence of NAD� or
DNAD� (deamido-NAD�, nicotinic acid adenine dinucleotide), a
nonnatural cofactor used to facilitate the elucidation of the
adduct structures. As shown in chromatogram A, in the case of
adducts formed with NAD�, at least six peaks were detected with
molecular masses compatible with those of structures including
both INH and NAD(H) residues. We did not succeed in isolating
these different compounds due to their partial degradation and/
or interconversion during the HPLC collection and lyophilisa-
tion work-up. (A dynamic equilibrium between isomeric isoni-
cotinoyl ± NAD adducts was recently proposed.[7] ) Therefore, we


Table 1. Yields of products obtained from INH oxidation.[a]


Run Oxidation system INH
conversion


Yield [%] Reaction
time


[%] 1 2 3


1 control 3 0,1 < 1 < 1 50 h
2 MnCl2/O2 58 42 8 6 5 h
3 Mn-TMPyP/KHSO5


[c,d] 98 82 4 4 15 min
4 Mn-TMPyP/Na2SO3/O2 98 51 13 20 15 min
5 MnIII pyrophosphate (pH 4.5) 93 45 12 4 15 min
6 MnIII pyrophosphate (pH 6.5) 66[b] 32 26 3 15 min
7 KatG protein[4] n.d. 30 1.5 1.5 2 h 23 min
8 KatG protein/MnII[15] 76 66 13 n.d. 2 h 30 min


[a] The values are the mean of three determinations. Standard deviations were always
lower than �1 % except for [b] (�3 %). n.d.�not determined. [c] Under the same
experimental conditions, KHSO5 alone gave only 14 % conversion of INH. [d] Mn-TMPyP
pentaacetate was prepared according to ref. [25].
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Figure 1. HPLC profiles of reaction mixtures containing (A) NAD� (2 mM) or (B)
DNAD� (2 mM) with INH (2 mM) and manganese(III) pyrophosphate (4 mM ;
introduced in 10 consecutive additions of 400 mM each, every 2 min) in phosphate
buffer (100 mM ; pH 7.5). *�Nicotinamide, **�nicotinic acid; these come from
decomposition of NAD� and DNAD�, respectively. RRT� relative retention time
(with INH as the reference).


decided to characterise the compounds by direct liquid
chromatography/electrospray ionisation mass spectrometry
(LC/ESI-MS) analyses of crude reaction mixtures from experi-
ments with labelled INH and NAD�.


Characterisation of INH ± NAD(H) and INH ± DNAD(H) adducts


The two labelled compounds [18O]INH and [2H]NAD� were
prepared as described in the Experimental Section. They exhibit
a label on two crucial positions useful for the interpretations
described hereafter, that is, on the oxygen atom of the carbonyl
group of INH and at position 4 of the nicotinamide ring of NAD�.
The isotopic purities obtained were 90 ± 92 % for [18O]INH and
>98 % for [2H]NAD�.


In the case of NAD� adducts (Figure 1 A), the HPLC profile was
rather complicated, with seven peaks attributed to INH ± NAD�


adducts on the basis of the LC/ESI-MS data (Table 2). Six of them
(peaks 4 ± 9) had a mass of 770 ([M�H]�� 771) corresponding to
a combination of an isonicotinoyl radical with NAD� ; the last one
(peak 10), with a mass of 769 ([M]�), appears as an oxidised form
of the preceding adducts and was only detected as a minor
product of the reaction (<5 % compared to the sum of the other
adducts 4 ± 9). By reference to previous works,[7] peak 10 could
be attributed to a compound with structure 10 (Table 2) where
position 4 of the nicotinamide ring of NAD� is substituted by an
isonicotinoyl radical. The retention of the 18O label (from the
[18O]INH residue, run 2) and the loss of the 2H label (from the
[2H]NAD� moiety, run 3) both support this structure. Compound
10 appeared to be a secondary oxidation product since it
increased when the reaction mixture was mildly heated (data not


shown), while the pool of other adducts decreased. Since only
one peak with a mass of 769 ([M]�) was detected and no
dehydratation fragment was formed during MS analysis, the
formation of two diastereoisomeric cyclic hemidal structures
(see below) is unlikely.


Attribution of peaks 4 ± 9 was more delicate. All the products
corresponding to the six peaks display UV spectra characteristic
for dihydropyridine derivatives (lmax values near 320 ± 330 nm).
The common molecular mass of 770 should simply correspond
to a reduced dihydropyridine form of the structure 10, but, in
this case, only the two diastereoisomers 4 and 5 (Table 2) should
be observed; they would result from the creation of one
supplementary chiral center at position 4 of the nicotinamide
ring. A careful examination of the mass spectra of the six
products observed experimentally showed that, in the course of
MS analysis (Figure 2, orifice voltage 20 V), two of them did not
give any dehydrated fragment (4, 5), two others were dehy-
drated to a rather low extent (8, 9 ; the relative intensity of the
dehydrated fragment was less than 50 % that of the molecular
peak) and the last two were easily dehydrated (6, 7; the relative
intensity of the dehydrated fragment is higher than 50 % that of
the molecular peak). The same differences in behaviour were
observed with a higher orifice voltage (80 V, Figure 2, bottom):
Compounds 4 and 5 were not dehydrated at all, the intensity of
the dehydrated fragments of 8 and 9 increased but remained


Table 2. MS data and proposed structure for the INH ± NAD(H) and
INH ± DNAD(H) adducts.[a]


Run Molecular peak
[M�H]� [M�H]� [M�H]� [M]�


R�NH2


INH ± NAD(H) adducts[b] 4, 5 6, 7 8, 9 10[c]


1 [16O]INH/[1H]NAD� 771 771 771 769
dehydrated fragment ± 753 753 ±


2 [18O]INH/[1H]NAD� n.d. 773[d] 773[d] 771[d]


dehydrated fragment ± 753 753 ±
3 [16O]INH/[2H]NAD� n.d. 772 772 769


dehydrated fragment ± 754 754 ±


R�OH
INH ± DNAD(H) adducts[b] 11, 12 13


4 [16O]INH/[1H]NAD� 772 ± ± 770
dehydrated fragment ± ± ± ±


[a] Only the modifications on the nicotinamide and the nicotinic acid
moieties of NAD� and DNAD� are shown. New asymmetric carbon atoms
are indicated by an asterisk. [b] Mass/charge values for monocharged
species. [c] A cyclised hemiamidal structure cannot be excluded for
compound 10. [d] A partial exchange of the carbonyl oxygen with water
was observed for all compounds 6 ± 10. (Such incorporation of oxygen from
water was also reported in ref. [7].)
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Figure 2. Peak intensity of INH ± NAD(H) adducts 4 ± 9 : Three types of adducts
are considered to be present, based on variation of orifice voltage in MS
experiments and formation (or nonformation) of a dehydrated fragment.


below 100 % that of the corresponding molecular
peaks and the intensity of the dehydrated frag-
ments of 6 and 7 became higher than that of the
molecular peaks. On the basis of these results, the
two peaks 4 and 5 might be attributed to the
open structures of the two diastereoisomers 4
(present in very low amount and only detected by
LC/ESI-MS under the peak of compound 10) and
5. Either compound 4 or 5 corresponds to the
INH ± NADH adduct characterised within the ac-
tive site of InhA from the X-ray crystallography
data (Scheme 2).[6] Peaks 6 ± 9 might correspond
to the hemiamidal cyclised structures 6 ± 9 (Ta-
ble 2), which include a second new asymmetric
center ; this would explain the existence of four
diastereoisomers.


Scheme 2. Proposed structure of the INH ± NADH adduct characterised within
the active site of InhA with X-ray crystallography data.[6]


The cyclised structures 6 ± 9, whose attributions are based on
the dehydration observed during mass analyses, are furthermore
supported by mass data from the labelling experiments shown
in runs 2 and 3 of Table 2. Both the 18O label from [18O]INH and
the 2H label from [2H]NAD� were retained in the respective
molecular peaks and, with consideration of the dehydrated
fragments, it is clear that dehydration involved the oxygen atom
of the INH carbonyl but not the hydrogen in position 4 of the


nicotinamide part. These results indicate that the loss of a water
molecule concerned only the hemiamidal moiety with formation
of a pyrrolinone ring and so confirmed the existence of the
cyclised structures 6 ± 9 (Scheme 3). Such hemiamidal structures
in cyclised products have been previously observed for benz-
amides substituted at ortho positions with acyl groups.[22]


Since the amide function present in NAD� plays a crucial role
in formation of the cyclised derivatives 6 ± 9, we checked that
replacing NAD� by DNAD�, where the amide group is missing,
simplified the chromatographic profile. Effectively, as shown in
Figure 1 B and Table 2, only three adducts could be detected, one
of which corresponds to the oxidised compound 13 (m/z� 770,
[M]�) and two others which correspond to the two diastereoiso-
meric open structures 11 and 12 (m/z�771, [M�H]�� 772). As
expected, no dehydration was observed for any of these three
uncyclised compounds (run 4, Table 2). In these last experiments,
the other peaks were easily attributed to residual INH and


DNAD�, to stable oxidation products of INH (1 and 2) and to
degradation products of DNAD� (ADP-ribose, nicotinic acid).


Treatment of crude reaction mixtures containing either INH ±
NAD(H) or INH ± DNAD(H) adducts with phenylhydrazine gave,
respectively, four new compounds (m/z� 861) and two new
compounds (m/z�862). Their formation corresponds to the
disappearance of adducts 6 ± 9 in the first case and of adducts
11 ± 12 in the second (see Figure 1 and Table 1 in the Supporting
Information). In the mass spectra of the four phenylhydrazine
derivatives from INH ± NAD(H) adducts, the presence of a weak
but constant fragment at m/z�753, which corresponds to the
loss of one phenylhydrazine molecule, supports the cyclic
structures 17 ± 20 (Table 1 in the Supporting Information;
structures 17 ± 20 are analogous to structures 6 ± 9, but with
the OH group replaced by the NH-NH-Ph group). In the case of
INH ± DNAD(H) adducts, both the existence of only two diaste-
reoisomers and the absence of the fragment at m/z� 753
support the formation of the two phenylhydrazones 21 and 22
(Table 1 in the Supporting Information).


These results show that, with the carbonyl group of the
isonicotinoyl moiety, as with its hydrazone derivative, only the
nucleophilic amido function present in the NAD� residue can
lead to a cyclisation process that creates a new chiral center and


Scheme 3. Cyclisation creates another asymmetric centre and renders possible the dehydration
reaction suggested by mass analyses. The dashed box highlights the cyclic hemiamidal structure.
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explains in each case the formation of four diastereoisomeric
adducts (6 ± 9 and 17 ± 20) ; the carboxylate group of the DNAD�


residue does not allow this cyclisation process and only two
open structures could be shown in each case (11, 12 and 21, 22).


In addition, some alternative hypotheses to explain the
formation of several types of dihydropyridine INH ± NAD(H)
adducts can easily be discarded: 1) Alkylation of the nicotin-
amide ring in NAD� must only occur in position 4 since we were
only able to detect compound 10 with loss of the label at
position 4 (run 3, Table 2); 2) isomerisation from the 1,4-dihydro-
NAD structure present in 4 or 5 to 1,2- or 1,6-dihydro-NAD
structures should remove the label in position 4, but this was not
the case (run 3, Table 2; see ref. [23] for such an isomerisation
process observed for NADH); 3) an equilibrium of compounds 4
and 5 with the corresponding ketone hydrates as suggested in
ref. [7] did not explain either the number of isomers or the
dehydration phenomenon observed in their mass spectra.


What are the reactive species involved in adduct formation?


In previous reports, the mechanism for oxidation of isoniazid[4]


and for formation of adduct(s) between the activated form(s) of
INH and NAD� or NADH[6, 7] has been discussed. It has been
proposed that the adducts can be formed either by attachment
of an isonicotinoyl anion to NAD�[6] or more likely by direct
addition of an isonicotinoyl radical to an NAD. radical[6] or to
NAD� with subsequent reduction of the radical cation.[7] A
proposed mechanism for oxidation of INH by manganese(III)


pyrophosphate is shown in Scheme 4. The isonicotinoyl radical is
a key intermediate in the formation of isonicotinic acid (1),
isonicotinaldehyde (3) and, in the presence of NAD�, in the
formation of INH ± NAD(H) adducts. The di(4-pyridyl)glyoxal
formed by recombination of two isonicotinoyl radicals plays
the role of a marker and was effectively detected during LC/


ESI-MS analyses ([M�H]��213; the RRT was 0.18 under the
experimental conditions used to obtain Figure 1). The transient
existence of the isonicotinoyl radical was also suggested by INH
oxidation experiments performed in H2


18O (data not shown)
which led to about 20 % of 1 without the 18O label ; this was
indicative of the reaction of the isonicotinoyl radical with
dioxygen. In similar experiments performed with the KatG
enzyme, this percentage was 33 %.[4] So, as proposed by Wilming
and Johnsson,[7] addition of the isonicotinoyl radical to NAD�


should give radical 14 (Scheme 4) with creation of a first new
chiral carbon at position 4 of the nicotinamide ring. Its fast one-
electron reduction, possibly by INH, gives the open structures 4
and 5, which are in slow equilibrium with the four cyclised
adducts 6 ± 9. The creation of a second new chiral centre explains
that these cyclised dihydropyridine derivatives exist in four
diastereoisomeric forms. Most likely, the enantiomeric ratio R/S
at position 4 of the isonicotinamide is close to 1:1 (because the
isonicotinoyl radical can attack equally the two faces of the
nicotinamide ring to give 4 and 5) but the cyclisation giving rise
to the hemiamidal structures is selective enough to produce
preferentially the two diastereoisomers 6 and 7 (with opposite
configurations at C4) over the two minor ones 8 and 9. Slow
oxidation of these different adducts can give the common
oxidised compound 10. It should be noted that the first
generated adduct formed cannot be 10 with subsequent
reduction to dihydropyridine adducts 4 ± 9 since, in this case,
the label of [2H]NAD� would not be retained (run 3, Table 2).


In conclusion, these data illustrate the ability of manganese(III)
pyrophosphate used in stoichiometric amounts to oxidise INH
and, in the presence of the nicotinamide coenzyme, to give INH
adducts which are potential inhibitors of the enoyl ± acyl carrier
protein reductase InhA. When compared to the slow and
uncomplete oxidation observed with O2/MnII or to the use of the
not easily available catalase ± peroxidase KatG, manganese(III)


pyrophosphate represents an efficient and fast
oxidation system in attempts to isolate and charac-
terise labile and reactive intermediates formed during
the INH oxidation. In addition, the structural infor-
mation on the different possible forms of INH ±
NAD(H) adducts in solution should help us to design
new inhibitors of InhA as potential antituberculosis
drugs. Presently, preliminary results indicate that a
crude mixture of the INH ± NAD(H) adducts allow the
in vitro inhibition of this target enzyme[24] when,
under similar conditions, INH ± DNAD(H) adducts do
not give any significative inhibitory effect (data not
shown). This point underlines the role of the amido
group in the nicotinamide moiety, either through its
interaction with the active site of the enzyme or by
favouring the formation of cyclic hemiamidal struc-
tures as possible reactive inhibitors.


Experimental Section


Materials: Isoniazid, carboxymethoxylamine hemi-
hydrochloride [(NH2OCH2COOH)2 ´ HCl] , MnO2 , NAD�


Scheme 4. Proposed mechanism for manganese(III)-mediated oxidation of (A) INH alone and
(B) in the presence of NAD�, which leads to the formation of INH ± NADH adducts.
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and DNAD� were obtained from Sigma ± Aldrich, sodium pyrophos-
phate, pyrophosphoric acid and anhydrous sodium sulfite from
Fluka, MnIII(OAc)3 from Merck ± Schuchardt, MnCl2 and MnSO4 from
Janssen Chimica. KHSO5 is the triple salt, 2 KHSO5, KHSO4 and K2SO4 ,
and is available from Alfa ± Ventron (Curox). Mn-TMPyP was prepared
according to ref. [25]. Labelled water, H2


18O (98 %), was purchased
from Euriso-top.


HPLC analyses : Analyses were performed on a reverse-phase C18
column (nucleosil, 10 mM, 250� 4.6 mm) with a mixture of methanol
and a 5 mM aqueous solution of NH4OAc (5:95) as the eluent for
oxidation experiments and a linear gradient from a 70 mM aqueous
solution of NH4OAc to acetonitrile for INH ± NAD� and INH ± DNAD�


adduct analyses (flow rate: 1 mL minÿ1). The column was coupled to
a diode array detector (Kontron) for the detection of products at
260 nm and the monitoring of UV/Vis spectra. Yields were calculated
for INH and 1 ± 3 by comparaison with authentic sample calibration
curves. For INH adducts, the same e260 value as for NAD� (e260�
18 100) was used. In order to detect 3 as the O-carboxymethyloxime
derivative, reaction samples were analyzed 5 min after addition of an
aqueous solution of carboxymethoxylamine (20 mM final concen-
tration).


LC/ESI-MS analyses: The analyses were performed under the
conditions indicated above but with a quaternary pump. Only 4 %
of the flow eluted from the column was introduced into the
electrospray source after automated mixing with a 1 % solution of
HCOOH with a Harvard Apparatus syringe pump. The ESI-MS
spectrometer was a Perkin-Elmer SCIEX API 365 and the analyses
were performed in the positive mode.


Preparation of [MnIII(H2P2O7)3]3ÿ : An aqueous solution of sodium
pyrophosphate (200 mM), acidified to pH 4.5 (or pH 6.5) with
pyrophosphoric acid and containing MnIII(OAc)3 (5.5 mM), produced
after stirring for 24 h at RT the red complex [MnIII(H2P2O7)3]Na3 in
quantitative yield (>90 %, yield based on literature data:[21] eM�
6200 Mÿ1 cmÿ1 at 260 nm and 104 Mÿ1 cmÿ1 at 480 nm). This product
is stable for several months at 4 8C. Use of sodium pyrophosphate,
MnSO4 and MnO2 (according to ref. [21]) yielded only 15 % of
[MnIII(H2P2O7)3]Na3.


Preparation of labelled compounds [2H]NAD� and [18O]INH: The
compound [2H]NAD� (2H in position 4 of the nicotinamide ring) was
prepared according to the method of Charlton et al.[26] In brief, NAD�


and potassium cyanide were dissolved in an 2H2O solution of KO2H
adjusted to pH 12 with HCOO2H and the reaction was left at room
temperature for 2 h. The solution was then acidified and the HCN
was removed. Cold acetone was added, the solution was left at 4 8C
overnight and the white precipitate was collected, dissolved in water
and lyophilised to dryness. The 1H NMR spectrum (250 MHz, 2H2O)
was identical with a spectrum of undeuterated NAD�[27] except for
the loss of the resonance signal assigned to the proton at position 4
of the pyridine ring (d� 8.72) and the simplification of the 5-H signal
of the pyridine ring (doublet at d�8.19 ppm instead of a double
doublet at d�8.08 ppm). MS data: m/z�665.1 [M�H]� . The isotopic
purity of [2H]NAD� was >98 %.


Preparation of [18O]INH was adapted from the method used by
Gasson for the synthesis of unlabelled INH.[28] Hydrazine monohy-
drate (64 %; 85.5 mL, 1.125 mmol) and 4-cyanopyridine (104 mg,
1.0 mmol) in H2


18O (421 mL, 20 mmol) were heated for 5 h at 100 8C in
the presence of alkali (10 M aqueous solution of NaOH 2 mL). The
precipitate, after filtration, washing with Et2O and drying, was
crystallised from ethanol to give a white solid (60 mg; 58 %). The
1H NMR spectrum (250 MHz, deuterated N,N-dimethylformamide
(DMF)) was identical with a spectrum of authentic isoniazid d�4.75
(br s, 2 H, NH2), 7.66 (d, 2 H; 3-H, 5-H), 8.59 (d, 2 H; 2-H, 6-H), 9.98 (br s,


1 H; NH). In the IR spectrum, 18O substitution results in a shift
(24 cmÿ1) of the C�O frequency, consistent with the usual mass effect
of 18O atom on nC�O (nC�O�1644 cmÿ1 for [18O]INH and 1668 cmÿ1 for
[16O]INH). MS data: m/z� 140.2 [M�H]� . The isotopic purity of
[18O]INH was 90 ± 92 %.


Conditions for INH oxidation: (See Table 1.) Runs 1 and 2: Control
and oxidation with MnCl2 ; the reaction medium (1 mL of water)
containing phosphate buffer (50 mM; pH 7.5), INH (500 mM) and MnCl2


(500 mM; only present for run 2) was stirred at RT for 50 h. Run 3:
Oxidation with Mn-TMPyP/KHSO5; the reaction medium (1 mL of
water) containing phosphate buffer (50 mM; pH 7.5), INH (500 mM),
KHSO5 (1 mM), and Mn-TMPyP (5 mM; Mn-TMPyP was introduced in
five consecutive additions, every 2 min) was stirred at RT for 15 min
after the last ingredient addition and HPLC analysis was performed
immediately. Run 4: Oxidation with Mn-TMPyP/Na2SO3/O2; the con-
ditions were the same as described for run 3, except that Na2SO3 was
the last ingredient added; Na2SO3 (5 mM final concentration) was
introduced in five consecutive additions, every 2 min; control
experiments with Mn-TMPyP alone or Na2SO3 alone gave no
conversion. Runs 5 and 6: Oxidation with manganese(III) pyrophos-
phate; the reaction medium (1 mL of water) containing phosphate
buffer (50 mM; pH 7.5), INH (500 mM) and manganese(III) pyrophos-
phate (1 mM; prepared at pH 4.5 (run 5) or 6.5 (run 6) and introduced
in five consecutive additions, every 2 min) was stirred at RT for
15 min after the last addition of oxidant and then directly analysed
by HPLC. In all the above experiments, 2-nitrobenzoic acid (200 mM)
was used as an internal standard. Run 7:[4] Oxidation with the KatG
protein; the reaction medium (1 mL of water) contained phosphate
buffer (15 mM; pH 7.5), INH (200 mM) and 0.3 mM enzyme; incubation
was for almost 2.5 h. Run 8:[15] Oxidation with KatG protein/MnII ; the
reaction medium (1 mL of water) contained phosphate buffer
(50 mM; pH 7.5); after 4 h preincubation of INH (150 mM) with 2 mM


MnII in the reaction medium, the enzyme (3 mM) was added and
incubation continued for 2.5 h.


Preparation of the INH-NAD and INH-DNAD adducts: (See Table 2
and the legend for Figure 1.) The reaction mixture was stirred at RT
for 20 min after the addition of the last ingredient. HPLC and LC/ESI-
MS analyses were directly performed at the end of the reaction.


We are grateful to Dr. Annaik QueÂmard and Prof. Gilbert LaneÂelle
(IPBS-CNRS, Toulouse) for fruitful discussions on the mechanism of
action of INH. All ESI-MS analyses have been performed in the
ªService Commun de SpectromeÂtrie de Masse FR 1744-UPR 8241º
with the collaboration of Suzy Richelme.
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Chemoenzymatic Synthesis of Biotinylated
Nucleotide Sugars as Substrates for
Glycosyltransferases
Thomas Bülter,[a] Thomas Schumacher,[a] Darius-Jean Namdjou,[a]


Ricardo GutieÂrrez Gallego,[b] Henrik Clausen,[c] and Lothar Elling*[a]


The enzymatic oxidation of uridine 5'-diphospho-a-D-galactose
(UDP-Gal) and uridine 5'-diphospho-N-acetyl-a-D-galactosamine
(UDP-GalNAc) with galactose oxidase was combined with a
chemical biotinylation step involving biotin-e-amidocaproylhydra-
zide in a one-pot synthesis. The novel nucleotide sugar derivatives
uridine 5'-diphospho-6-biotin-e-amidocaproylhydrazino-a-D-gal-
actose (UDP-6-biotinyl-Gal) and uridine 5'-diphospho-6-biotin-e-
amidocaproylhydrazino-N-acetyl-a-D-galactosamine (UDP-6-bio-
tinyl-GalNAc) were synthesized on a 100-mg scale and charac-
terized by mass spectrometry (fast atom bombardment and
matrix-assisted laser desorption/ionization time of flight) and
one/two dimensional NMR spectroscopy. It could be demonstrated
for the first time, by use of UDP-6-biotinyl-Gal as a donor substrate,
that the human recombinant galactosyltransferases b3Gal-T5,
b4Gal-T1, and b4Gal-T4 mediate biotinylation of the neoglycocon-
jugate bovine serum albumin ± p-aminophenyl N-acetyl-b-D-glucos-
aminide (BSA ± (GlcNAc)17) and ovalbumin. The detection of the


biotin tag transferred by b3Gal-T5 onto BSA ± (GlcNAc)17 with
streptavidin ± enzyme conjugates gave detection limits of 150 pmol
of tagged GlcNAc in a Western blot analysis and 1 pmol of tagged
GlcNAc in a microtiter plate assay. The degree of Gal-biotin tag
transfer onto agalactosylated hybrid N-glycans present at the
single glycosylation site of ovalbumin was dependent on the Gal-T
used (either b3Gal-T5, b4Gal-T4, or b4Gal-T1), which indicates that
the acceptor specificity may direct the transfer of the Gal-biotin tag.
The potential of this biotinylated UDP-Gal as a novel donor
substrate for human galactosyltransferases lies in the targeting of
distinct acceptor structures, for example, under-galactosylated
glycoconjugates, which are related to diseases, or in the quality
control of glycosylation of recombinant and native glycoproteins.


KEYWORDS:


carbohydrates ´ enzyme catalysis ´ glycoproteins ´
glycosyltransferases ´ nucleotide sugars


Introduction


D-Galactose (Gal) and N-acetyl-D-galactosamine (GalNAc) are
ubiquitous constituents of oligosaccharide chains of soluble and
cell surface bound glycoconjugates with important biological
functions.[1] In previous studies these components were targeted
by various labeling techniques for oligosaccharide chains in
glycoconjugates.[2] The labeling of glycoconjugates by radio-
active tracers, fluorescent dyes, or biotin derivatives through the
Gal or the GalNAc moieties was accomplished by the oxidation
of the primary alcohol groups of the monosaccharides with
galactose oxidase (EC 1.1.3.9) and subsequent conversion of the
aldehydes with, for example, tritiated sodium borohydride
(NaBT4) or hydrazide reagents carrying the label.[3, 4] However,
these methods resulted in a random and rather unselective
distribution of the label within the oligosaccharide chains of a
glycoprotein or glycolipid.


In view of the important role of glycoconjugates in biological
recognition (for example, cell ± cell adhesion), acute and chronic
diseases (such as inflammation) and numerous human cancer
types, techniques capable of introducing a label at a unique site
in the oligosaccharide chain of the relevant glycoproteins and
glycolipids are highly desirable. These selective methods would
facilitate the tracing of aberrant glycosylation patterns associ-
ated with diseases, as well as the analysis or diagnosis of specific


glycoconjugates related to biological recognition, and pharma-
ceutical therapy.


The selectivity of one labeling method has already been
demonstrated by the transfer of nucleotide sugar derivatives
with glycosyltransferases. Fluorescent-labeled or tagged cyto-
sine 5'-monophospho-neuraminic acid (CMP-Neu5Ac) and gua-
nosine 5'-diphospho-b-L-fucose (GDP-Fuc) were transferred by
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sialyltransferases[5±7] or by a fucosyltransferase from milk,[8]


respectively. Labeling of cell surfaces was also realized by the
transfer of GDP-Fuc derivatives substituted in the C-6 position
with a blood group trisaccharide or selectin ligand oligosac-
charides.[9, 10] Metabolic cell-surface engineering was achieved by
adding derivatives of N-acetylmannosamine, for example, N-
levulinoylmannosamine and N-azidoacetylmannosamine, into
the biosynthetic pathway of Neu5Ac. Chemoselective coupling
steps target the azide- or carbonyl-functionalized Neu5Ac
transferred in vivo by cell-specific sialyltransferases.[11±14] Recent-
ly, it was demonstrated that feeding of Chinese hamster ovarian
(CHO) cells with 2-deoxy-2-acetonyl-D-galactose resulted in the
exposure of this 2-keto isosteric derivative of GalNAc on the cell
surfaces.[15]


Similar derivatives of uridine 5'-diphospho-a-D-galactose
(UDP-Gal; 1) and uridine 5'-diphospho-N-acetyl-a-D-galactos-
amine (UDP-GalNAc; 2) for transfer reactions with galactosyl- or
N-acetylgalactosaminyltransferases (Gal-Ts or GalNAc-Ts) have
not yet been developed. Great potential for the selective transfer
of a labeled nucleotide sugar onto a specific acceptor structure
in a glycoprotein or glycolipid lies in the enzymes of the recently
identified glycosyltransferase families: the b3-galactosyltransfer-
ases (b3-Gal-Ts),[16±20] the b4-galactosyltransferases (b4-Gal-
Ts),[16, 21±28] and the polypeptide N-acetylgalactosaminyltransfer-
ases (ppGalNAc-Ts).[29±37] Specific characteristics of these glyco-
syltransferases could contribute to a selective targeting of
glycoconjugates by a glycosyltransferase-
mediated labeling technique; these character-
istics are their specificity for certain acceptor
structures in glycoproteins and glycolipids,
their tissue- and cell-type specific expression,
and their relationship to the exposure of
carbohydrate ligands, tumor-associated anti-
gens, and aberrant glycosylation patterns.[38±42]


However, these enzymes have yet not been
tested for their acceptance of labeled or
tagged UDP-Gal(NAc).


In this context the aim of our long-term
studies is to develop tagged or labeled deriv-
atives of UDP-Gal and UDP-GalNAc. Radio-
active-labeled UDP-Gal and UDP-GalNAc deriv-
atives have already been synthesized by the
oxidation of the primary alcohol group with
galactose oxidase and subsequent reduction of
the aldehydes by NaBT4.[43±45] The synthesis of
nonradioactive-labeled (for example, fluores-
cent-labeled) or tagged (for example, with
biotin) UDP-Gal and UDP-GalNAc would be
very attractive for diagnostic, synthetic, and
analytical applications. However, the donor
specificity of most of the glycosyltransferase
family members has not been investigated so
far except for that of b4Gal-T1, which was
previously characterized to accept 6-deoxy-
and 6-fluoro-Gal.[46]


The present paper describes the preparative
one-pot chemoenzymatic synthesis of biotiny-


lated UDP-Gal and UDP-GalNAc compounds, on a 100-mg scale.
The analytical labeling method for Gal and GalNAc employing
galactose oxidase and a biotin hydrazide[4] was adapted to the
preparative synthesis of nucleotide sugar derivatives. The
products were tested as donor substrates for different recombi-
nant human Gal-Ts and ppGalNAc-Ts. The first proof of the
concept of a galactosyltransferase-mediated tagging of glyco-
proteins was obtained by studies with the neoglycoprotein
bovine serum albumin ± p-aminophenyl N-acetyl-b-D-glucosami-
nide (BSA ± (GlcNAc)17) and ovalbumin, which were analyzed by
Western blot analysis and an enzyme-linked streptavidin assay
(ELSA).


Results and Discussion


Optimized conditions for the stepwise synthesis of
UDP-6-biotin-hydrazono-Gal (7)


Scheme 1 outlines the strategy for the stepwise synthesis of the
biotinylated UDP-Gal(NAc) targets. In order to optimize the
reaction conditions concerning the enzymatic oxidation and
chemical coupling to biotin-e-amidocaproylhydrazide (BACH, 9),
UDP-Gal (1) was chosen as the substrate; it was presupposed
that the results could be transferred to UDP-GalNAc (2).
Preliminary investigations into the substrate spectrum of
galactose oxidase indicated a residual activity of 32 % and 9 %,


Scheme 1. Strategy for the stepwise chemoenzymatic synthesis of UDP-6-biotin-hydrazono-Gal(NAc)
targets 7 and 8. Step 1: Enzymatic oxidation of UDP-Gal (1) and UDP-GalNAc (2) by galactose oxidase.
The aldehydes 3 and 4 are further converted into the corresponding uronic acids 5 and 6, respectively.
The second oxidation reaction inevitably limits the yield of the aldehydes 3 and 4 (Figure 1). Step 2:
Chemical biotinylation of 3 and 4, respectively, with biotin-e-amidocaproylhydrazide (BACH, 9) to form
the corresponding UDP-6-biotin-hydrazono-Gal(NAc) compounds 7 and 8. The yield for 7 was 85 %,
which results in an overall yield of 59 %.







L. Elling et al.


886 CHEMBIOCHEM 2001, 2, 884 ± 894


respectively, for a concentration of 1.5 mM of 1 and 2, with
reference to D-galactose (data not shown). In contrast to other
reported methods,[43±45] a pH value of 6.0 was used in order to
stabilize the nucleotide sugars and to meet the optimum pH
range of 6 ± 7 for galactose oxidase.[47] A temperature of 15 8C
was chosen as a good compromise between oxygen saturation
and enzyme activity. Inactivation of galactose oxidase by the side
product H2O2 was avoided by the presence of catalase degrading
H2O2 to water and oxygen. However, under optimized reaction
conditions the yield of the enzymatic oxidation product uridine
5'-diphospho-6-aldo-a-D-galactose (UDP-6-aldo-Gal, 3) was lim-
ited to 75 % after 90 min incubation (Figure 1). A side product 5
was simultaneously formed with a yield of 13 % after 90 min and
a maximum yield of 19 % after 240 min (Figure 1). The identi-
fication of the side product 5 afforded a separate synthesis ; after
isolation it was identified by mass spectrometry and NMR
spectroscopy as uridine 5'-diphospho-a-D-galacturonic acid
(UDP-GalA, 5). The oxidation of galactosides to galactosiduronic
acids was described previously for methyl D-galactoside as a
substrate of galactose oxidase,[48] and it was observed then that
the formation of the uronic acid started after the formation of
the sugar aldehyde was completed. Therefore, the accumulation
of the side product could be avoided by terminating the reaction
in time. However, the present results for the conversion of 1
showed the simultaneous formation
of UDP-6-aldo-Gal (3) and UDP-GalA
(5) during the synthesis, in a manner
which was not controllable by varia-
tion in the incubation time (Fig-
ure 1).


In a second chemical step 3 was
selectively treated with 9 for 2 h
after the proteins were removed
from the reaction mixture by ultra-
filtration (Scheme 1). Uridine 5'-
diphospho-6-biotin-e-amidocaproyl-
hydrazono-a-D-galactose (UDP-6-bio-
tin-hydrazono-Gal, 7) was formed in
85 % yield. The overall yield for the
stepwise synthesis of 7 was 59 %
(Scheme 1).


One-pot chemoenzymatic
synthesis of UDP-6-biotin-
hydrazono-Gal (7) and reduction to
UDP-6-biotinyl-Gal (10)


The combination of the enzymatic
oxidation step with the chemical
biotinylation step in a chemoenzy-
matic one-pot reaction avoided the
formation of the side product UDP-
GalA (5) completely. The overall yield
of 7 was significantly increased to
78 % by enzymatic oxidation of 1
followed by in situ conversion of the
intermediate nucleotide sugar alde-


Figure 1. Time-course graph of the oxidation of UDP-Gal 1 with galactose
oxidase. A maximum yield of 75 % was reached for UDP-6-aldo-Gal (3) after
90 min. The side product UDP-GalA (5) was simultaneously formed with a yield of
13 % after 90 min and a maximum yield of 19 % after 240 min. For further details,
see the text and the Experimental Section.


hyde 3 with 9 (Scheme 2 a). To the best of our knowledge this is
the first example for the synthesis of a nucleotide sugar
derivative through such an approach. It is obvious from the
high product yield that the hydrazide 9 does not inhibit the
enzyme activity.


Scheme 2. Chemoenzymatic synthesis of UDP-6-biotinyl-Gal(NAc) compounds 10 and 11. A) One-pot chemo-
enzymatic synthesis of UDP-6-biotin-hydrazono-Gal(NAc) compounds 7 and 8. The yields for 7 and 8 were 82 %
and 77 %, respectively. The formation of uronic acids was not observed. B) Chemical reduction of 7 and 8 with
NaCNBH3 in frozen aqueous solution atÿ20 8C. The reaction yielded 10 and 11 in quantitative yields after 48 h. After
product isolation the overall yields for 10 and 11 were 38 % and 40 %, respectively. For further details, see the
Experimental Section.
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Compound 7 was subsequently stabilized by chemical
reduction to the corresponding uridine 5'-diphospho-6-biotin-
e-amidocaproylhydrazino-a-D-galactose (UDP-6-biotinyl-Gal, 10 ;
Scheme 2 b). The reaction conditions had to be optimized for
this step. NaBH4


[49] and KBH4,[50] which were previously used in
similar labeling experiments under alkaline conditions, could not
be applied because of the instability of the nucleotide sugars.
Therefore, NaCNBH3 was chosen for chemical reduction in a
slightly acidic aqueous solution, in which the nucleotide sugars
are more stable. The reaction was investigated at temperatures
betweenÿ80 and 37 8C (Figure 2). A quantitative yield of 10 was


Figure 2. Influence of the reaction temperature on the chemical reduction of
UDP-6-biotin-hydrazono-Gal (7). The yields refer to the sum of the relative areas
(100 %) for 7, 10, and 3 in HPLC analysis. For further details, see the text and the
Experimental Section.


obtained in the frozen solid state at ÿ20 8C. It should be noted
that when freezing of the reaction solution at ÿ20 8C was
avoided by the addition of glycerol, the yield of 10 was only 8 %.
At all other temperatures UDP-6-biotin-hydrazono-Gal (7) was
partially decomposed to yield 3 as well as the desired product 10
in variable yields, as analyzed by high-pressure liquid chroma-
tography (HPLC; Figure 2). In conclusion, in the preparative
syntheses a temperature of ÿ20 8C and an incubation time of
48 h were chosen for the chemical reduction step (Scheme 2 b).


Preparative synthesis of UDP-6-biotinyl-Gal (10) and
UDP-6-biotinyl-GalNAc (11)


The one-pot chemoenzymatic syntheses of the UDP-6-biotinyl-
Gal(NAc) targets, 10 and 11, through the UDP-6-biotin-hydrazo-
no-Gal(NAc) compounds, 7 and 8, was scaled up to produce
donor substrates for enzymatic transfer experiments. The main
problem for synthesis on a 100-mg scale turned out to be the
oxygen supply for the enzymatic oxidation reaction. The activity
and the stability of the enzyme depend on the concentration of
oxygen.[51, 52] To maintain an optimum activity and stability of the
biocatalyst it was necessary to saturate the reaction solution
with oxygen. However, a simple diffusive gas transport through
the surface of the solution was no longer sufficient on the


preparative scale. The yield and the reaction rate of the synthesis
were low unless large amounts of enzyme were added.
Alternatively, oxygen was blown into the reaction solution
resulting in a very low enzyme stability (t1/2�2.5 h). The shear
force at the gas ± liquid interface produced by the gas bubbles
inactivated the enzyme. Finally, it was found that the best
methodology for gas supply was a bubble-free diffusive aeration
with thin-walled hydrophobic silicon tubes, an approach re-
cently introduced in enzymatic syntheses with cyclohexanone
monooxygenase.[53] The combined chemoenzymatic synthesis in
a reactor with integrated bubble-free aeration, whereby the
solution of the stirred vessel was diverted through a silicon tube
placed in a flask filled with oxygen, yielded 82 % of 7 after 56 h.
Subsequent quantitative reduction with NaCNBH3 in frozen
aqueous solution at ÿ20 8C (Scheme 2 b) and product isolation
gave 128 mg (38 %) of UDP-6-biotinyl-Gal (10). The yield in the
synthesis of 8 was 77 % after 65 h. Quantitative reduction and
product isolation yielded 98 mg (40 %) of UDP-6-biotinyl-GalNAc
(11).


Stability of UDP-6-biotinyl-Gal (10) and UDP-6-biotinyl-
GalNAc (11) in the presence of divalent metal ions


Since the activity of many Leloir glycosyltransferases is depend-
ent upon divalent metal ions (mainly Mn2�) as cofactors, the
stability of 10 and 11 was tested in the presence of different
divalent metal ions (data not shown). Both compounds were
very sensitive to a low concentration of Mn2�. With 0.1 mM Mn2�


ions in 100 mM 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfon-
ic acid (HEPES)/NaOH buffer (pH 7.4), 63 % of both 10 and 11
were decomposed after 10 h at 37 8C. In each case HPLC analysis
revealed, as decomposition products, uridine 5'-monophos-
phate and another compound which elutes at a similar retention
time to the corresponding nucleotide sugars 1 and 2, respec-
tively. However, 10 and 11 were more stable when the Mn2� ions
were replaced by Ni2�, Co2�, Mg2�, Fe2�, and Ca2� ions,
respectively (data not shown). At concentrations of 0.1 mM of
these divalent cations in 100 mM HEPES/NaOH buffer (pH 7.4),
only 5 ± 10 % of 10 and 11 were decomposed as described above
after 20 h at 37 8C.


UDP-6-biotinyl-Gal (10) as a donor substrate for the
galactosyltransferases


Since the presence of Mn2� ions should be avoided with 10, the
residual activities of bovine b4Gal-T1, human b4Gal-T2, -T3, and
-T4, and human b3Gal-T5 were tested in the absence of Mn2�


ions. The relative activities with UDP-Gal turned out to be 20 %
for b4Gal-T1, -T2, -T3, and -T4, and 135 % for b3Gal-T5 with
reference to a standard assay with 5 mM Mn2� ions (data not
shown). Transfer studies were then performed in the absence of
Mn2� ions with 10 as the donor and 4-methylumbelliferyl N-
acetyl-b-D-glucosaminide (GlcNAc-MU) as the acceptor sub-
strate. Thin layer chromatography (TLC) analysis revealed the
generation of a transfer product synthesized by b3Gal-T5 after
16 h of incubation. However, the results for the b4Gal-Ts were
not clear by TLC analysis, and therefore HPLC analysis with UV
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and fluorescence detection was applied. All chro-
matograms of the reactions with 10 as the donor
and b4Gal-T2, -T3, or -T4 as the biocatalyst showed
a new fluorescent peak that increased over 13 h of
reaction time. However, product formation could
not be detected with 10 as the donor substrate for
bovine b4-Gal-T1. In summary, these results dem-
onstrate that b4Gal-T2, b4Gal-T3, and b4Gal-T4, as
well as b3Gal-T5 but not bovine b4-Gal-T1, accept
10 as a donor substrate for transfer onto GlcNAc-
MU in the absence of Mn2� ions.


Galactosyltransferase-mediated biotinylation of
BSA ± (GlcNAc)17


The neoglycoconjugate BSA ± (GlcNAc)17, which car-
rys on average 17 mmol of b-D-GlcNAc per mmol of
BSA, was chosen as a model protein. In an experi-
ment with b3Gal-T5, HPLC analysis revealed a
conversion of 25 % (1.25 mM) of 10, which corre-
sponds to a conversion of 62 % with reference to
BSA-bound GlcNAc. A control experiment with 1 as
the donor substrate gave a 100 % conversion of the
nucleotide sugar under identical reaction condi-
tions. The samples were then analyzed by sodium
dodecylsulfate polyacrylamide gel electrophoresis
(SDS-PAGE) and Western blot analysis with subse-
quent detection of 6-biotinyl-D-Gal(b1-3)GlcNAc(b1-
p-aminophenyl-BSA) by a streptavidin ± alkaline
phosphatase conjugate (Figure 3 a and b). Lane 5 in
Figure 3 a and b contains 1 mg (14.3 pmol) of BSA ±
(GlcNAc)17 which corresponds to 243 pmol of
GlcNAc residues. With 62 % conversion of 10, as
analyzed by HPLC, the amount of biotin-labeled
GlcNAc in lane 5 is 152 pmol. The control experi-
ments with 1 as the donor substrate (lanes 2 and 7 in
Figure 3 a and b) lack the biotin label and gave no
reaction with the streptavidin ± alkaline phospha-
tase conjugate.


The transfer of the Gal-biotin tag from 10 onto
BSA ± (GlcNAc)17 was also demonstrated with human
b4Gal-T1, in contrast to the bovine enzyme, and for
human b4Gal-T4. Figure 4 a shows the human
b4Gal-T1 and b4Gal-T4 mediated biotinylation of
BSA ± (GlcNAc)17 (lanes 4 and 7) in comparison to
b3Gal-T5. The main biotinylated protein band with an apparent
molecular mass of 77 kDa corresponds to BSA ± (GlcNAc)17 with
the Gal-biotin tag. In addition protein bands with higher
apparent molecular masses appear, which are most likely due
to artifacts of highly glycosylated BSA molecules poorly loaded
with SDS. In the silver-stained gel the samples and the control
experiments with donor 1 show the typical diffuse bands of the
galactosylated neoglycoprotein (lanes 2 ± 5, 7, 8 in Figure 4 b).


Samples of BSA ± (GlcNAc)17 with the Gal-biotin tag were also
analyzed by an ELSA in microtiter plates. Tagged BSA ± (GlcNAc)17


and appropriate controls were diluted and adsorbed onto
microtiter plate wells. The adsorbed biotin-Gal(b1-3/4)GlcNAc-


(b1-p-aminophenyl-BSA) was detected by binding of a strepta-
vidin ± horseradish peroxidase conjugate and subsequent reac-
tion with an o-phenyldiamine (OPD) substrate. The dilution of
the tagged BSA ± (GlcNAc)17 samples reveals that the transfer of
10 is slightly better with human b4Gal-T1 than with human
b4Gal-T4 (Figure 5).


Figure 6 a shows a hyperbolic saturation curve for the
detection of BSA ± (GlcNAc)17 with the Gal-biotin tag formed by
b3Gal-T5. The concentration of tagged GlcNAc residues was
calculated as described above on the basis of the conversion of
10 as determined by HPLC. Within the given conditions, the
optical density (OD) at 490 nm is linear for concentrations


Figure 3. Glycosyltransferase-mediated biotinylation of BSA ± (GlcNAc)17 by human b3Gal-T5, as
analyzed by: a) Western blot analysis and b) SDS-PAGE. Lanes 1 and 8: control without enzyme ;
lanes 2 and 7: control with 1 as the donor substrate; lanes 3 and 6: control without an acceptor
substrate ; lanes 4 and 5: samples with 10 as the donor substrate. Samples in lanes 1 ± 4 and 5 ± 8
contain 1.6 mg and 1 mg of BSA ± (GlcNAc)17, respectively. The band detected in lane 5 of (a)
corresponds to 152 pmol of biotin-labeled GlcNAc. Samples in the lanes labeled S contain a
Coomassie-prestained protein standard (phosphorylase B (101), BSA (79), ovalbumin (50.1),
carbonic anhydrase (34.7), soybean trypsin inhibitor (28.4), and lysozyme (20.8 kDa)). For further
details, see the Experimental Section.


Figure 4. Glycosyltransferase-mediated biotinylation of BSA ± (GlcNAc)17 by human b3Gal-T5,
human b4Gal-T1, and human b4Gal-T4, as analyzed by : a) Western blot analysis and b) SDS-
PAGE. Enzymes : Lanes 1 ± 3: human b3Gal-T5; lanes 4 ± 6: human b4Gal-T1; lanes 7 ± 9: human
b4Gal-T4. Samples in lanes 2 ± 5, 7, and 8 contain 1.6 mg of BSA ± (GlcNAc)17. Lanes 1, 6, and 9:
control without an acceptor substrate ; lanes 2, 5, and 8: control with 1 as the donor substrate ;
lanes 3, 4, and 7: samples with 10 as the donor substrate. Samples in the lanes labeled S contain a
biotinylated protein standard (phosphorylase B (97.4), BSA (66.2), ovalbumin (45), carbonic
anhydrase (31), soybean trypsin inhibitor (21.5), lysozyme (14.4 kDa)). For further details, see the
Experimental Section.
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Figure 5. Glycosyltransferase-mediated biotinylation of BSA ± (GlcNAc)17 by
b4Gal-T1 and b4Gal-T4, as analyzed by an enzyme-linked streptavidin assay. The
concentration of available GlcNAc residues (GlcNAc-R) was calculated in pmol.
OD490�optical density measured at 490 nm. For further details, see the text and
the Experimental Section.


Figure 6. Glycosyltransferase-mediated biotinylation of BSA ± (GlcNAc)17 by
b3Gal-T5, as analyzed by an enzyme-linked streptavidin assay. a) The concen-
tration of GlcNAc residues with the Gal-biotin tag were calculated according to
the conversion of 10, as analyzed by HPLC. b) The linear relationship between the
concentration of GlcNAc residues with the Gal-biotin tag and the signal of the
horseradish peroxidase reaction at OD490 . Within the given conditions, the assay
results are linear for concentrations of biotin-Gal(b1-3)GlcNAc(b1-R) from 10 ±
80 nmol Lÿ1, which correspond to 1 ± 8 pmol in the microtiter wells. For further
details, see the text and the Experimental Section.


between 10 and 80 nmol Lÿ1 of GlcNAc residues with the Gal-
biotin tag, which corresponds to 1 ± 8 pmol in the microtiter
plate wells (Figure 6 b).


In conclusion, the experiments clearly prove that members of
the b3-GalT and b4-GalT families accept UDP-6-biotinyl-Gal (10)
as a novel donor by transfering the tagged galactose onto a
neoglycoprotein.


Galactosyltransferase-mediated biotinylation of ovalbumin


The targeting of ªunder-galactosylatedº N- and/or O-linked
oligosaccharides of native or recombinant glycoproteins is one
possible application of galactosyltransferase-mediated biotiny-


lation. Ovalbumin was chosen as an example for a glycoprotein
with only one N-linked oligosaccharide chain per molecule.
Previous studies have shown that oligomannose and hybrid-
type N-glycans occur at Asn293.[54, 55] The hybrid-type structures
were found to expose terminal GlcNAc residues, and were thus
largely ªunder-galactosylatedº.[55±57]


Ovalbumin was tested as an acceptor for galactosyltransfer-
ase-mediated biotinylation with b3Gal-T5, b4Gal-T1, and b4Gal-
T4. The samples of ovalbumin with the Gal-biotin tag were
diluted after the transfer experiment and analyzed by an ELSA.
Figure 7 shows different levels of biotinylation for ovalbumin
with the three enzymes. Biotinylation mediated by b3Gal-T5
gives the highest OD490 signal in the ELSA followed by b4Gal-T4.
Under the conditions applied for the ELSA, the lowest detected
concentration of ovalbumin was 11.7 nmol mLÿ1. Figure 7 also
shows that biotinylation with b4Gal-T1 was very low and close to
the detection limit.


Figure 7. Glycosyltransferase-mediated biotinylation of ovalbumin by human
b3Gal-T5, human b4Gal-T1, and human b4Gal-T4, as analyzed by an enzyme-
linked streptavidin assay. For further details, see the text and the Experimental
Section.


Unlike the results obtained with BSA ± (GlcNAc)17, the different
results for biotinylation of ovalbumin by b3Gal-T5, b4Gal-T1, and
b4Gal-T4 may be due to the distinct acceptor specificity of these
members of the b3Gal-T and b4Gal-T families. However, N-
glycans, such as those present on ovalbumin, were reported in
literature to be very poor in vitro acceptor substrates of b3Gal-T5
and b4Gal-T4.[16] b3Gal-T5 prefers core 3 type O-glycans[58] and
the glycosphingolipids Lc3Cer (GlcNAc(b1-3)Gal(b1-4)Glc(b1-cer-
amide) and Gb4 (GalNAc(b1-3)Gal(a1-4)Gal(b1-4)Glc(b1-cera-
mide).[59] b4Gal-T4 transfers Gal onto core 2 type O-glycans[60]


and onto the glycospingholipids Lc3Cer and nLc5Cer
(GlcNAc(b1-3)Gal(b1-4)GlcNAc(b1-3)Gal(b1-4)Glc(b1-ceramide).[24]


In contrast, it was recently reported that b4Gal-T4 is also
involved in the N-glycan biosynthesis in vivo.[61] In this context
UDP-6-biotinyl-Gal (10) may be an ideal donor substrate, which
facilitates the reexamination of the individual acceptor specific-
ity of the members of the Gal-T families by isolation and
characterization of their galactosylated glycan products.
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On the other hand, the relative poor acceptance of ovalbumin
by b4Gal-T1 with 10 is surprising, since the hybrid-type N-
glycans of ovalbumin were described as acceptor substrates
with UDP-Gal (1).[24] The hybrid-type N-glycans seem to affect the
transfer of the modified donor substrate 10 by human b4Gal-T1,
whereas BSA ± (GlcNAc)17 has no effect. In this respect, the p-
aminophenyl spacer of BSA ± (GlcNAc)17 may support acceptance
by the enzyme. Further experiments with other acceptor
structures of human b4Gal-T1, such as poly-N-acetyllactosamine
chains of complex N-glycans,[60] should give more insight into
the application of this enzyme.


In conclusion, further work on the kinetics of 10 and different
acceptors will reveal the conditions for b3/b4Gal-T-mediated
biotinylation of the N- and O-glycans of glycoproteins and
glycolipids. Our preliminary studies clearly demonstrate that
members of Gal-T families are able to mediate biotinylation of
hybrid-type N-glycans on a glycoprotein with 10 as the donor
substrate. The presented method may be further exploited for
the detection of agalactosyl glycans of glycoproteins related to
diseases such as rheumatoid arthritis,[42] immunoglobulin A (IgA)
nephropathy,[62] and breast cancer. A diagnostic marker for
patients with rheumatoid arthritis are agalactosyl complex type
N-glycans of immunoglobulin G (IgG).[42, 63] Patients with IgA
nephropathy show circulating IgA1 with agalactosyl O-glycans
of the Tn-antigen type.[64] Deficient core 1 b3Gal-T activity in the
O-glycosylation pathway of the mucin 1 glycoprotein leads to
the exposure of the Tn-antigen, GalNAc(a1-O)Ser/Thr, as a
diagnostic tumor marker for patients with breast cancer.[40, 65] In
combination with fluorescent or chemiluminescent detection
kits also, cell surfaces of benign or malignant cells may be
targeted by UDP-6-biotinyl-Gal (10).


UDP-6-biotinyl-GalNAc (11) as the donor substrate of
ppGalNAc-Ts


As shown before, 11 is decomposed in the presence of Mn2�


ions, but is sufficiently stable with other divalent cations. In order
to adapt these conditions to transfer experiments with ppGal-
NAc-T1, -T2, and -T6, the enzymes were assayed with the donor
substrate 2 in the absence and in the presence of divalent
cations. The residual enzyme activity of ppGalNAc-T1, -T2, and
-T6 without Mn2� ions was only 4 ± 10 % of the activity with
20 mM Mn2� ions (data not shown). The effect of cations other
than Mn2� on the activity of ppGalNAc-Ts was previously
reported. Mg2� and Ca2� ions could not substitute for Mn2� ions
[30] whereas a porcine ppGalNAc-T was partially reactivated by
the addition of 20 mM Co2� or Ni2� ions.[66] In the present study,
the addition of Ni2� ions had no effect on the activity of human
ppGalNAc-T1, -T2, and -T6. In contrast, all three enzymes were
active with Co2� ions. Incubation with 2 mM Co2� ions gave
relative activities of 90 % (ppGalNAc-T1), 105 % (ppGalNAc-T2),
and 50 % (ppGalNAc-T6) with reference to standard assay
conditions (20 mM Mn2� ions, data not shown). However, the
activity of the enzymes was significantly reduced at higher
concentrations of Co2� ions (up to 20 mM), which is in contrast to
the results obtained for Mn2� ions.[30] A Co2� ion concentration of
0.1 mM was chosen for subsequent transfer experiments. Under


these conditions 11 was stable, and the residual activities of the
enzymes were 74 % (ppGalNAc-T1), 62 % (ppGalNAc-T2), and
29 % (ppGalNAc-T6) (data not shown).


The acceptor in the ppGalNAc-T experiments was the
synthetic peptide TAP 25 with the sequence of one tandem
repeat and five further amino acids of the cancer-associated
mucin MUC1 (peptide sequence: TAPPAHGVTSAPDTRPAPGSTAP-
PA). The peptide has six potential O-glycosylation sites (itali-
cized). It is known from previous examinations by mass
spectrometry that ppGalNAc-T1 and ppGalNAc-T3 transfer a-D-
GalNAc onto three of these sites and GalNAc-T2 transfers
additionally onto a fourth site.[30] The latter site is only occupied
when the transfer onto the other sites is completed. GalNAc-T1,
-T2, and -T6 were tested with 11, and analysis of these transfer
experiments by matrix-assisted laser desorption/ionization time
of flight mass spectrometry (MALDI-TOF MS) showed that 11 was
not transferred (data not shown). These results suggest that the
amidocaproylbiotin moiety of the donor substrate 11 is too
bulky to be transferred by the tested ppGalNAcTs. Our results
were confirmed by a recent report that a 6-deoxy analogue of 2
was not accepted by the recombinant bovine ppGalNAc-T1.[67]


Work is in progress in our laboratory to synthesize a derivative of
2 carrying a short chain functional group for subsequent
chemoselective coupling to a label or tag.


Conclusion


The preparative chemoenzymatic syntheses of UDP-6-biotinyl-
Gal(NAc) compounds 10 and 11 demonstrate the possibility of
modifying nucleotide sugars with high yields. The combination
of an enzymatic and chemical reaction in one pot led to a very
efficient synthesis which is also adaptable for the production of
other derivatives of UDP-Gal(NAc). Although the transfer of UDP-
6-biotinyl-GalNAc (11) by GalNAc-Ts has yet to be demonstrated,
the preliminary results for a transfer with UDP-6-biotinyl-Gal (10)
by b4Gal-Ts and b3Gal-T5 are promising for a glycosyltransfer-
ase-mediated tagging of glycoconjugates. This technique may
be exploited for the analysis of ªunder-galactosylatedº glycans of
glycoproteins or glycolipids related to certain diseases. Also the
production process of therapeutic glycoproteins could be
monitored for incomplete galactosylation.


Experimental Section


General:
1H one and two dimensional NMR spectra were recorded on a Bruker
AMX-500 or Bruker AMX-600 instrument. 13C NMR spectra were
recorded on a Bruker AC-300 instrument. Fast atom bombardment
(FAB) MS of 10 was recorded on a JEOL JMS-SX/SX 102A instrument
(Jeol, Tokyo, Japan). MALDI-TOF MS of 11 was recorded in negative
ion mode on a Voyager-DE instrument (Perseptive Biosystems Inc. ,
Framingham, MA, USA). The processing of the data was performed
with GRAMS/386 software (Galactic Industries Corporation).


Galactose oxidase was purchased from ICN (Eschwege, Germany).
Bovine b4-galactosyltransferase 1 (recombinant) was purchased from
Calbiochem (Bad Soden, Germany). All other recombinant glycosyl-
transferases were produced and purified as described previous-
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ly.[16, 21, 24, 30, 32] UDP-Gal (1) and UDP-GalNAc (2) were synthesized as
described previously.[68±70] Recombinant human b4Gal-T1 was ex-
pressed as soluble protein in E. coli and purified to homogeneity
(Elling, Schumacher, Klein, and Freudl, unpublished results). BSA ±
(GlcNAc)17 was purchased from Sigma (Deisenhofen, Germany) and
ovalbumin from Calbiochem (Bad Soden, Germany). All other
commercial enzymes were purchased from Roche Diagnostics
(Mannheim, Germany). One unit (U) of enzyme is the amount which
produces a change of 1.0 extinction unit at 405 nm. All chemicals,
unless otherwise stated, were purchased from Sigma (Deisenhofen,
Germany).


HPLC analysis of UDP-Gal(NAc) derivatives:


Nucleosides, nucleoside mono- and diphosphates, nucleotide sug-
ars, and biotinylated nucleotide sugars were analyzed by ion-pair
reversed-phase HPLC according to Elling and Kula,[71] with a
methanol concentration of 20 %. The 6-aldo nucleotide sugars 3
and 4 eluted at 3.96 and 3.70 min, respectively. The 6-biotin-
hydrazono nucleotide sugars 7 and 8 eluted at 31.0 and 33.27 min,
respectively. The 6-biotinyl nucleotide sugars 10 and 11 eluted at
23.19 and 23.10 min, respectively. With 5 % methanol in the elution
buffer, the uronic acids 5 and 6 eluted at 40.0 and 39.97 min,
respectively.


Optimized conditions for the stepwise synthesis of UDP-6-biotin-
hydrazono-Gal (7):


The enzymatic oxidation of 1 was performed in HPLC sample vessels
(1-mL volume) that were closed by a septum and equipped with a
tube. A balloon filled with oxygen was fixed to the tube to supply an
oxygen atmosphere for the reaction of galactose oxidase. Catalase
(13 000 U mLÿ1) was added to a solution of 1 (8 mM) in buffer A
(25 mM Na2HPO4/NaH2PO4 (pH 6.0)) containing 0.5 mM CuSO4 ´ x H2O.
The reaction was started by the addition of galactose oxidase
(15 U mLÿ1). The final volume was 250 mL. Samples of 10 mL were
taken at the indicated incubation periods and heated for 5 min at
95 8C. Denatured proteins were removed by centrifugation (15 min,
12 000 rpm, Eppendorf centrifuge), and the supernatant was ana-
lyzed by HPLC for the formation of 3 and 5. The enzyme reaction was
terminated after 4 h incubation as described above. Chemical
coupling was performed by the addition of biotin-e-amidocaproyl-
hydrazide (9 ; 1.5 equiv) to the protein-free reaction solution. After a
2 h incubation the reaction mixture was analyzed by HPLC for the
formation of 7.


Optimized conditions for the chemical reduction of UDP-6-biotin-
hydrazono-Gal (7):


Batches (100 mL) from the synthesis of 7 (see above) were cooled to
0 8C. NaCNBH3 (0.1 mg mLÿ1) was dissolved in ice-cold buffer A
immediately before use and 5 mL of this solution, corresponding to
30 equiv of 7, were added. Each reaction batch (105 mL) was
distributed over ten reaction vials, which were incubated at different
temperatures as indicated. Each sample was analyzed by HPLC for
the formation of the product 10 and the decomposition product 3.
The yields obtained by HPLC analysis refer to the sum of the relative
peak areas (100 %) for 7, 10, and 3.


One-pot chemoenzymatic synthesis of UDP-6-biotinyl-Gal (10):


The preparative synthesis was performed in a thermostated 50-mL
reactor with an integrated bubble-free aeration system. Compound
9 (180 mg, 12 mM) was dissolved in buffer A at 30 8C. The temper-
ature was reduced to 15 8C and UDP-Gal (1; 210 mg, 8 mM), CuSO4


(0.5 mM), and catalase (6500 U mLÿ1) were added. The synthesis was
started by the addition of galactose oxidase (3 U mLÿ1). The final


volume of the reaction was 40 mL. After 56 h the temperature was
reduced to 4 8C and the enzymes were separated from the crude
product solution by ultrafiltration in a stirred ultrafiltration cell,
model 8050 equipped with a YM30 membrane (Amicon, Witten,
Germany). The product solution was cooled to 0 8C. NaCNBH3


(10 equiv, 251 mg) dissolved in ice-cold buffer A (2.5 mL) was added
and the reaction solution was incubated for 48 h at ÿ20 8C in a
freezer. After isolation by preparative HPLC, gel filtration, and
lyophilization, an overall yield of 38 % (128 mg) of 10 was obtained.
FAB-MS: m/z found: 942.05 [M�H]� , calculated: 942.3 (X1�Na, X2�
H); 1H NMR (500 MHz, D2O, 300 K): d� 7.957 (U-H6), 5.978 (R-H1), 5.966
(U-H5), 5.641 (3J1,2�3.5, 3J1,P� 6.5 Hz, A-H1), 4.599 (B-H4), 4.414 (B-H3),
4.366 (R-H2), 4.360 (R-H3), 4.279 (R-H4), 4.221 (R-H5a), 4.194 (R-H5b),
4.118 (A-H5), 3.951 (A-H4), 3.914 (A-H3), 3.787 (A-H2), 3.322 (B-H2),
3.171 (B-He), 3.050 (A-H6a), 2.999 (B-H5a), 2.995 (A-H6b), 2.782 (B-H5b),
2.254 (B-Ha), 2.220 (B-Hx), 1.716 (B-Hd), 1.569 (B-Hb), 1.569 (B-Hd), 1.508
(B-Hh), 1.403 (B-Hg), 1.300 (B-Hh).


One-pot chemoenzymatic synthesis of UDP-6-biotinyl-GalNAc
(11):


The preparative synthesis was performed in a thermostated 50-mL
reactor with integrated bubble-free aeration system. Compound 9
(126 mg, 12 mM) was dissolved in buffer A at 30 8C. The temperature
was reduced to 15 8C and UDP-GalNAc (2 ; 150 mg, 8 mM), CuSO4


(0.5 mM), and catalase (6500 U mLÿ1) were added. The synthesis was
started by addition of galactose oxidase (12 U mLÿ1). The final
volume of the reaction was 30 mL. After 65 h the temperature was
reduced to 4 8C and the enzymes were separated from the product
solution by ultrafiltration in a stirred ultrafiltration cell as described
above. The product solution was cooled to 0 8C. NaCNBH3 (10 equiv,
141 mg) dissolved in ice-cold buffer A (1.4 mL) was added and the
reaction solution was incubated for 48 h atÿ20 8C. After isolation by
preparative HPLC, gel filtration, and lyophilization, an overall yield of
40 % (98 mg) of 11 was obtained. MALDI-TOF-MS: m/z found:
959.331 [MÿH]ÿ , calculated: 959.3 (X1,2�H); 1H NMR (500 MHz, D2O,
300 K): d�7.956 (U-H6), 5.978 (R-H1), 5.962 (U-H5), 5.562 (3J1,2� 3.5,
3J1,P�6.5 Hz, A-H1), 4.612 (B-H4), 4.426 (B-H3), 4.369 (R-H2), 4.356 (R-
H3), 4.293 (A-H5), 4.287 (R-H4), 4.250 (R-H5a), 4.241 (A-H2), 4.194 (R-H5b),
3.953 (A-H3), 3.926 (A-H4), 3.334 (B-H2), 3.169 (B-He), 3.077 (A-H6a),
3.007 (A-H6b), 2.997 (B-H5a), 2.779 (B-H5b), 2.252 (B-Ha), 2.215 (B-Hx),
2.079 (A-HAc),1.724 (B-Hd), 1.634 (B-Hb), 1.581 (B-Hd), 1.506 (B-Hh), 1.404
(B-Hg), 1.318 (B-Hh).


Enzymatic synthesis of UDP-GalA (5):


The synthesis of 5 was performed in a thermostated 20-mL reactor
with integrated bubble-free aeration. UDP-Gal (1; 72.3 mg, 12 mM)
was dissolved in buffer A containing 0.5 mM CuSO4 . The solution was
saturated with oxygen at 15 8C. Galactose oxidase (10 U mLÿ1) and
catalase (6500 U mLÿ1) were added to a final volume of 10 mL. After
20 h of incubation the enzymes were separated from the product
solution by ultrafiltration as described above. After isolation by
preparative HPLC, gel filtration, and lyophilization, an overall yield of
8.3 % (6 mg) of 5 was obtained. 1H NMR (600 MHz, D2O, 300 K): d�
7.927 (d, 1 H, 3J5'',6'� 8.4 Hz, U-H6), 5.968 (d, 1 H, 3J1',2'� 4.2 Hz, R-H1),
5.958 (d, 1 H, 3J5'',6'�8.4 Hz, U-H5), 5.730 (m, 1 H, A-H1), 4.473 (m, 1 H,
A-H5), 4.342 (m, 2 H, R-H2, R-H3), 4.295 (d, 1 H, 3J4,5�2.4 Hz, A-H4),
4.256 (m, 1 H, R-H4), 4.193 (d, 1 H, 2J5a,5b� 11.4 Hz, R-H5a), 4.138 (d, 1 H,
2J5a,5b� 10.2 Hz, R-H5b), 3.967 (dd, 1 H, 3J2,3�10.2 Hz, 3J3,4� 3.0 Hz,
A-H3), 3.842 (d, 1 H, 3J2,3�8.4 Hz, A-H2) ; 13C NMR (75 MHz, D2O, 300 K):
d�175.53 (A-C6), 166.48 (U-C4), 152.11 (U-C2), 141.85 (U-C6), 102.96
(U-C5), 96.12 (d, 2J1,P� 6.69 Hz, A-C1), 88.51 (R-C1), 83.65 (R-C4), 74.03
(R-C2), 73.12 (A-C5), 70.88 (A-C3) ; 69.92 (R-C3) ; 69.72 (A-C4) 68.39 (A-C3),
65.17 (R-C5).
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Isolation of UDP-GalA (5), UDP-6-biotinyl-Gal (10), and UDP-6-
biotinyl-GalNAc (11):


The compounds 5, 10, and 11 were isolated by preparative HPLC
using a reverse-phase C18 HPLC column (ODS-Hypersil, 10 mm,
250� 10 mm (Gynkotek, Germering, Germany)). The elution was
isocratic at a flow-rate of 10 mL minÿ1 with 0.1 M potassium acetate,
adjusted by acetic acid to pH 5.6, and containing 20 % methanol (5 %
for the isolation of 5) and 0.013 % n-octylamine. The pooled fractions
of compounds 5, 10, and 11, individually, were desalted by gel
filtration over Sephadex G-10 (Pharmacia, Freiburg, Germany). Sam-
ples were loaded and eluted with distilled water at a flow rate of
1 mL minÿ1 on a XK 26/100 column (Pharmacia, Freiburg, Germany)
with a bed volume of 493.5-mL gel. The elution of nucleotide sugars
and salt was monitored by an UV detector at 254 nm and a
conductivity detector cell, respectively. Product-containing fractions
were pooled and lyophilized.


Enzyme assays:


Galactose oxidase: Galactose oxidase activity was tested by the
oxidation of 2,2'-azino-bis-(3-ethylbenzothiazolin-6-sulfonic acid)
(ABTS)[72] with D-galactose, 1, and 2 as substrates.


Galactosyltransferases: The standard assay[21] for all tested galacto-
syltransferases was performed in a 50-mL volume reaction mixture
containing 50 mM HEPES/NaOH buffer (pH 7.4), 5 mM MnCl2, 0.1 %
Triton X-100, 90 mM UDP-[14C]Gal (1300 cpm nmolÿ1; Amersham), and
0.25 mM b-d-GlcNAc-Bz (for b4Gal-T2), 1 mM b-d-GlcNAc-Bz (for
bovine b4Gal-T1 and human b4Gal-T3), 2 mM b-d-GlcNAc-Bz (for
b3Gal-T5), or 20 mM b-D-GlcNAc-Bz (for b4Gal-T4). Bz�benzoyl.


The galactosyltransferases were also tested as described above in the
absence of MnCl2 . However, the preparations of b4Gal-T2, b4Gal-T3,
and b4Gal-T4 contained 1 mM Mn2� ions and were therefore desalted
by ultrafiltration prior to use in activity assays and transfer experi-
ments (see below). The enzyme solutions (200 mL) were concentrated
to 50 mL in a microcon 10 (Amicon, Witten, Germany) at 4 8C in a
centrifuge (Eppendorf, 13 000 rpm, 15 800 g). After addition of 25 mM


tris(hydroxymethylaminomethane (Tris)/HCl buffer (pH 7.5; 300 mL),
the solution was concentrated again. This procedure was repeated
three times and glycerol was added to the resulting enzyme solution.


The activity of purified human b4Gal-T1 expressed in E. coli was
assayed in 100 mM HEPES/NaOH buffer (pH 8.0) containing 1 mM


MnCl2, 2.5 mM UDP-Gal, and 25 mM D-GlcNAc, and was analyzed by
HPLC as described previously.[73] The activity was also tested without
Mn2� ions in the buffer.


Polypeptide N-acetylgalactosaminyltransferases: The standard
assay[30] for the polypeptide GalNAc-Ts (ppGalNAc-T1, ppGalNAc-T2,
and ppGalNAc-T6) was performed in a 50-mL volume reaction
mixture containing 25 mM cacodylate buffer (pH 7.4), 20 mM MnCl2 ,
0.1 % Triton X-100, 50 mM UDP-[14C]GalNAc (4000 cpm nmolÿ1; Amer-
sham) and 0.1 mM TAP 25 (peptide sequence: TAPPAHGVTSAPDTR-
PAPGSTAPPA). The italicized amino acids indicate the potential
glycosylation sites in the peptide. Enzyme activities were also tested
with different CoCl2 concentrations (0 ± 20 mM) instead of MnCl2 .


Transfer reactions with galactosyltransferases and GlcNAc-MU as
the acceptor:


The transfer reactions with the Mn2�-free galactosyltransferases (see
above) were performed as follows: b3Gal-T5 (0.6 mU mLÿ1), b4Gal-T4
(1.2 mU mLÿ1) or b4Gal-T3, -T2, or -T1 (2 mU mLÿ1 of each) were
incubated for 16 h (for donor substrate 1) or 19 h (for donor
substrate 10) at 37 8C in 25 mM HEPES/NaOH buffer (pH 7.4)
containing donor substrate 1 or 10 (5 mM), GlcNAc-MU (2 mM for
b3Gal-T5; 20 mM for b4Gal-T4; 1 mM for b4Gal-T3 and -T1; 0.25 mM for
b4Gal-T2), and 0.1 % Triton X-100 in a final volume of 70 mL. In the


experiment with b3Gal-T5 0.3 mU mLÿ1 of the enzyme were added
after 16 h and incubated for 3 h at 37 8C. Aliquots were taken after 0,
16, and 19 h and analyzed by TLC and HPLC. TLC was conducted on
Baker Si250F silica gel (50 mm) TLC plates with a fluorescence indicator
(Baker, Philippsburg, USA) as described previously.[74] In the first run
the solvent mixture A (acetone/ethylendiamine/water (60:40:1)) was
used for the separation of detergent. A second run in solvent
mixture B (chloroform/methanol/water (50:40:10)) for 20 min fol-
lowed. The acceptor GlcNAc-MU and the transfer products were
visible by irradiation at 366 nm. The nucleotide sugars were visible by
irradiation at 254 nm. GlcNAc-MU: Rf�0.87, UDP-Gal: Rf�0.08, UDP-
6-biotinyl-Gal : Rf� 0.08, transfer products: Rf� 0.71.


HPLC analysis was conducted on a Glycosep N column (5 mm,
250 mm� 4 mm (OGS, Oxford, UK)). In addition to UV detection at
254 nm, a fluorescence detector was used (excitation: 365 nm,
emission: 450 nm). Separation of oligosaccharides was achieved by
an acetonitrile gradient in 0.1 M ammonium formate (pH 4.4;
adjusted by formic acid) at room temperature.


Transfer reactions with galactosyltransferases and BSA ±
(GlcNAc)17 and ovalbumin as the acceptors:


The neoglycoconjugate BSA ± (GlcNAc)17 carrying 17 mol of GlcNAc
per mol of BSA (average molecular mass: 70 kD) and ovalbumin were
used for transfer experiments with human b3Gal-T5, human b4Gal-
T1, and human b4Gal-T4. BSA ± (GlcNAc)17 (1.64 mg) or ovalbumin
(1.64 mg) was dissolved in 25 mM HEPES/NaOH buffer (pH 7.4)
containing 5 mM 1 or 10, and 0.1 % Triton X-100. The reactions were
started by the addition of 0.6 mU mLÿ1 of the enzymes to a final
volume of 200 mL. With BSA ± (GlcNAc)17 the overall concentration of
GlcNAc residues on the neoglycoconjugate was 2 mM. b3Gal-T5
(0.3 mU mLÿ1) was added to BSA ± (GlcNAc)17 after incubation for 16 h
at 37 8C and the reaction mixture was incubated for further 3 h. All
experiments with ovalbumin were incubated for 14 h at 37 8C.


The reactions were stopped by removal of the donor substrate by
ultrafiltration in a microcon 10 (Amicon, Witten, Germany). Control
experiments without enzyme and acceptor substrate, respectively,
were performed as described above.


The conversion of 10 was determined by HPLC analysis and
compared to a control experiment lacking the enzyme for the
experiment with b3Gal-T5 using BSA ± (GlcNAc)17 as the acceptor.


SDS-PAGE and Western blot analyses of proteins:


Samples of BSA ± (GlcNAc)17 from transfer experiments with galacto-
syltransferases were separated by SDS-PAGE with 10 % gels accord-
ing to Schägger.[75] A reference gel of the samples and Comassie-
prestained standard proteins (BioRad, München, Germany) was
silver-stained according to Blum et al.[76] Samples of ovalbumin from
transfer experiments with galactosyltransferases were separated by
SDS-PAGE with 10 % NuPAGE Bis-Tris gels as described by Invitrogen
(Groningen, The Netherlands). A reference gel of the samples and
biotinylated standard proteins (BioRad, München, Germany) was
silver-stained as described by Blum et al.[76]


The proteins from a parallel gel were transferred onto poly(vinyli-
dene difluoride) (PVDF) Immobilon P membranes (pore size�
0.45 mm; Millipore, Bedford, USA) by electro-blotting according to
Kyhse-Andersen.[77] with a constant current of 1.5 mA per mm2 of gel
and a constant voltage of 40 V. After blocking of the membrane with
4 % casein in TBS-1 buffer (10 mM Tris/HCl (pH 7.5) with 0.9 % NaCl) for
1 h, the blotted proteins were incubated for 1 h with streptavidin ±
alkaline phosphatase conjugate (Roche Diagnostics, Mannheim,
Germany) diluted in TBS-1 buffer (1:2500). The membrane was
washed twice with TBS-1 buffer for 30 min and equilibrated for 2 min
in TBS-2 buffer (100 mM Tris/HCl (pH 9.5) with 100 mM NaCl and 5 mM
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MgCl2 ´ 7 H2O). The enzyme reaction was started by the addition
of 5-bromo-4-chloro-3-indolyl-phosphate (BCIP)/4-nitro blue tetra-
zolium chloride (NBT) (0.38 mM and 0.40 mM, respectively) in TBS-2
buffer, and it was stopped by the addition of Tris/ethylenediamine-
tetraacetate (EDTA) buffer (100 mM Tris/HCl (pH 6.5) and 100 mM


EDTA) after the dye precipitate had been developed.


Enzyme-linked streptavidin assay (ELSA):


Samples of glycoproteins with the Gal-biotin tag and controls were
diluted with TBS-Tween buffer (50 mM Tris/HCl (pH 7.6) with 150 mM


NaCl and 0.1 % Tween 20) in the range of 1:100 ± 1:256 000 corre-
sponding to protein concentrations between 82 mg mLÿ1 and
32 ng mLÿ1. The diluted samples (100 mL) were placed for protein
adsorption into the wells of a microtiter plate (Nunc-Immuno
module, MaxiSorp 16, Nunc, Wiesbaden, Germany) and incubated
overnight at room temperature. After washing all wells twice with
TBS-Tween buffer (400 mL), the microtiter plate was blocked for 1 h at
room temperature with a gelatine blocking solution for enzyme-
linked immunosorbent assays (400 mL; Roche Diagnostics, Mann-
heim, Germany). After washing, the wells were incubated with of
streptavidin ± horseradish peroxidase conjugate (100 mL; diluted
1:10 000 in TBS-Tween) for 2 h at room temperature. The plates
were washed and enzyme substrate solution (100 mL) containing
0.05 % (w/v) o-phenyldiamine (OPD) and 0.01 % (v/v) H2O2 in 0.1 M


citric acid/sodium phosphate buffer (pH 5.0; Dako Diagnostika,
Hamburg, Germany), was incubated for 2 min (for BSA-(GlcNAc)17


with the Gal-biotin tag) or 30 min (ovalbumin with the Gal-biotin
tag). After the enzyme reaction was stopped by addition of 0.5 M


H2SO4 (100 mL), the optical density of each well was measured at
490 nm in a microtiter plate reader (Thermomax, MWG-Biotech,
Ebersberg, Germany). All presented data are mean values from triple
measurements.


Transfer reactions with polypeptide N-acetylgalactosaminyltrans-
ferases:


The transfer reactions with the ppGalNAc-Ts were performed as
follows: GalNAc-T1 (10 mU mLÿ1), GalNAc-T2 (38 mU mLÿ1), or Gal-
NAc-T6 (20 mU mLÿ1) were incubated for 8 h at 37 8C in 25 mM


cacodylate buffer (pH 7.4) containing 2.5 mM 11, 0.1 mM CoCl2 ,
TAP 25 (500 mg mLÿ1) and 0.1 % CF54 in a final volume of 25 mL.
Aliquots of 1 mL were taken after 0 and 8 h and analyzed by MALDI-
TOF MS as described previously.[30] Prior to analysis all samples were
separated from detergents and salts by the nanocolumn tech-
nique.[78] The mass spectra of peptides were recorded in the linear
mode.
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A Membrane-Bound Cytochrome c3:
A Type II Cytochrome c3 from
Desulfovibrio vulgaris Hildenborough
Filipa M. A. Valente,[a] Lígia M. Saraiva,[a] Jean LeGall,[a, b] AntoÂ nio V. Xavier,[a]


Miguel Teixeira,[a] and IneÃs A. C. Pereira*[a]


A new tetraheme cytochrome c3 was isolated from the membranes
of Desulfovibrio vulgaris Hildenborough (DvH). This cytochrome
has a molecular mass of 13.4 kDa and a pI of 5.5 and contains four
heme c groups with apparent reduction potentials of ÿ170 mV,
ÿ235 mV, ÿ260 mV and ÿ325 mV at pH 7.6. The complete
sequence of the new cytochrome, retrieved from the preliminary
data of the DvH genome, shows that this cytochrome is
homologous to the ªacidicº cytochrome c3 from Desulfovibrio
africanus (Da). A model for the structure of the DvH cytochrome
was built based on the structure of the Da cytochrome. Both
cytochromes share structural features that distinguish them from
other cytochrome c3 proteins, such as a solvent-exposed heme 1
surrounded by an acidic surface area, and a heme 4 which lacks
most of the surface lysine patch proposed to be the site of
hydrogenase interaction in other cytochrome c3 proteins. Further-
more, in contrast to previously discovered cytochrome c3 proteins,


the genes coding for these two cytochromes are adjacent to genes
coding for two membrane-associated FeS proteins, which indicates
that they may be part of membrane-bound oxidoreductase
complexes. Altogether these observations suggest that the DvH
and Da cytochromes are a new type of cytochrome c3 proteins
(Type II : TpII-c3) with different redox partners and physiological
function than the other cytochrome c3 proteins (Type I : TpI-c3). The
DvH TpII-c3 is reduced at considerable rates by the two membrane-
bound [NiFe] and [NiFeSe] hydrogenases, but catalytic amounts of
TpI-c3 increase these rates two- and fourfold, respectively. With the
periplasmic [Fe] hydrogenase TpII-c3 is reduced much slower than
TpI-c3 , and no catalytic effect of TpI-c3 is observed.


KEYWORDS:


cytochromes ´ electron transfer ´ heme proteins ´
hydrogenases ´ membrane proteins


Introduction


Sulfate-reducing bacteria are anaerobes that can grow by
oxidation of hydrogen or organic compounds with sulfate as a
terminal electron acceptor. The reduction of sulfate is a true
respiratory process, which leads to oxidative phosphorylation
through a still poorly understood electron-transfer pathway. A
characteristic feature of this electron-transfer pathway is the
involvement of multiheme cytochrome c proteins of low redox
potential.[1] Several elements of this family of electron-transfer
proteins have been identified in Desulfovibrio, the most studied
genus of sulfate-reducing bacteria. The tetraheme cytochrome c3


(Mr� 13 000)[2] is the most abundant member, and is the only
one present in all the species studied so far. In addition, it is also
present in other genera of sulfate-reducing bacteria such as
Desulfomicrobium,[3] Desulfobulbus[4] and Thermodesulfobacteri-
um.[5] Other members are the Split ± Soret cytochrome that is a
dimer of a diheme subunit,[6] the octaheme cytochrome c3 (Mr�
26 000), a dimer of a tetraheme subunit,[7] the monomeric nine-
heme cytochrome c (9Hcc)[8][**] and the high molecular weight
cytochrome c which is a monomer containing 16 hemes
(16Hcc).[9] Desulfovibrio species contain different cytochrome
compositions: For example, in Desulfovibrio gigas (Dg) the


tetraheme cytochrome c3 , the octaheme cytochrome c3 (26 000)
and the 16Hcc were described, whereas in Desulfovibrio
desulfuricans ATCC 27774 (Dd27k) the tetraheme cytochrome c3 ,
the Split-Soret cytochrome and the 9Hcc were reported. In
Desulfovibrio vulgaris Hildenborough (DvH) the tetraheme
cytochrome c3 and 16Hcc were isolated, but this bacterium also
contains a monoheme cytochrome called cytochrome c553 .[10]


The physiological function of some of these cytochromes is
still unclear, as is the need for several similar cytochromes in the
same bacterium. The ubiquitous tetraheme cytochrome c3 is
generally considered to act as the physiological partner for
hydrogenases, which are also always present in these bacteria,
and has been proposed to play a central role in the metabolism
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Universidade Nova de Lisboa
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Fax: (�351) 214428766
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[b] Prof. J. LeGall
Department of Biochemistry
The University of Georgia
Athens, Georgia 30602 (USA)[**] A list of abbreviations can be found in ref. [66].
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by acting as an energy-transducing device which converts high-
energy electrons (low redox potential) and low-energy protons
(high pKa), which result from the periplasmic oxidation of
hydrogen, into lower-energy electrons for the reduction of
sulfate and higher-energy protons for the production of ATP.[11±13]


The involvement of hydrogen as a necessary intermediate in the
sulfate respiration process has been proposed,[14] but the
generality of this model is still a matter of controversy.[15]


Nevertheless, many Desulfovibrio species can use H2 as sole
energy source.[16] All these bacteria contain one or more
hydrogenases of the [Fe], [NiFe] and [NiFeSe] types. A screening
of 25 Desulfovibrio species showed that only the genes encoding
the [NiFe] hydrogenase are present in all.[17] In a situation
analogous to that of the cytochromes, different species contain
different hydrogenase compositions and it is not clear why more
than one type should be necessary for some bacteria. For
example, DvH contains a periplasmic [Fe] hydrogenase,[18] and
two membrane-bound [NiFe][19] and [NiFeSe] hydrogenases.[20]


Despite the low sequence homology between cytochrome c3


proteins of different species, the several crystal structures which
have been determined[21±26] show that the general folding is
maintained, as is the spatial arrangement of the four-heme core.
This four-heme structural motif seems to be a common feature
of this family of cytochromes, as it is also observed in octaheme
cytochrome c3 (26 000) proteins,[7, 27] in the 9Hcc,[8] and most
probably also in 16Hcc since its sequence shows it is organised in
four c3-like domains[28] (the first one being an incomplete domain
with only three hemes) and that the last two domains have a
strong sequence similarity to the 9Hcc, which suggests a similar
structural organisation.[8] This indicates that the four-heme
structural motif may have a specialised functional role.


The genes coding for 16Hcc and the related 9Hcc[8] are both
part of operons encoding transmembrane redox complexes[29, 30]


proposed to perform the electron transfer between the peri-
plasmic oxidation of hydrogen, carried out by the hydrogenase/
cytochrome c3 couple, and the cytoplasmic reduction of sul-
fate.[29, 31] Although 16Hcc is not a hydrophobic protein, it is
found in higher amounts in the membrane than in the soluble
fraction, in both DvH and Dg.[9] The reduction of DvH 16Hcc by
the [Fe] and [NiFe] hydrogenase is mediated by cytochrome c3 ,[31]


as is also the case for 9Hcc and [NiFe] hydrogenase of Dd27k,[8]


and the octaheme cytochrome c3 (26 000) and [NiFeSe] hydro-
genase of Desulfomicrobium norvegicum (Dmn).[32]


In our attempts to study membrane proteins of DvH that may
be involved in the electron-transport pathway for the reduction
of sulfate, we have isolated a new tetraheme cytochrome c3 with
a lower pI than the well-characterised and more abundant
cytochrome c3 . The new cytochrome is not detected in the
soluble fraction, whereas some of the previously characterised
cytochrome c3 was also found to be associated with the
membrane fraction. The coexistence of two different tetraheme
cytochromes c3 in one organism was previously reported only for
Desulfovibrio africanus (Da),[33, 34] but both were isolated from the
soluble fraction. In this case, the authors opted to name the two
cytochromes as ªacidicº and ªbasicº,[33] a nomenclature that may
be misleading as the pI value of a cytochrome c3 will, by itself,
not reveal to which type the cytochrome belongs. Indeed,


cytochrome c3 from Dg which is as acidic as DvH TpII-c3 (pI of
5.2[35] ), does not share the structural features of the TpII-c3


proteins, but is similar to other TpI-c3 proteins. As an alternative
classification we name the ªacidicº cytochrome c3 proteins of
DvH and Da as Type II cytochrome c3 proteins (TpII-c3s), and the
well-characterised and more abundant ªbasicº cytochrome c3


proteins as Type I cytochrome c3 proteins (TpI-c3s), since struc-
tural and genetic evidence (see below) indicates that these
cytochromes belong to separate families.


In this report we describe the purification and characterisation
of the TpII-c3 from the membranes of DvH, as well as a study of
its reactivity with the [Fe] , [NiFe] and [NiFeSe] hydrogenases
from the same organism.


Results and Discussion


The repeated washing of the DvH membranes ensured that all
soluble and loosely-bound proteins were removed, as confirmed
by the visible spectrum, in which the peak of desulfoviridin at
630 nm was used as a marker for the presence of soluble
proteins. The detergent extract obtained after solubilisation of
the membrane proteins with SB12 contained a high amount of
cytochromes. After purification of this extract it was possible to
separate four heme proteins. The nonsticking fraction from the
diethylaminoethyl cellulose (DEAE) column contained the two
high-pI cytochromes 16Hcc[9] and TpI-c3 , which was identical to
that obtained from the soluble fraction and was identified by its
N-terminal sequence. A more acidic fraction contained the
heme c nitrite reductase[36] and an unknown cytochrome of small
molecular mass that, after purification and characterisation,
proved to be a low-pI tetraheme cytochrome c3 (TpII-c3). The
TpII-c3 could not be found upon purification of the DvH soluble
extract, which suggests that its association with the cytoplasmic
membrane is quite strong. The finding of the TpI-c3 in the
membrane extract, even after thorough washing of the mem-
branes, suggests that this periplasmic cytochrome also interacts
with membrane-bound proteins. The amount of the TpI-c3


purified from the membrane fraction was significant, being
about half of that usually obtained from the soluble fraction. The
distribution of a cytochrome between soluble and membrane
extracts was previously described for the 16Hcc of DvH and Dg,[9]


but these cytochromes are found in much higher amounts in the
membrane than in the soluble fraction. The TpII-c3 was found
exclusively in the membrane fraction, and the amount purified
was similar to that of the membrane-associated TpI-c3 (7 mg
versus 10 mg). In Da the TpII-c3 was isolated from the soluble
fraction.[33] However, since no reference was given to purification
of membrane proteins, it is possible that in this bacterium the
TpII-c3 is distributed between the soluble and membrane
fractions.


Molecular characteristics


The new TpII-c3 was judged to be pure by sodium dodecylsulfate
polyacrylamide gel electrophoresis (SDS-PAGE) which displayed
only one band. The molecular mass determined from the gel was
14 kDa, in good agreement with the value calculated from the
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amino acid sequence (see below). To determine whether the
new cytochrome was a monomer or a dimer, it was dialysed to
remove the detergent and the molecular mass was determined
by gel filtration; this yielded a value of approximately 17 kDa,
which reveals that it exists in solution as a monomer. The
isoelectric point of the new cytochrome is 5.5, as determined by
isoelectric focussing. The number and type of hemes present
were determined by the pyridine hemochrome which showed
that it contained four heme c groups per molecule.


Besides the TpI-c3 and TpII-c3 there is at least one other
tetraheme cytochrome c associated with the membranes of DvH,
which was purified as one of the subunits of the nitrite
reductase.[36] The sequence of this cytochrome can be retrieved
from the preliminary DvH genome data and shows that it is part
of the NapC/NirT family of cytochrome c proteins that are
proposed to receive electrons directly from the quinone
pool.[37, 38]


Spectroscopic characterisation


The UV/Vis spectrum of the TpII-c3 is typical of cytochrome c3


proteins (Figure 1). The absence of an absorption band at
695 nm indicates there are no methionine-bound hemes. The
millimolar extinction coefficients of the bands observed in the


Figure 1. UV/Vis spectra of the oxidised (full line) and reduced with dithionite
(dashed line) DvH TpII-c3 .


oxidised spectrum are: 280 nm: 49.3 mMÿ1cmÿ1; 408: 555.7;
527.5: 48.6; and in the reduced spectrum: 417.5 nm:
729.3 mMÿ1cmÿ1; 522: 65.7; 551: 107.1. These extinction coef-
ficients are similar to those reported for the TpII-c3 of Da.[33] The
purity index of the TpII-c3 (A551(red)ÿA570(red)/A280(ox)) was 2.2, a
value that is lower than that usually observed for TpI-c3s (2.9 ±
3.8). This is apparently due to a broader (and thus reduced in
height) 551 nm peak in the TpII-c3 , compared to that of the TpI-
c3s. A similar situation is observed for the Da TpII-c3 .[33]


The electron paramagnetic resonance (EPR) spectrum of the
oxidised DvH TpII-c3 is a rhombic spectrum typical of low-spin
hemes (Figure 2). Three of the hemes in this cytochrome


Figure 2. Trace a: EPR spectrum of oxidised DvH TpII-c3 . Temperature: 14 K;
modulation amplitude: 0.9 mT; microwave power: 0.75 mW; microwave fre-
quency : 9.63 GHz. Trace b: Simulation of trace a obtained by adding three
theoretical spectra with g values of : gz� 2.98, gy� 2.24 and gz� 1.50 (2 hemes ;
trace c), gz� 2.98, gy� 2.24 and gz� 1.40 (1 heme; trace d) and gz� 3.5 and
gy� 2.0 (1 heme; trace e).


have g values of gz� 2.98, gy� 2.24 and gx� 1.5, which indicates
that the angle between the planes of the two axial histidines is
very similar for these hemes and close to 08.[39, 40] The fourth
heme has a gz value of 3.5, which suggests that in this case the
angle between the two histidine planes is close to 908. In the Da
TpII-c3 a similar resonance is observed at 3.7,[34] and the crystal
structure confirmed that heme 4 has an angle between the two
histidine planes close to 908.[41] The EPR spectrum of the DvH
TpII-c3 (Figure 2, trace a) was simulated (trace b) by adding three
theoretical spectra with g values of: gz� 2.98, gy�2.24 and gx�
1.50 (2 hemes; trace c), gz�2.98, gy�2.24 and gx� 1.40 (1 heme;
trace d) and gz� 3.5 and gy� 2.0 (1 heme; trace e).


The EPR spectrum of the DvH TpI-c3 is different from that of
the TpII-c3 and displays several resonances with gz values of 2.77,
2.82, 2.97 and 3.12.[42]


Heme reduction potentials


The redox behaviour of the DvH TpII-c3 at pH 7.6 was probed by a
redox titration in the presence of redox mediators (Figure 3). The
experimental points were fitted with four noninteracting Nernst
equations (n� 1) with reduction potentials of ÿ170 mV,
ÿ235 mV, ÿ260 mV and ÿ325 mV. These reduction potentials
are similar to those commonly observed for TpI-c3s (including
that from DvH[42] ), and have in common the fact that one of the
hemes displays a considerably higher reduction potential than
the other three. This was not observed for the TpII-c3 of Da, for
which the four reduction potentials obtained by cyclic voltam-
metry were quite close (ÿ210 mV, ÿ240 mV, ÿ260 mV and
ÿ270 mV).[33]


Sequence analysis


The N-terminal sequence of the TpII-c3 was determined up to
residue 48, to confirm that the new cytochrome is distinct from
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Figure 3. Redox titration of DvH TpII-c3 obtained by following absorption
changes at 552 nm (pH 7.6; & reduction, & oxidation). The experimental points are
from three different experiments. The full line corresponds to a theoretical
simulation obtained by assuming reduction of four hemes with redox potentials
of ÿ170 mV, ÿ235 mV, ÿ260 mV and ÿ325 mV.


TpI-c3 . This N-terminal sequence was used to retrieve the
complete sequence of the TpII-c3 gene from the preliminary data
of the DvH genome, which is being sequenced at The Institute
for Genomic Research. The gene reveals that the TpII-c3 is
synthesised as a precursor protein with a signal peptide, which
indicates that it will be exported to the periplasmic side of the
membrane. The signal peptide (MFRRIGTVMLAFATLALLLAVAFA)
contains 24 residues, with two positive residues at the beginning
(R3,R4), followed by a string of hydrophobic residues. The


sequence obtained for the TpII-c3 shows that this is not a
hydrophobic protein and that it contains no transmembrane
helices. This indicates that the membrane attachment of this
cytochrome is not likely to be due to protein ± lipid interactions,
but rather to interactions of the cytochrome with other
membrane-bound proteins.


The sequence of the DvH TpII-c3 is homologous to that of Da
TpII-c3 , having 46 % identity and 62 % similarity. The two
sequences can be aligned with only one amino acid insertion
(Figure 4 A). The molecular mass of the DvH TpII-c3 obtained from
the sequence, including the four hemes, is 13 445 Da.


The crystal structure of the Da TpII-c3 revealed that this
cytochrome has some features that distinguish it from other
cytochrome c3 proteins.[41] In order to investigate the presence of
such features in the newly discovered cytochrome c3 , as well as
to search for other conserved motifs, a model of the three-
dimensional (3D) structure of this cytochrome was generated
with the Swiss-Model program,[43] with the structures of the
oxidised and reduced Da TpII-c3


[41] (Protein Data Bank (PDB)
accession numbers: 3CAOA and 3CARA, respectively) used as
templates. This model and the structures of several other
cytochrome c3 proteins (Da TpII-c3 ,[41] DvH TpI-c3 ,[24] Desulfovi-
brio vulgaris Miyazaki (DvM) cytochrome c3 ,[22] Dg cyto-
chrome c3 ,[26] Dd27k cytochrome c3


[24] and Dmn cytochrome c3
[25] )


were structurally aligned with the program MODELLER 4[44]


(Figure 4 B). This structural alignment yields a multisequence
alignment that is generated by tridimensional proximity rules. If
two residues from different proteins are aligned, this means that
the distance between their Ca is below a certain cut-off. The cut-
off used in this case was 4 �. This alignment and structural


Figure 4. A) Sequence alignment of the TpII-c3s from DvH and Da: Identical residues are coloured black, and similar residues are coloured grey. B) Structure-based
alignment of the sequences of DvH TpII-c3 , Da TpII-c3 , DvH TpI-c3 , DvM TpI-c3 , Dg TpI-c3 , Dd27k TpI-c3 and Dmn cytochrome c3 obtained with the MODELLER 4
program.[44] Fully conserved residues are coloured black, acidic residues are coloured red and basic residues coloured blue. The boxed histidine residue (ligand to heme 3)
does not align in the TpII-c3s with the corresponding residue in the other cytochromes because their Ca is quite distant, although the side-chain ring is actually very close
to that of the other cytochrome c3 proteins. The numbering in both alignments corresponds to the sequence of DvH TpII-c3 .
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comparison of all the cytochromes shows that several of the
structural features unique to the Da TpII-c3


[41] are also present in
the DvH TpII-c3 , and that altogether they justify the separation of
these cytochromes from other Desulfovibrio cytochrome c3


proteins.
In order to better visualise some of the structural differences


between TpII-c3s and TpI-c3s, the model of the DvH TpII-c3 and
the structure of the DvH TpI-c3 were superimposed by their
heme groups (Figure 5). The list of the differences makes


Figure 5. Superposition of the DvH TpII-c3 model (red) and DvH TpI-c3 structure
(blue) obtained by superimposing the heme groups. (Only one set of heme groups
is shown: Heme 1 green, heme 2 pale blue, heme 3 yellow, heme 4 orange.) The N
terminus of the TpI-c3 and C terminus of the TpII-c3 are identified by N and C. The
grey arrows point to the features highlighted in each view: A) Shorter N-terminal
region of the TpII-c3 ; B) two loops covering heme 2 in the TpII-c3 ; C) loop
missing in TpII-c3 ; D) shorter C-terminal region of TpII-c3 .


compelling evidence for the classification of the two TpII-c3s
as a new type of Desulfovibrio cytochrome c3 protein:
1) All heme binding sites of the two TpII-c3s are of the form


CXXCH, whereas other cytochrome c3 proteins contain one
or two heme binding sites with four residues between the
two Cys residues (CXXXXCH).


2) The N-terminal region of the two TpII-c3s is shorter than
that of other cytochrome c3 proteins by three to four
residues[41] (Figure 5 A). These are mostly hydrophobic
residues that cover the external edge of heme 1 in TpI-c3s,
and as a result of their absence this heme is more exposed
to the solvent in both TpII-c3s.


3) Several acidic residues are clustered at the surface region
around heme 1 of DvH TpII-c3 (D3, D25, E29, E34, D42, E51
and E55), as was found for Da TpII-c3 .[41] This is in contrast
with TpI-c3s where heme 1 is surrounded by a neutral
environment.


4) The H27 of the two TpII-c3s (the axial ligand to heme 3)
does not align with the corresponding residue of the other


cytochrome c3 proteins. Inspection of the structures shows
that, although the Ca of the TpII-c3s histidine is indeed quite
distant from that of the other cytochromes, its side-chain ring
(which binds to the Fe of heme 3) is still very close to the side-
chain ring of the corresponding histidine in the other
cytochrome c3 proteins.


5) Residues 42 ± 51 of the two TpII-c3s correspond to a loop
formed by two b-strands that is shorter in other cytochrome c3


proteins[41] and which partly covers heme 2 (Figure 5 B).
6) The loop formed by residues 66 ± 72 of TpII-c3s is shifted away


from heme 4 towards heme 2, relative to the corresponding
loop in TpI-c3s (residues 54 ± 64 in DvH TpI-c3) which contains
two to three lysines that are at the surface of heme 4
(Figure 5 B).


7) Another loop of 6 ± 7 residues is missing in the two TpII-c3s
between residues 79 and 80,[41] which in TpI-c3s interrupts
two a-helices and contains several lysine residues (Figure 5 C).
This loop is also absent in the Dmn cytochrome c3 .


8) The C-terminal region of the TpII-c3s is shorter and is missing a
region of 6 ± 8 residues containing several lysines, between
residues 89 and 90[41] (Figure 5 D).


9) The three points mentioned directly above and also the
absence of lysine residues between the two cysteine residues
binding heme 4 mean that both TpII-c3s have fewer basic
residues than other cytochrome c3 proteins, and particularly
so around heme 4 where in TpI-c3s several lysine residues are
concentrated to form a positive surface patch. (In DvH TpIc3


this patch is formed by lysine residues 15, 57, 58, 60, 72, 94, 95,
101 and 102.[45] )


The relative identities and similarities between all the
cytochromes obtained from the structure-based alignment
(Figure 4) are shown in Table 1. These values support the
separation of the Desulfovibrio cytochromes into two types.
The classification of the Desulfomicrobium cytochrome c3 is


Table 1. Percentages of identity (first line), similarity (second line) and residues aligned
with gap characters (third line) between the several cytochrome c3 proteins, obtained
from the structural alignment shown in Figure 4. The values between TpII-c3s and
between TpI-c3s are in bold.


Da TpII-c3 DvH TpI-c3 DvM TpI-c3 Dg TpI-c3 Dd27 TpI-c3 Dmn c3


DvH TpII-c3 45 13 14 14 16 16
62 20 24 21 19 22


0 47 47 50 49 48


Da TpII-c3 15 16 13 14 15
19 21 19 18 23
46 46 49 48 47


DvH TpI-c3 86 45 42 21
93 53 58 31


0 12 8 40


DvM TpI-c3 47 38 20
55 55 30
12 8 40


Dg TpI-c3 33 22
44 26
15 39


Dd27 TpI-c3 23
28
41
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presently not straightforward because it has
some features of both types. Nevertheless, it
has more similarities to type I cytochromes
(Table 1); it also acts as the physiological
partner for the Dmn [NiFeSe] hydrogenase
and can mediate the reduction of other multi-
heme cytochromes by this hydrogenase.[32]


This suggests that the Dmn cytochrome c3 is
probably a type I cytochrome c3 more distantly
related than the Desulfovibrio TpI-c3s because
it originates from a bacterium of a different
genus.


In order to better visualise the TpII-c3s
features, the surface electrostatic potentials
of the fully oxidised DvH TpII-c3 , Da TpII-c3 and,
as a reference, DvH TpI-c3 were calculated with
the GRASP program[46] (Figure 6). Overall, the
DvH TpII-c3 is not as acidic as the Da one, as
would be expected since it has 13 acidic
residues (D and E) and 14 basic ones (K and R),
compared to 19 acidic and 6 basic for Da TpII-
c3 . However, the similarity between the two
TpII-c3s and the contrast with the DvH TpI-c3 is
readily apparent. Looking at the view from the
edge of heme 1 (Figure 6 A), it is clear that this
heme is indeed surrounded by an acidic
surface, more pronounced in the Da TpII-c3


[41]


than in the DvH one, but completely absent in
DvH TpI-c3 . Looking at the structures, it is
obvious that the N-terminal residues covering
heme 1 in DvH TpI-c3 are not present in the
two TpII-c3s. These features support the sug-
gestion that heme 1 of the TpII-c3s plays a role
in intermolecular electron transfer,[41] contrary
to the case in other cytochrome c3 proteins
where this heme is surrounded by a neutral
environment and is protected against solvent
by the N terminus.


The view from the edge of heme 4 (Fig-
ure 6 B) shows that the basic region that can be
found close to this heme in DvH TpI-c3 due to
the lysine patch is reduced in DvH TpII-c3 and even more so in Da
TpII-c3 .[41] This lysine patch, also present in other Desulfovibrio
type I cytochrome c3 proteins, was proposed to be the site of
interaction and electron exchange with a negatively charged
region of the redox partner hydrogenase.[45, 47, 48] These differ-
ences in surface charge distribution indicate that TpII-c3s may
exchange electrons through a different heme (namely heme 1)
from that used by TpI-c3s (probably heme 4).


The structure of the nine-heme cytochrome c (9Hcc) from
Dd27k was also analysed to investigate whether each of its
cytochrome c3 like domains had any resemblances to type I or
type II c3s. Interestingly, several of the TpII-c3 structural features
are observed in both 9Hcc domains, although differences are
also present, not least because 9Hcc contains one extra heme.
The main similarities between the 9Hcc cytochrome c3 like
domains and the TpII-c3s are: 1) all heme binding sites of 9Hcc


are of the form CXXCH; 2) the first heme of the 9Hcc N-terminal
domain is also significantly exposed and surrounded by a
negative surface area;[49] 3) in both 9Hcc domains the loop after
the second heme binding site is shifted away from heme 4
towards heme 2; 4) in the 9Hcc C-terminal domain the loop
before the heme 3 binding site, which interrupts two a-helices in
TpI-c3s, is also absent; 5) heme 4 of the 9Hcc C-terminal domain
is not surrounded by a positive surface region. This suggests
that, overall, 9Hcc has the same fundamental characteristics as
TpII-c3s, namely, in the N-terminal domain an exposed heme 1
surrounded by an acidic surface region, which is probably the
heme involved in intermolecular electron transfer, and in the
C-terminal domain a heme 4 (9Hcc heme 9) that lacks the TpI-c3


characteristic positive surface patch. These similarities may
indicate that TpII-c3s and 9Hcc have analogous reaction modes
and/or physiological partners, which is supported by the


Figure 6. Representation of the surface electrostatic potential of the fully oxidised DvH TpII-c3 , Da TpII-
c3 and DvH TpI-c3 . Red-coloured zones correspond to negative potentials while blue-coloured zones
correspond to positive potentials. The range of potentials spans from ÿ20 to 20 kTeÿ1. The structures of
Da TpII-c3 and DvH TpI-c3 and the model of DvH TpII-c3 are shown below in the same orientation as the
surface representations. A) View from the edge of heme 1 (coloured green); B) view from the edge of
heme 4 (coloured red). The figures were prepared with the GRASP[46] and Raster 3D programs.[57]
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evidence that both are part of membrane-bound redox com-
plexes[30] (see below). A similar conclusion may be expected for
the 16Hcc since its last two domains have a strong similarity to
9Hcc.[8]


Analysis of the partial sequence obtained from the DvH
genome shows that, upstream of the gene coding for TpII-c3 , an
open reading frame is present that codes for a protein which has
a high similarity (33 % identity, 53 % similarity) to an FeS protein
belonging to the DvH hmc operon, HmcF, and which is predicted
to contain two [4Fe ± 4S]2�/1� centres[29, 50] (Figure 7). The DvH
hmc operon codes for a transmembrane redox complex that is
proposed to transfer electrons from the periplasm to the
cytoplasm.[29] Although HmcF has no transmembrane sequen-
ces, it was shown to be present in the membrane fraction of DvH
cells.[50] Genes coding for proteins similar to the FeS protein and
HmcF can be found in the genomes of several bacteria and they
are usually associated with membrane-bound oxidoreductase
complexes. The genome of the sulfate-reducing archaeon
Archaeoglobus fulgidus contains at least nine genes coding for
similar proteins.[51]


The genes coding for the TpII-c3 and FeS proteins in DvH are
located in tandem with an intervening gap of only 25
nucleotides, and the absence of promoter sequences suggests
that the two proteins belong to the same operon. The
unavailability of nucleotide sequence data upstream of the
gene coding for the FeS protein impedes the search for other
putative genes and/or promoter sequences. With the BLASTX
program, no significant sequence similarity to known genes
could be found downstream of the DvH TpII-c3 gene and the


search for typical bacterial terminator sequences was also
unsuccessful. Therefore, it is not possible to exclude the
hypothesis that other genes may be part of this operon.
Remarkably, a similar situation is observed in Da, where 15
nucleotides upstream of the region encoding Da TpII-c3


[52] an
incomplete open reading frame also encodes an FeS protein that
shares 67 % identity and 79 % similarity in the C-terminal
sequence available (174 amino acids) to the corresponding
sequence of the FeS protein found in the DvH genome (Figure 7).
In Da the close proximity between the genes for FeS and TpII-c3


also suggests that they are part of the same operon and
questions the proposal that TpII-c3 is encoded by a monocis-
tronic gene.[34] These observations suggest that the TpII-c3s and
the FeS proteins can be part of membrane-bound oxidoreduc-
tase complexes and further support the proposal of considering
the two TpII-c3s as a separate type of cytochrome c3 protein,
since there is no evidence that the genes encoding for the TpI-
c3s are part of polycistronic units.[53] The fact that DvH TpII-c3 is
not a hydrophobic protein and that it is not solubilised upon
washing the membranes with buffer also agrees with the
existence of a strong interaction between TpII-c3 and a
membrane-bound protein complex. In Da this interaction is
probably weaker since the TpII-c3 was found in the soluble
fraction.


Figure 7 presents an alignment of the incomplete sequence of
the DvH FeS protein, the incomplete C-terminal sequence of the
Da FeS protein, the sequence of DvH HmcF (residues 58 ± 461),
the sequence of a similar FeS protein taken from the genome of
Archaeglobus fulgidus[51] (gene AF0547; PID: g7448923; resi-


Figure 7. Alignment of the incomplete sequence of the DvH FeS protein, the incomplete C-terminal sequence of the Da FeS protein, the sequence of DvH HmcF
(residues 58 ± 461), the sequence of a similar FeS protein from Archaeglobus fulgidus[47] (gene AF0547; PID: g7448923; residues 66 ± 477) and the sequence of a similar
FeS protein from Aquifex aeolicus[49] (gene AF0543, PID: g7448926; residues 32 ± 434). The conserved amphipatic a-helices potentially involved in membrane
attachment are represented by boxes over the sequences. %I�% Identity, %S�% similarity, *: the values of identity and similarity for Da FeS protein refer to the
alignment of the 174 aminoacids available for the sequence of this protein. The cysteine residues binding the two [4Fe-4S]2�/1� centres are marked by ! and those
belonging to the cysteine motif by &.
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dues 66 ± 477), which is adjacent to a gene coding for a putative
membrane-bound g-subunit of a nitrate reductase (NarI), and
the sequence of a similar FeS protein taken from the genome of
Aquifex aeolicus[54] (gene AF0543, PID: g7448926; residues 32 ±
434), which codes for a putative subunit of a heterodisulfide
reductase (HrdD). These proteins contain two [4Fe ± 4S]2�/1�


centres and share a considerable similarity that indicates they
are homologous proteins (see Figure 7). Although the sequence
retrieved from the DvH genome data still lacks the N-terminal
part of this FeS protein, the last two cysteine residues of the first
iron ± sulfur cluster and the cysteine binding motif of the second
are conserved. A cysteine motif formed by CX34CCGX39±41CX2C is
also conserved in these proteins, as was observed for other
similar FeS proteins from several organisms.[55] All of these FeS
proteins are membrane-associated although they all lack
obvious transmembrane helices. It was proposed that the
membrane binding domain of these FeS proteins could be
formed by the hydrophobic face of several amphipatic a-
helices,[55] as observed for several other monotopic membrane
proteins (see, for example, ref. [56]). The predicted secondary
structure of the DvH FeS protein, as well as those of the other
proteins aligned in Figure 7, shows that these proteins also
contain several conserved amphipatic a-helices in the region of
the cysteine motif which could be involved in a similar
membrane attachment.


Reduction by DvH hydrogenases


The difference in molecular characteristics between the DvH
type I and type II cytochrome c3 proteins suggests that they will
have different redox partners and physiological roles. The TpI-c3


is generally considered to be the partner for the enzyme
hydrogenase and was shown to mediate the reduction of some
other cytochromes by hydrogenases, namely DvH 16Hcc,[31] DvH
cytochrome c553 ,[31] Dd27k 9Hcc[8] and the Dmn octaheme
cytochrome c3 (26 000).[32] However, for Desulfovibrio desulfur-
icans Essex 6, it was recently reported that cytochrome c3 does
not affect the reduction rate of the 9Hcc by the [NiFe]
hydrogenase.[58] In DvH three different hydrogenases were
identified, two of which are membrane-bound (the [NiFe][19]


and [NiFeSe] hydrogenases[20] ). Thus, it was investigated whether
the TpII-c3 can interact specifically with one of them. For each
DvH hydrogenase a comparison between the rates of the two
cytochromes was obtained, and the effect of catalytic amounts
of TpI-c3 on the reduction of the TpII-c3 was also observed. A
concentration of TpII-c3 lower than the Michaelis constant (Km)
was used to ensure that the enzyme was not saturated so that a
catalytic effect of TpI-c3 could be observed.


Reduction of the TpII-c3 by the DvH periplasmic [Fe] hydrog-
enase proceeds at a rate about 30 times slower than that of the
TpI-c3 under the same conditions (see Table 2). When the
reduction of the TpII-c3 is performed in the presence of catalytic
amounts of TpI-c3 (equimolar with the hydrogenase) the rate is
only marginally increased. The behaviour of the TpII-c3 with the
[Fe] hydrogenase is very similar to that observed with the
monoheme cytochrome c553 .[31] The lack of catalytic effect of the
TpI-c3 may indicate that TpII-c3 will preferentially interact directly


with the hydrogenase. In the case of Da no reduction of TpII-c3


by the Desulfovibrio desulfuricans ATCC 7757 [Fe] hydrogenase
was observed, even in the presence of TpI-c3 , although this last
cytochrome was efficiently reduced.[34] However, since the
proteins used belong to different organisms no definite
conclusion can be drawn from this result, and it should be
pointed out that no [Fe] hydrogenase was ever detected in Da.
The absolute reduction rates observed for the DvH [Fe] hydrog-
enase can not be directly compared to those obtained with the
other two hydrogenases because the experimental procedures
used in each case were different,[31] and this will affect the
activation state of the hydrogenases.


With the membrane-bound [NiFeSe] hydrogenase the reduc-
tion of the TpII-c3 is faster and is only threefold slower than that
of the TpI-c3 . A catalytic amount of TpI-c3 increased the rate of
reduction of the TpII-c3 twofold; this indicates that the electron
transfer is more efficient through the TpI-c3 , which may be the
physiologically preferred electron acceptor of the hydrogenase.
In the case of reduction of the Da cytochrome c3 proteins by the
Da [NiFeSe] hydrogenase, a much larger difference between the
TpII-c3 and TpI-c3 was observed, since the latter is reduced with a
rate about 60-fold faster than the former.[33] When both
cytochromes were present, the rate of reduction was close to
that of the TpI-c3 , which also indicates that this is an efficient
intermediary electron carrier between the hydrogenase and the
TpII-c3 .


The membrane-bound [NiFe] hydrogenase reduces the TpII-c3


with a rate about eightfold slower than that of the TpI-c3 . As with
the [NiFeSe] hydrogenase, a catalytic amount of TpI-c3 increased
the rate of reduction of the TpII-c3 , which indicates again that
the electron transfer is more efficient when it is carried out
through the TpI-c3 . Again, in Da the TpI-c3 is reduced 90 times
faster by the Dg [NiFe] hydrogenase than the TpII-c3 , and the
presence of small amounts of the TpI-c3 increases this rate of
reduction fivefold.[34]


Altogether, these results show that the DvH TpII-c3 is less
efficient than the TpI-c3 as an electron acceptor for all three DvH
hydrogenases. However, its behaviour is different with each
hydrogenase. The [NiFeSe] hydrogenase is that for which the
least difference between the two cytochromes was observed,
which indicates that TpII-c3 may preferentially interact with this
hydrogenase. However, both for this enzyme and the [NiFe]
hydrogenase, the reduction of TpII-c3 is faster with TpI-c3 as a
mediator. Nevertheless, the two DvH membrane-bound hydrog-
enases, and in particular the [NiFeSe], can reduce the TpII-c3 at a


Table 2. Rates of reduction of DvH TpII-c3 and TpI-c3 with the three DvH
hydrogenases.[a]


Reduction rate
TpI-c3 TpII-c3 TpII-c3/TpI-c3


[Fe] H2ase 700 26 30
[NiFeSe] H2ase 1100 344 750
[NiFe] H2ase 1670 205 795


[a] Rates of reduction given in nmol of cytochrome per min per nmol of
hydrogenase (nmol Cyt minÿ1 nmol H2aseÿ1).
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considerable rate, a result which raises the question of whether,
in vivo, this cytochrome is able to receive electrons from these
hydrogenases. It should also be pointed out that the physio-
logical interaction between these proteins will take place in a
bidimensional lipidic phase which can significantly alter the
properties of this interaction. By contrast, for the [Fe] hydrog-
enase, not only is the reduction of TpII-c3 much slower than that
of TpI-c3 , but it is also not affected by the presence of the latter. It
is interesting to note that overall the DvH TpII-c3 reacts better
with the hydrogenases than the Da one.[33, 34] This may be related
to the fact that the surface region around heme 4 is more basic
in the DvH TpII-c3 than in the Da one, which may permit a better
interaction with the hydrogenases.


In relation to the catalytic effect of the TpI-c3 on the reduction
of the TpII-c3 by the [NiFe] and [NiFeSe] hydrogenases, it should
be noted that for the Dd27k 9Hcc, which presents a similar
effect,[8] a high probability specific interaction was observed by
modelling studies between the negative heme 1 N-terminal
region of 9Hcc and the positive heme 4 region of the TpI-c3 .[49]


Since heme 1 of the Dd27k 9Hcc has similar characteristics to
that of the TpII-c3s (solvent-exposed and surrounded by a
negative surface charge[49] ), it is likely that an analogous
situation may be present in the interaction between the DvH
TpII-c3 and TpI-c3 .


Conclusion


A new tetraheme cytochrome c3 was isolated from the mem-
branes of DvH. This cytochrome is homologous to the TpII-c3


from Da, which was the first sulfate-reducing bacteria reported
to contain two tetraheme cytochromes c3 .[33, 34] The TpII-c3 from
Da was isolated from the soluble fraction, whereas the one from
DvH was found exclusively in the membrane extract. This
membrane association may be an important feature of the TpII-
c3 , and may constitute one of the reasons why it has not been
found in most other sulfate-reducers studied, since few studies
of membrane-bound proteins have been carried out in these
bacteria.


The DvH and Da TpII-c3s share structural and genetic
characteristics that distinguish them from the other cyto-
chrome c3 proteins and suggest they belong to a different type
of proteins, possibly associated with membrane-bound oxido-
reductase complexes and having different redox partners and
physiological function. The considerable amount of TpII-c3


isolated from DvH indicates that it plays an important role in
its metabolism.


Experimental Section


Bacterial growth: DvH (DSM 644) cells were grown in lactate/sulfate
medium as previously described.[18] The cells (360 g) were suspended
in 10 mM tris(hydroxymethyl)aminomethane (Tris)/HCl (Tris-HCl)
buffer (350 mL; pH 7.6) and ruptured by passing twice through a
Manton ± Gaulin press. The resulting extract was centrifuged at a
force of 10 000 g for 15 min to remove cell debris, and the
supernatant was then centrifuged at a force of 100 000 g for 2 h.


Preparation of the membrane extract: The pellet (membrane
fraction) was washed twice with 10 mM Tris-HCl buffer (pH 7.6)
containing 1 mM EDTA by resuspending the membranes in buffer
and recentrifuging, in order to remove any remaining soluble
components. (Desulfoviridin was used as a marker to ascertain the
presence of soluble proteins.)


The detergent Zwittergent 3-12 (N-dodecyl-N,N-dimethyl-3-ammo-
nio-1-propansulfonate; SB12) was used to solubilise the membrane
components. The membrane pellet obtained after the final washing
was resuspended in 20 mM Tris-HCl buffer (pH 7.6), and SB12 was
added to a final concentration of 2 % (w/v). The suspension was
stirred for 2 h and then centrifuged at a force of 100 000 g for 40 min.
Two extraction steps were performed.


Protein Purification: All purification procedures were performed at
pH 7.6 and 4 8C. The solubilised membrane extract was loaded on a
DEAE Sepharose Fast Flow column (5� 40 cm; Pharmacia), equili-
brated with buffer A (20 mM Tris-HCl buffer containing 0.2 % SB12
(w/v)). The column was washed with buffer A (400 mL) and a linear
gradient from 0 ± 40 % buffer B (100 mM Tris-HCl buffer containing
0.2 % SB12 and 1 M NaCl; 2.4 L) was applied. After this, a second
gradient of 40 ± 100 % buffer B (0.75 L) was utilised.


TpII-c3 : The cytochrome-containing fraction that eluted from the
DEAE column at around 15 % buffer B was pooled, concentrated and
dialysed against buffer A. This fraction was then passed over a
Pharmacia Q-Sepharose high-performance column (Hiload 26/10,
flow rate 5 mL minÿ1) equilibrated with buffer A. A stepwise gradient
of 0 ± 1 M NaCl was performed. The cytochrome-containing fraction
that eluted at 150 mM NaCl was pooled, concentrated and loaded on
a Pharmacia S-75 gel filtration column equilibrated with 50 mM Tris-
HCl buffer containing 0.2 % SB12 and 100 mM NaCl. The cytochrome-
containing fraction from this column was pooled, concentrated and
dialysed against buffer A. This fraction was then again passed over a
Pharmacia Q-Sepharose high-performance column (Hiload 16/10,
flow rate 3 mL minÿ1) equilibrated with buffer A. A linear gradient
was performed (0 ± 200 mM NaCl), and pure TpII-c3 eluted at 120 mM


NaCl. The purity index (A551(red)-A570(red)/A280(ox)) was 2.2 and the
amount of TpII-c3 obtained was 7 mg.


TpI-c3 from the membrane fraction: The cytochrome-containing
fraction that eluted from the DEAE column before the start of the
gradient was pooled, concentrated and dialysed against buffer A.
This fraction was then passed over a Pharmacia Q-Sepharose high-
performance column (Hiload 26/10, flow rate 5 mL minÿ1) equili-
brated with buffer A. A stepwise gradient of 0 ± 1 M NaCl was
performed. The fraction that eluted before the start of the gradient
was pooled, concentrated and dialysed against 20 mM Tris-HCl buffer.
This fraction was then passed again over a Pharmacia S-Sepharose
high-performance column (Hiload 16/10, flow rate 3 mL minÿ1)
equilibrated with 20 mM Tris-HCl buffer. A stepwise gradient of 0 ±
1 M NaCl was performed, and pure TpI-c3 eluted at 250 mM NaCl. The
purity index (A551(red)-A570(red)/A280(ox)) was 3.8 and the amount of
TpI-c3 obtained was 10 mg. The identity of this cytochrome was
confirmed by determination of its N-terminal sequence.


Analytical methods: Protein concentration was determined with the
Bicinchoninic Acid assay from Pierce, with soluble TpI-c3 as a
standard. The pyridine hemochrome was performed according to
Berry and Trumpower,[59] with the millimolar absorptivity of
erÿo,550ÿ535� 23.97 mMÿ1cmÿ1 for heme c. SDS-PAGE was performed
according to Laemmli.[60] Gels were stained with Coomasie Blue for
proteins, and tetramethylbenzidine for c-type cytochromes.[61] The
isoelectric point was determined by analytical isoelectric focussing
with a Bio-Rad model 111 mini IEF cell. A pH gradient of 3.5 ± 10 was
obtained with carrier ampholites. Protein molecular masses were
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determined by SDS-PAGE with BioRad low-range protein standards.
Molecular mass determination by native size-exclusion chromatog-
raphy was performed on a Pharmacia superdex 75 HR column,
calibrated with Pharmacia low molecular mass calibration kits. For
N-terminal sequencing, the protein was adsorbed onto a poly(vinyl-
idene difluoride) (PVDF) membrane (ProSorb, Perkin-Elmer) and
washed repeatedly to remove salts and detergent. The N-terminal
sequence was obtained by the method of Edman and Begg[62] with
an Applied Biosystem model 470A sequencer.


Spectroscopic methods: UV/Vis spectra were obtained with a
Shimadzu (UV 260) spectrophotometer. EPR spectra were recorded
on a Brucker ESP 380 spectrometer equipped with an ESR 900
continuous-flow helium cryostat (Oxford Instruments), as previously
described.[63] Redox titrations monitored by visible spectroscopy
were performed in an anaerobic chamber, in 40 mM Tris-maleate
buffer (pH 7.6), following the changes in absorbance at the a band of
the reduced hemes, corrected for the corresponding isosbestic
points and with buffered sodium dithionite as the reductant and
potassium ferricianide as the oxidant. The following redox mediators
were used (at a final concentration of 3.5 mM each): Gallocyanine,
indigo tetrasulfonate, indigo trisulfonate, indigo disulfonate, 2-hy-
droxy-1,4-naphthoquinone, anthraquinone-2,7-disulfonate, anthra-
quinone-2-sulfonate, safranine, neutral red, benzyl viologen and
methyl viologen. The reduction potentials are referenced to the
standard hydrogen electrode.


Enzymatic activities: For the reduction of cytochromes with hydrog-
enases, all experiments were performed in a stirred cell, with a
hydrogen overpressure of 15 kPa flowing through the cell, and linked
with a Shimadzu UV3100 spectrophotometer. The buffer used in all
cases was 100 mM Tris-HCl (pH 7.6). The [NiFe] and [NiFeSe] hydrog-
enases were activated by flushing with hydrogen for about 1 h and
then leaving overnight at 4 8C under a hydrogen atmosphere. The
[Fe] hydrogenase was preactivated by standing for 1 h inside an
anaerobic chamber. The reduction of the cytochromes was meas-
ured by following the increase in absorption at 551 nm for TpII-c3 and
553 nm for TpI-c3 , with the respective absorption coefficients. The
rates were measured from the linear portion of the reduction curves.
The concentrations used were chosen so that a reasonable rate could
be measured, after having assured that the rates were proportional
to the hydrogenase concentrations. Each of the experiments,
performed as previously described,[31] was repeated at least three
times. The same procedure was used for the [NiFe] and [NiFeSe]
hydrogenases, with the following concentrations: TpII-c3/H2ase: 4 mM


TpII-c3 and 14 nM H2ase; TpI-c3/H2ase: 4 mM TpI-c3 and 14 nM H2ase;
TpII-c3/H2ase/TpI-c3 : 4mM TpII-c3 , 14 nM H2ase and 14 nM TpI-c3 . The
concentrations used in the experiments with the [Fe] hydrogenase
were: TpII-c3/H2ase: 4mM TpII-c3 and 28 nM H2ase; TpI-c3/H2ase: 4mM


TpI-c3 and 2.8 nM H2ase; TpII-c3/H2ase/TpI-c3: 4mM TpII-c3 , 28 nM H2ase
and 28 nM TpI-c3. At the end of each experiment the cytochromes
were reduced with dithionite to check that reduction by the
hydrogenase had been complete.


Sequence analysis tools and molecular modelling: Preliminary
sequence data from the DvH genome was obtained from The
Institute for Genomic Research website at http://www.tigr.org. The
nucleotide sequence data were analysed with the Genetics Com-
puter Group (Wisconsin) package provided by the Portuguese
EMBnet Node (PEN) and Neural Networks for Eukaryotic Promoter
Prediction.[64] A three-dimensional model of DvH TpII-c3 was
generated with the Swiss-Model program,[43] with the structures of
the oxidised and reduced Da TpII-c3


[41] (PDB accession numbers:
3CAOA and 3CARA, respectively) as templates. The structures of
several cytochromes were retrieved from the Protein Data Bank, with
the following accession numbers: DvH TpI-c3 : 2CTH;[24] DvM


cytochrome c3 : 2CDV;[22] Dg cytochrome c3 : 1WAD;[26] Dd27k cyto-
chrome c3 : 3CYR;[24] Dmn cytochrome c3 : 2CY3.[25] The cytochromes
were structurally aligned with the program MODELLER 4.[44] The
surface electrostatic potential of the cytochromes was calculated
with the program GRASP.[46] Figure 6 was prepared with the GRASP[46]


and Raster 3D programs.[57] Sequence alignments not based on
structure were performed with the ClustalW program, version 1.8.[65]
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Assignment of the Nonexchanging Protons of
the a-Spectrin SH3 Domain by Two- and Three-
Dimensional 1H ± 13C Solid-State Magic-Angle
Spinning NMR and Comparison of Solution and
Solid-State Proton Chemical Shifts
Barth-Jan van Rossum,* Federica Castellani, Kristina Rehbein, Jutta Pauli, and
Hartmut Oschkinat*[a]


The assignment of nonexchanging protons of a small micro-
crystalline protein, the a-spectrin SH3 domain (7.2 kDa, 62 resi-
dues), was achieved by means of three-dimensional (3D) hetero-
nuclear (1H ± 13C ± 13C) magic-angle spinning (MAS) NMR dipolar
correlation spectroscopy. With the favorable combination of a high
B0-field, a moderately high spinning frequency, and frequency-
switched Lee-Goldburg irradiation applied during 1H evolution, a
proton linewidth �0.5 ppm at 17.6 Tesla was achieved for the
particular protein preparation used. A comparison of the solid-
state 1H chemical shifts with the shifts found in solution shows a
remarkable similarity, which reflects the identical protein structures


in solution and in the solid. Significant differences between the MAS
solid- and liquid-state 1H chemical shifts are only observed for
residues that are located at the surface of the protein and that
exhibit contacts between different SH3 molecules. In two cases,
aromatic residues of neighboring SH3 molecules induce pro-
nounced upfield ring-current shifts for protons in the contact area.


KEYWORDS:


NMR spectroscopy ´ protein structures ´ SH3 domains ´
structure elucidation


Introduction


Magic-angle spinning nuclear magnetic resonance (MAS NMR)
dipolar correlation spectroscopy is rapidly developing into a
technique for de novo structure determination of biological
systems.[1] While dipolar correlation spectroscopy focusing on
13C or 15N nuclei is now being used routinely in assignment and
structure refinement studies of multiply isotope enriched
organic or biological solids,[1±8] 1H MAS NMR has not yet found
a similarly widespread application. This is due to the combined
effect of the strong homonuclear dipolar interactions between
the abundant protons in the solid state and the small proton
chemical shift dispersion, which limits the resolution in the 1H
spectrum.


On the other hand, the high abundance and gyromagnetic
ratio g of the protons offers at the same time an attractive
potential for correlation spectroscopy in structural research. For
example, 1H ± 13C dipolar interactions are about four times
stronger than the homonuclear 13C dipolar couplings and,
hence, heteronuclear correlations are readily obtained. Further-
more, polarization exchange mediated through the strong 1H
homonuclear interactions is easy to establish.[9±11] This will be
important for the collection of structural restraints, since protons
are located at the exterior of the carbon skeleton and
interresidue distances dCH and dHH are generally shorter than
the dCC. Hence, both the high g value and the advantageous spin


topology favors the use of protons in intermolecular or
interresidual polarization transfer. Along these lines, several
examples of the application of two-dimensional (2D) 1H ± 13C
heteronuclear correlation spectroscopy and 2D 1H homonuclear
single- and double-quantum spectroscopy to study hydrogen
bonding and to obtain CH and HH distance information have
been reported recently.[12±15]


A prerequisite for the integration of protons in structure
determination concepts is sufficient resolution of the 1H
spectrum to enable an unambiguous assignment and for
separating the various interactions under consideration. The
most straightforward way to obtain improved proton resolution
is by exploiting the large chemical shift dispersion of a second
type of nucleus (for example, 13C or 15N) or of the heteronuclear
dipolar couplings (such as 1H ± 13C or 1H ± 15N) in multidimen-
sional correlation spectroscopy.


Of equal importance is the fact that the homogeneous
broadening arising from the 1H ± 1H couplings can be partly
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removed by application of radio frequency (RF) schemes that
manipulate the spin Hamiltonian and effectively decouple the
proton spins. Techniques based on Lee-Goldburg (LG) irradi-
ation[16] have proven particularly useful for this aim, since they
can be combined with elevated MAS frequencies. Frequency-
switched LG (FSLG) or phase-modulated LG (PMLG) irradiation
applied during indirect 1H detection significantly enhances the
proton resolution.[17±19] Alternatively, during 1H observation, the
semi-windowless WHH-4 sequence can be applied successful-
ly.[20] Finally, a high magnetic field induces a line-narrowing effect
on the proton response,[12, 21, 22] which, in combination with an
increased chemical shift dispersion, will help to increase the
resolution.


The application of solid-state NMR technology to obtain
structural information of progressively larger biological systems
was initiated many years ago, but is not yet fully established. In
this paper, we focus on the assignment of the 1H signals of a
microscopically ordered, moderately sized, and uniformly
13C,15N-enriched protein in the solid state and on the linewidth
that is achievable. We show that it is possible to arrive at an
almost complete solid-state NMR assignment of the nonex-
changeable proton responses of the a-spectrin SH3 domain
(7.2 kDa, 62 residues). The assignment was achieved by means of
high-field FSLG-decoupled 2D (1H ± 13C) and 3D (1H ± 13C ± 13C)
heteronuclear dipolar correlation spectroscopy, based on the 13C
and 15N assignment published earlier.[8, 23] The comparison of the
solution- and solid-state chemical shifts suggests identical
structures in both states, and similar crystal packing in our solid
preparation and the one from which the crystal structure was
derived.


Results


Recently, it was demonstrated that precipitates of the a-spectrin
SH3 domain can be prepared reproducibly with a high degree of
microscopical order and structural homogeneity, which lead to
well-resolved MAS NMR spectra.[8, 23] From these preparations it
was possible to obtain nearly complete sequence-specific
assignments of the observable 13C and 15N signals through
experiments with selective NiCa


i and NiCOiÿ1 heteronuclear
polarization transfer followed by a 13C homonuclear correlation
unit.[8] Based on this assignment of the 13C resonances, the 1H
signals of the side chains can be assigned by multidimensional
heteronuclear 1H ± 13C dipolar correlation spectroscopy. For this
purpose, we have applied a 2D LG experiment (Figure 1 A) and a
3D 1H ± 13C ± 13C correlation technique (Figure 1 B).


Figure 2 shows 2D 1H ± 13C heteronuclear dipolar correlation
spectra of the a-spectrin SH3 domain recorded with the pulse
program depicted in Figure 1 A, with LG cross-polarization
(LGCP) mixing times tLGCP of 350 ms (Figures 2 A and B), and
2.0 ms (Figures 2 C and D). At short LGCP mixing times, a proton
exchanges magnetization with its directly bonded carbon, while
polarization transfer to remote carbons is relatively inefficient in
a uniformly 13C-labeled environment and requires longer mixing
times.[13] This can be explained in terms of a truncation of the
weak CH dipolar couplings to distant carbons by the strong
heteronuclear dipolar interaction within the directly bonded CH


spin-pair. A similar argument was recently used to account for
1H ± 15N heteronuclear transfer processes observed in the PISEMA
experiment.[24] Hence, the correlations in Figures 2 A and B
mainly reflect polarization exchange between directly coupled
protons and carbons. In contrast, Figures 2 C and D show a
heteronuclear dipolar correlation experiment that was obtained
with a relatively long tLGCP of 2.0 ms. In this dataset, correlations
occur with both directly bonded and remote protons which may
be intra- or interresidue ones.


From the data in Figure 2 B, a few aliphatic protons can be
readily assigned through correlations with 13C that show unique
carbon shifts. Among these are for example the Hb of A55,
correlated with the Cb at d�15.9,[8] the Hd of I30, correlated with
the Cd at d�11.4, and the Hb of the threonines. Evidently, most of
the remaining 1H resonances can not be assigned unambigu-
ously from the 2D data due to overlap in the 1H and 13C
dimensions.


In order to increase resolution, a 3D 1H ± 13C ± 13C heteronu-
clear dipolar correlation experiment of the a-spectrin SH3
domain was recorded with the pulse program depicted in
Figure 1 B. The 3D experiment embodies a straightforward
combination of the 2D 1H ± 13C FSLG-decoupled heteronuclear
correlation experiment in Figure 1 A with the radio frequency


Figure 1. Pulse programs used for the 2D (A) and 3D (B) heteronuclear dipolar
correlation experiments. During proton evolution in t1, FSLG decoupling is
applied. The phase listing in (A) is according to f1�x,ÿx,y,ÿy,ÿx,x,ÿy,y;
f2�x,x,y,y,ÿx,ÿx,ÿy,ÿy; f3�ÿx,ÿx,ÿy,ÿy,x,x,y,y; f4�ÿy,ÿy,x,x,y,y,
ÿx,ÿx; f5�y,y,ÿx,ÿx,ÿy,ÿy,x,x,ÿyÿy,x,x,y,y,ÿx,ÿx; f6�x,x,ÿx,
ÿx,y,y,ÿy,ÿy and fadc�x,ÿx,ÿx,x,y,ÿy,ÿy,y,ÿx,x,x,ÿx,ÿy,y,y,ÿy. The
phase listing in (B) is f1�x,ÿx,ÿx,x; f2�x,x,ÿx,ÿx; f3�ÿx,ÿx,x,x;
f4�ÿy,ÿy,y,y; f5�y,y,ÿy,ÿy,ÿy,ÿy,y,y; f6�x,x,ÿx,ÿx,y,y,ÿy,
ÿy; f7�y,y,ÿy,ÿy,x,x,ÿx,ÿx,ÿy,ÿy,y,y,ÿx,ÿx,x,x; f8�y,ÿx,y,
ÿx,ÿx,y,ÿx,y; f9�x,x,ÿx,ÿx,y,y,ÿy,ÿy and fadc�y,ÿy,ÿy,y,ÿx,x,x,
ÿx,ÿy,y,y,ÿy,x,ÿx,ÿx,x. TPPM� two-pulse phase modulation, RAMP-CP�
ramped cross-polarization.
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driven dipolar recoupling (RFDR) technique, which recouples in
the second transfer step the 13C homonuclear dipolar interac-
tions that are otherwise averaged by sample spinning.[2, 25] To
maintain selectivity during the heteronuclear transfer, a short
tLGCP of 350 ms was applied in the 3D experiment.


The assignment procedure applied to the 3D dataset is
illustrated in Figure 3. Figure 3 A shows a contour plot of a 2D 13C
homonuclear RFDR spectrum of the a-spectrin SH3 domain. The
lines in the figure specify the correlation network of a selected
residue, V58. Figure 3 B shows several 1H ± 13C (w1 ± w3) slices
extracted from the 3D experiment. The numbering of the slices
corresponds with the numbering of the correlations in Figure 3 A
and helps to keep track of the w2 positions of the respective
signals in the 3D spectrum. For instance, the numbers 1 and 2 in
Figure 3 A mark the valine residue's correlations of the Cg2 at d�
19.6 (w2) with the Ca and Cb, respectively. Slice 1 shows the
corresponding Hg2 ± Cg2 ± Ca cross-peak in the 3D spectrum with
a 13Ca (w3) shift around d� 57.9, while slice 2 represents the Hg2 ±
Cg2 ± Cb correlation with a w3 shift of d�35.6 for the Cb. From
these slices it is possible to assign the Hg2 of V58 unambiguously.
In a similar way, slices 3 ± 6 provide the chemical shifts of the Hb


and Ha for the selected valine.
This procedure can be extended to assign other protons, and


we were able to arrive at an almost complete assignment of the
observable proton signals. The solid-state shifts dsolid are listed in
Table 1. Some of the residues are not included in the table, since


for these residues no solid-state NMR signal was detected with
the pulse sequences employed. Among these are residues 1 ± 5
at the N terminus and D62 at the C terminus. This has been
reported previously and was explained in terms of the presence
of multiple conformers interconverting at unfavorable rates or
an interference of the increased mobility with the NMR
conditions.[8, 23] Work is currently in progress to study the
underlying mechanisms that lead to the apparent signal loss.


The solid-state proton assignment obtained from the 3D
spectrum requires the carbon assignment as input. On the other
hand, due to the additional proton dimension the overall
resolution is enhanced. As a result, carbon ± carbon correlations
that were otherwise overlapping are now separated. An example
of this improved resolution can be found in Figure 3. The
correlation Ca ± Cg1 of V58 (tagged as ª5º) overlaps with the Ca ±
Cg1 cross-peak of V53 in the 13C ± 13C experiment. This overlap is
resolved in the proton dimension of the 3D experiment (see
slice 5 in Figure 3 B).


Discussion


In this paper we report a nearly complete proton assignment of a
moderately sized protein in the solid-state, through the use of
3D heteronuclear correlation spectroscopy. The assignment was
possible because of comparably narrow proton lines that are
resolved in the solid-state 3D data as a result of a combination of


Figure 2. Contour plots and 1H projections of two 2D FSLG-decoupled 1H ± 13C heteronuclear dipolar correlation spectra of a microcrystalline [U-13C, 15N] a-spectrin SH3
domain sample, recorded at a field of 17.6 T and a spinning frequency of wR/2p� 11.5 kHz. The data were obtained with an LGCP contact of 350 ms (A, B) or 2.0 ms (C, D).
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effective proton homonuclear decoupling, which reduces the
homogeneous line width, and the high degree of structural
order in our sample that minimizes the inhomogeneous line
broadening.


The short LGCP contact time of 350 ms applied in the 3D
experiment for the transfer of polarization from 1H to 13C results
in highly selective correlations between directly bonded CH
pairs, due to heteronuclear dipolar truncation effects in the
uniformly 13C enriched preparation. On the other hand, protons


that are not bound to a 13C atom, for instance
protons attached to a nitrogen atom, can
transfer polarization within a short LGCP
contact to adjacent nonprotonated car-
bons.[13] In such spin clusters only weak
heteronuclear couplings are present, and the
truncation picture sketched above clearly
does not hold. An example of this effect is
illustrated in Figure 2 A, where correlations
between the NHe1 protons of the tryptophan
side chains and the neighboring quarternary
Ce2 are observed, while correlations involving
the equally distant but protonated Cd1 are of
much lower intensity. A more interesting
manifestation of the same effect is found in
the range d� 7 ± 10 and involves NH proton
responses correlating with the COiÿ1 of the
preceding amino acid, that resonate with a 13C
chemical shift around d�175 (Figure 2 A). In
contrast, polarization transfer from the NHi to
the Ca


i during the short tLGCP of 350 ms is less
efficient due to the presence of the strongly
coupled Ha


i (Figure 2 B).
In the 2D 1H ± 13C heteronuclear correlation


spectrum recorded with a long contact time
of 2.0 ms, protonated carbons receive addi-
tional polarization from remote protons (Fig-
ures 2 C and D). Although the spectrum is not
selective in the sense that each 13C atom
receives only polarization from its directly
bonded proton, the transfer events are still
well-defined. For instance, the Cb of the
alanines correlate with their own Hb and Ha


and with a backbone amide proton, but not
with 1H from other side chains. Likewise, for
the threonine networks, transfer processes of
the form Ha!Cb, Hg!Cb, and Hb!Ca are
observed. At this long mixing time, correla-
tions of the Ca with more than one backbone
amide protons are now detected. Particularly
resolved are the correlations involving the Ca


of T32, that resonates around d� 62.9, well-
separated from most other Ca signals. The Ca


of this threonine shows correlations with two
resolved NH protons, that we tentatively
assign to its own and that of the neighboring
amino acid L33.[26] Such sequential polariza-
tion transfer events may assist the sequential


assignment, but prevents the assignment of the NH resonances
with the present data set. Work to assign the NH protons, and to
study transfer processes involving these protons in detail is
currently in progress.


Once the solid-state proton assignment has been obtained, it
is instructive to compare the chemical shifts of the protons in the
solid state dsolid with the shifts dliquid obtained by solution NMR.
The solution data have been recorded at two different pH values,
pH 3.5 and pH 7.3. The pH 7.3 data are closest to those of our


Figure 3. Contour plot of a 2D 13C homonuclear RFDR spectrum (A) and 1H ± 13C (w1 ± w3) slices (B)
extracted from a 3D heteronuclear (1H ± 13C ± 13C) dipolar correlation spectrum of microcrystalline
[U-13C, 15N] a-spectrin SH3 domain sample. The spectra were recorded at a field of 17.6 T and a spinning
frequency of wR/2p� 8.0 kHz. The 3D experiment was obtained by exploiting an LGCP contact of 350 ms
and RFDR mixing of 2.0 ms. The numbering of the correlations in (A) corresponds with the numbering of
the slices in (B).
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Table 1. 1H solid-state chemical shifts and 1H solution chemical shifts (in italics ; measured at pH 7.3 and T� 300 K) of the a-spectrin SH3 domain.[a]


Residue Chemical shift (d)[b]


Ha Hb Hg Hg1 Hg2 Hd Hd1 Hd2 He Hz


E7 4.8 2.1 1.8
4.46 1.96 2.25/2.20


L8 5.3 1.0 0.9 ÿ0.5 [0.7][c]


5.39 1.74/1.34 1.70 0.81 0.78
V9 5.3 1.9 1.0 0.8


5.16 1.99 1.04 0.78
L10 5.2 1.4 1.0 0.8 0.9


5.12 1.69/1.36 1.27 0.80 0.82
A11 4.6 1.6


4.59 1.66
L12 4.1 1.3/0.5 1.5 0.7 0.7


3.88 1.17/0.7 0.68 0.62
Y13 4.5 3.2/1.6


4.58 3.05/2.08
D14 4.7 2.7


4.61 2.82/2.57
Y15 4.7 3.0


4.64 3.00/2.89
Q16 4.6 1.8 2.3


4.45 1.78 2.27
E17 4.3 1.8 1.8


4.23 2.16/1.83 2.16
K18 4.6 1.8 1.4 1.5(0.3)[d] 2.9


4.43 2.00 1.67/1.48 1.73 3.08
S19 4.3 3.3/4.0


4.86 3.73/4.09
P20 4.6 2.3/1.7 2.0 2.3


4.56 2.47/1.95 2.07/1.98 3.88/3.77
E22 5.3 [2.3]/1.9 2.2


5.45 2.75/2.18 2.35/2.05
V23 4.6 1.9 0.7 0.6


4.50 1.82 0.59
T24 5.3 4.0 1.4


5.09 3.93 1.34
M25 5.0 1.9 2.8


4.92 2.22/1.83 2.68/2.57
K26 5.0 1.7 1.5 1.7 3.1


4.88 1.71 1.41 3.02
K27 3.3 1.5 1.1 1.9 3.0


3.26 1.58/1.52 1.11 1.59 2.90
G28 4.5/3.5


4.43/3.49
D29 4.7 2.7


4.49 2.81/2.49
I30 5.1 2.3 1.5 0.7 1.0


5.02 1.77 1.72/1.15 0.91 0.88
L31 5.1 1.5 1.6 1.4(0.3) [0.9]


4.99 1.45/1.58 0.87
T32 4.7 4.3 1.3


4.56 4.10 1.13
L33 4.6 1.7/1.0 1.2(0.2) 0.3 0.8


4.36 1.79/1.11 1.14 0.40 0.68
L34 4.7 1.1 1.3(0.2) 0.7


4.51 1.41/1.12 0.69
N35 4.8 2.8(0.3)


4.70 2.73/2.68
S36 4.2 3.1/2.3


3.86 2.82/2.02
T37 4.2 4.3 1.4


3.96 4.21 1.31
N38 4.8 [3.9]/2.9


4.85 3.70/2.90
D40 4.6 2.4


4.54 2.62/2.25
W41 5.0 2.7


5.08 2.93/2.81
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wet-solid SH3 preparation, which is prepared by precipitation
from solution after increasing the pH value to �7.5.[23] However,
the SH3 concentration at pH 7.3 is low (<0.15 mM), and we were
unable to arrive at a complete 1H assignment at this pH value.
For this reason, additional solution data were recorded at pH 3.5,
and led to a full 1H assignment. A convenient way to compare
the data graphically is shown in Figure 4, where the dsolid are
correlated with the corresponding dliquid. All protons compared in
this figure are nonexchangeable, the only exceptions being the
two tryptophan NH side chain protons. In the correlation plots,
the main part of the proton resonances from the two assign-
ments is found along a straight line with relatively little scatter. A
linear least-squares fit of this main response yields dsolid�
(1.003 dliquid�0.18) for pH 3.5. The small deviation from unity in
the slope can be attributed to a minor uncertainty in the


determination of the LG scaling factor (see Materials and
Methods). The associated error is insignificant and well within
the experimental error of d of 0.1. The offset of dsolid of 0.18
suggests a small difference of the shift in the solid state and in
solution of the Hb of A55, which was used for the calibration of
the solid-state proton response. In order to avoid a systematic
error in the solid-state 1H shifts reported in this paper, the dsolid


listed in Table 1 have been recalibrated (see Materials and
Methods).


The structures of the SH3 domain in the liquid[27] and solid
state[28] are highly similar. This is also reflected by the overall
close correspondence of the proton chemical shifts of the two
states (see Figure 4 and Table 1). On the other hand, a few
residues exhibit 1H shifts in the solid state that are notably
different from those in solution at both pH values. These


Table 1. (Continued)


Residue Chemical shift (d)[b]


Ha Hb Hg Hg1 Hg2 Hd Hd1 Hd2 He Hz


W42 5.7 3.0/2.7
5.49 2.94/2.80


K43 4.4 1.2 1.0 1.5 2.7
4.36 1.52/1.17 0.99 1.30 2.56


V44 5.4 2.0 0.7 0.8
5.37 2.11 0.79 0.75


E45 5.3 2.1 2.1
5.39 1.88 2.05


V46 5.0 2.2 0.6 1.2
4.50 2.11 0.98 1.03


D48 4.9 2.6(0.2)
4.33 2.85


R49 4.6 2.1 1.9(0.2) 3.4
4.65 1.85 1.77/1.59 3.34/3.27


Q50 5.9 1.8 [2.3]
5.52 1.91/1.59 2.38/2.16


G51 4.0
3.94


F52 5.6 3.2/2.6 7.4 7.3 7.0
5.63 3.17/2.60


V53 4.8 1.7 1.0 0.6
0.68


P54 3.5 0.8/0.3 0.5 2.2
3.54 1.27/0.81 0.65 2.45/2.15


A55 2.6 ÿ0.2
2.65 ÿ 0.06


A56 4.1 1.2
3.99 1.18


V58 5.6 1.9 0.7 0.8
5.49 1.89 0.73 0.74


K59 5.0 1.8 1.5 1.6 3.0
4.82 1.73 1.43 1.70


K60 4.5 1.9 1.7 [2.0] 2.7
4.50 2.02/1.80 1.66/1.44 1.69


L61 4.8 1.4 1.6 [0.5]
4.40 1.60 0.89 0.87


Hd1 He1 He3 Hh1 Hz2 Hz3


W41 7.2 10.3 6.9 7.2 7.4 6.5
W42 7.6 9.6 6.9 7.2 7.7 6.6


9.3


[a] The solid-state data were calibrated by setting the shift of A55 Hb to d�ÿ0.24 (see Materials and Methods). The solution shifts were obtained as described
under Materials and Methods. [b] The overall error for the solid-state proton chemical shifts d is estimated at 0.1. [c] Values within square brackets could not be
assigned unambiguously. [d] Values within parenthesis indicate errors in d larger than 0.1.
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residues are indicated in the correlation plots (Figure 4) and their
side chains are shown in a structural model of the SH3 domain in
Figure 5 A. They are all located on the surface of the protein. The
most significant differences between the solid- and liquid-state
chemical shifts are found for the CH2


d of P20 and the CH3
d1


methyl of L8 (� and � in Figure 4, respectively). The chemical
shift of P20 Cd is shifted upfield relative to the shifts found in
solution, by ÿ1.1 (pH 3.5) and ÿ1.2 (pH 7.3), and the chemical
shift of Hd, by ÿ1.5 for both pH values. In the structural model
obtained by X-ray diffraction,[28] this proline is located above the
aromatic ring of Y13 from a neighboring SH3 domain, with the
Cd at a distance of approximately 3.5 � above the tyrosine ring
and the two d protons at about 3 � (Figure 5 B). Based on
computations of ring-current shifts for conjugated ring systems,
upfield shifts of approximately ÿ1.0 and ÿ1.5 are estimated for
the Cd and Hd in this configuration, respectively.[29] This is well in
agreement with the solid-state data. Likewise, the pronounced
upfield shifts detected for L8, of ÿ1.3 at both pH values for the
chemical shift of Hd1, and ofÿ1.9 (pH 3.5) orÿ2.2 (pH 7.3) for the
Cd1 relative to the liquid state, reflects the presence of the nearby
phenyl ring of F52 from a second SH3 molecule in the
X-ray crystal structure (Figure 5 C). These data suggest a similar
crystal packing in our preparation and those used for deriving
the X-ray crystal structure.


In summary, we achieved a nearly complete assignment of the
observable aliphatic proton signals of a nonoriented, moderately
sized (7.2 kDa) protein in the solid state. The relatively narrow
lines in the proton dimension due to the FSLG decoupling and
the resolution enhancement resulting from the additional 13C
dimensions in the 3D experiment raise the expectation that the
solid-state 1H responses may be of particular interest for the
study of uniformly labeled ligands of membrane-integrated
receptors. Although the SH3 domain provides a favorable case in
terms of structural homogeneity and, hence, linewidth, we
envisage that the solid-state NMR proton response of small
ligands functionally bound to a receptor in a structurally unique
binding pocket can be assessed. The strategy followed here can


provide structural information on
the basis of the chemical shift
assignment. The sensitivity of pro-
tons to local structural changes
within the protein environment
makes them extremely suitable
for probing the folding of the
ligand in the receptor-bound
state, by comparing the solid-
state shifts to the data in solution.
In addition, the positioning of
protons at the outside of the
molecule makes them responsive
to noncovalent interactions,
monitored, for example, through
ring-current shifts induced by ar-
omatic rings in the intermolecular
contact area. This may offer an-
other interesting potential in the
study of the binding of receptor ±
ligand complexes.


Figure 5. A) 3D structural model of the backbone of the a-spectrin SH3 domain,
according to solution NMR spectroscopy.[27] The residues that have different
chemical shifts in the solid and liquid state are indicated in the figure. B) and
C) Intermolecular contacts between different SH3 domains according to the
crystal structure, showing in detail the contacts P20/Y13 (B) and L8/F52 (C).[28]


Figure 4. Correlation plot of the solid-state proton chemical shifts versus the liquid-state shifts at pH 7.3 (A) and
pH 3.5 (B). The main response (&) is found along a straight line with relatively little scatter. The dashed lines
represent linear least-squares fits of the main response. Some residues (L8, S19, P20, and I30) exhibit solid-state
proton shifts that differ significantly from the shifts found in solution ; these are indicated in the figure.
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Materials and Methods


All solid-state CP/MAS NMR spectra were recorded at a field of 17.6 T
on a DMX-750 spectrometer, equipped with a 4 mm double-
resonance CP/MAS probe (Bruker, Karlsruhe, Germany). For the
correlation experiments, a preparation containing uniformly 13C- and
15N-enriched a-spectrin SH3 domain (�1.4 mmol; 10 mg) was used.[8]


The sample was confined to the center of the rotor by use of spacers
to optimize RF homogeneity. All data were collected at ambient
temperature.


For the FSLG decoupling,[17, 18] a proton RF power of 102 kHz was
used, which corresponds to an effective LG nutation frequency of
125 kHz. Prior to the experiments, the efficiency of the FSLG
decoupling was optimized on a preparation of natural abundance
adamantane. This was done by observing the JCH couplings in 1D 13C
spectra collected with FSLG irradiation during data acquisition, and
by fine-tuning of the LG offset frequencies and appropriate timing of
delays to yield optimally resolved doublet and triplet line shapes for
the CH and CH2 moieties, respectively. The resultant offset frequen-
cies are about 5 % higher than the values calculated from the 1H
nutation frequency. A slight increase of the offset frequency above a
LG condition generally results in a more favorable scaling factor,
while the additional line broadening as the consequence of a slight
deviation from optimal LG irradiation is only very moderate. The 1H
chemical shift scaling factor for the FSLG experiments was deter-
mined experimentally on a preparation of [U-13C] tyrosine-HCl, by
correlating the scaled proton shifts from an FSLG experiment to the
corresponding nonscaled proton shifts obtained with CP wide-line
separation correlation spectroscopy[30] at a moderately high field
(11.8 T) and fast MAS (25.0 kHz).[21, 31] Following an analogous
procedure to that for the 13C assignment,[8, 23] the proton response
was initially calibrated by setting the shift of the A55 Hb to d�ÿ0.06,
which is its value in solution at pH 7.3. Since this leads to a systematic
shift of �0.18 for the other proton resonances, the dsolid values listed
in Table 1 have been recalibrated by setting the shift of A55 Hb to d�
ÿ0.24.


All cross-polarization units contained a ramped spin-lock pulse on
the carbon nuclei to broaden the CP matching profile at high MAS
frequencies (RAMP-CP).[32] Selective heteronuclear polarization trans-
fer was achieved using LGCP.[33±35] A moderate proton RF power
corresponding to a 1H nutation frequency of 48 kHz was applied for
the LGCP. Proton decoupling was achieved by use of the two-pulse
phase-modulation (TPPM) decoupling scheme during all 13C acquis-
ition periods and during 13C evolution and mixing in the 3D (1H ±
13C ± 13C) correlation experiments.[36] A pulse length of 7.0 ms and a
phase-modulation angle of 20 degrees were used for the TPPM
decoupling.


The 2D 1H ± 13C heteronuclear dipolar correlation spectra were
recorded at a MAS frequency of wR/2p� 11.5 kHz with the pulse
sequence depicted in Figure 1 A. Following 1H excitation, the protons
are allowed to evolve for a time t1 under simultanuous FSLG
decoupling.[17, 18] The plane of the 1H nutation is perpendicular to an
axis that is inclined at the magic angle with respect to the z axis, and
the magic-angle pulse at the end of t1 rotates components of the 1H
signal into the xy plane. The LGCP selects and spin-locks the
component of the 1H signal that is parallel to the effective field, while
the 13C spins are on-resonance locked in the xy plane. In this way,
heteronuclear spin-locking is achieved, while simultaneously the 1H
homonuclear dipolar interactions are significantly suppressed. The
phase cycling of the pulses is indicated in the figure caption.
Additional shifts were applied to the phases f1, f4, and f5 to
compensate for the phase jumps during a frequency switch. The


phases of the proton preparation pulse, the FSLG sequence, and the
magic-angle pulse are varied according to a time-proportional phase
incrementation (TPPI) scheme to simulate phase-sensitive detection
in t1.[37]


The 3D (1H ± 13C ± 13C) heteronuclear dipolar correlation spectrum was
recorded at a MAS frequency of wR/2p� 8.0 kHz. The 3D dipolar
correlation method combines the 2D 13C homonuclear RFDR
technique[2, 25] with the 2D 1H ± 13C FSLG decoupled spectroscopy
of Figure 1 A. The pulse sequence for the 3D spectroscopy is shown
in Figure 1 B. The phase of the 13C RAMP-CP spin-lock pulse was
varied according to a TPPI scheme, while a TPPI supercycle was
applied to the proton pulses. The exchange of polarization through
homonuclear 13C dipolar interactions during tm was promoted by the
use of an integral multiple of XY-8 phase-alternated rotor-synchron-
ized trains of p-pulses as described previously.[2] Low power 13C p


pulses of �23 ms were applied to avoid signal losses due to
unwanted CP during the carbon recoupling. A short LGCP contact
time of 350 ms was used to minimize 1H homonuclear coherence
exchange during CP, while the RFDR mixing time was kept relatively
short (2.0 ms) to avoid exchange of proton modulation through
recoupling of the carbon spins.


For the proton assignment in solution at pH 7.3, homonuclear 2D
TOCSY, heteronuclear 13C ± 1H HSQC, 3D HBHA(CO)NH, and
H(CCO)NH-TOCSY spectra were recorded at room temperature
(300 K) on a Bruker DMX-400 spectrometer operating at a proton
frequency of 400.13 MHz. The assignment process was achieved by
the 1H and 15N chemical shifts published by Blanco et al.[27] Work to
compare in detail heteronuclear solid-state and solution shifts of the
SH3 domain at different pH values and at different temperatures is in
preparation.
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The heavy use of antibiotics during the second half of the last
century has resulted in widespread bacterial resistance.[1, 2]


Overcoming resistance requires the development of antibiotics
aimed at new targets in microorganisms.[3] Preferably, such
targets should be highly conserved in bacteria and required for
pathogenesis, but not found in humans. Herein, we describe the
design of a class of potential novel antibacterial agents called
ªpilicidesº. Pilicides target periplasmic chaperones, that is
proteins required for the assembly of organelles (pili) that allow
pathogenic Gram negative bacteria to adhere to host tissue.
Synthetic routes that enable the combinatorial synthesis of two
families of pilicides have been developed and used to prepare an
initial set of eight pilicides. Surface plasmon resonance showed
that the pilicides bind to two bacterial chaperones from
uropathogenic Escherichia coli and that the binding was in
agreement with affinities predicted by calculations. Importantly,
the most potent compounds were able to dissociate chaper-
one ± pilus protein complexes which are required for the
assembly of pili.


A large number of infectious Gram negative bacteria produce
pili, which are a family of extracellular, supramolecular protein
organelles that mediate attachment to host tissue.[4, 5] E. coli is
the main cause of urinary tract infections and the bacterium
assembles two types of disease-associated pili. Type 1 pili are
important for the development of common urinary tract
infections affecting the bladder (cystitis), while P pili are ex-
pressed in more severe infections that lead to kidney damage
(pyelonephritis).[5, 6] Type 1 and P pili have the saccharide-bind-
ing adhesins FimH and PapG, respectively, located at the tip of
the rodlike pilus, which is composed of approximately 1000 pilus
proteins of a few different types.[5] These two complex organelles
are assembled by the molecular chaperones FimC and PapD,
respectively. The chaperones bind to the pilus proteins as they
cross the cytoplasmic membrane and bring them across the
periplasmic space to assembly sites at the outer membrane of
the bacterium. Formation of chaperone ± pilus protein com-
plexes is required for assembly of pili, without which coloniza-
tion of host tissue can not occur. Bacterial periplasmic chaper-
ones therefore appear to be ideal targets for the development of
novel antibacterial agents.


Synthetic peptides from the conserved C-termini of pilus
proteins are bound by the PapD chaperone,[7] and the structures
of complexes between PapD and two of these peptides have
been solved by X-ray crystallography.[8, 9] The structure of the
complex formed between PapD and a C-terminal peptide from
the pilus adhesin PapG (1, Scheme 1) reveals that the C-terminus
of the peptide is anchored to the Arg 8 and Lys 112 residues in
PapD (Figure 1 a).[8] Interestingly, these two charged residues are
invariant in all known periplasmic chaperones and are critical for
the ability of chaperones to assemble pili.[10] The peptide ± PapD
complex is further stabilized by backbone hydrogen bonding
and by interaction of hydrophobic peptide side chains, such as
those of Leu and Phe at positions 2 and 4, with complementary
pockets in the chaperone (Figure 1 a). Identical interactions are
found in the complex formed between PapD and a peptide from
the pilus adaptor protein PapK.[9] Moreover, the key interactions
found in the peptide ± chaperone complexes are also present in
the native PapD ± PapK and FimC ± FimH protein ± protein com-
plexes.[11, 12]


The direct use of peptides as drugs has several severe
drawbacks, namely, peptides are poorly absorbed after oral
administration, they undergo rapid enzymatic degradation, and
are often quickly excreted.[13] Based on the structure of the
complex between PapD and the PapG peptide,[8] we have
therefore designed two families of pilicides: amino acid
derivatives 2 and pyridinones 3 (Scheme 1). These families target
the active site of periplasmic chaperones, and the two generic
structures were chosen to allow synthesis and optimization by
combinatorial chemistry. Pilicides 4 and 8, which predominantly
have aromatic substituents in the R1 ± R3-positions, were docked
manually into the active site of PapD so as to get insight into the
binding properties of PapD by computational studies. The
docking was done in such a way that the carboxyl group and the
amide backbone overlapped with the corresponding moieties in
the Phe ± Pro part of the complex between peptide 1 and PapD.
Energy minimization of the pilicide ± PapD complexes in
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Scheme 1. The structure of peptide 1 (which originates from the PapG adhesin),
in a complex with the E. coli chaperone PapD[8] was used to design two classes of
pilicides : amino acid derivatives 2 and pyridinones 3. From each class four
pilicides (4 ± 7 and 8 ± 11) were selected for synthesis, based on predicted
differences in their binding affinity for PapD. Peptide 12 corresponds to 1 but
originates from the FimH adhesin.


MacroModel[14] revealed that the anchoring of the pilicide
carboxyl group to the key residues Arg 8 and Lys 112 in PapD
was maintained. The naphthyl group in the R1-position of 4 and
8 then filled the hydrophobic pocket in PapD that was occupied
by the Leu and Phe side chains in the cocrystal with peptide 1
(Figure 1). Simultaneously, the pilicide R2 groups appeared to fit
well into a hydrophobic pocket in PapD, which was not occupied
by peptide 1. In addition, the R3 side chain of 4 was stacked
against a nonpolar face in PapD. To probe the validity of this
model, a further six pilicides (5 ± 7 and 9 ± 11, Scheme 1), with
groups of different size at positions R1, R2, and R3, were
modeled into the active site of PapD in the same manner as
for 4 and 8. A calculation of the affinities of 4 ± 11 for PapD by
the program VALIDATE,[15] suggested differences of more than
two orders of magnitude within each family in binding to PapD
(Table 1).[16]


The synthesis of the eight pilicides was performed as outlined
for 4 and 8 in Scheme 2. Thus, protected tyrosine 13 was first


Figure 1. a) Structure of the crystalline complex formed between the chaperone
PapD and a C-terminal peptide from the pilus adhesin PapG.[8] b), c) Energy-
minimized models of the complexes formed between PapD and pilicides 4 and 8,
respectively. Polar parts of the PapD surface are blue, nonpolar parts are brown,
while green represents intermediate polarity. (The figures were generated with the
Sybyl program.)


alkylated with 3-(2-bromoethyl)-1H-indole (!14) and then
acylated with 2-naphthoyl chloride to give 15. Removal of the
tert-butyl protecting groups by treatment with trifluoroacetic
acid gave 4 in 30 % overall yield from 13. Pyridinone 8 was
obtained in five steps through a novel procedure based on the
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Scheme 2. A) a) 3-(2-Bromoethyl)-1H-indole, Et3N, DMF, 65 8C, 18 h (46 %); b) 2-
naphthoyl chloride, DIPEA, CH2Cl2 , 0 8C!RT, 75 min (74 %); c) 2:1 TFA:H2O, RT,
90 min (87 %). B) a) Meldrum's acid, DMAP, CH2Cl2 , ÿ12 8C!RT, 4 h (91 %);
b) HCl(g), EtOH, 0 8C, 4 h; c) (R)-cysteine methyl ester hydrochloride, TEA, CH2Cl2 ,
0 8C!RT, 17 h, (83 % from 18) ; d) HCl(g), 1,2-dichloroethane, 0!64 8C, 11 h
(85 %); e) 0.1 M aq NaOH, MeOH, RT, 17 h (92 %). DMF�N,N-dimethylformamide ;
DIPEA�N,N-diisopropylethylamine; TFA� trifluoroacetic acid ; DMAP� 4-di-
methylaminopyridine; TEA� triethylamine.


use of acid chlorides and nitriles as starting materials.[17] First,
acid chloride 16 was treated with Meldrum's acid to give 17,
while nitrile 18 was converted into imidate 19 and then, by
reaction with L-cysteine methyl ester, to thiazoline 20. Con-
densation of key building blocks 17 and 20 to give pyridinone 21
was achieved in 1,2-dichloroethane which had been saturated
with gaseous HCl, and is assumed to proceed by reaction of a
ketene derived from 17 with thiazoline 20.[17] Basic hydrolysis of
the methyl ester in 21 then gave 8 in 64 % yield based on nitrile
18.


The binding of pilicides 4 ± 11 to PapD and FimC was
investigated by surface plasmon resonance[18] after immobiliza-
tion of the chaperones on a dextrane-coated sensor chip. In this
assay tyrosine derivative 4 and pyridinone 8 showed strong
binding to both PapD and FimC (Table 1). Pilicide 5 was also
bound well by PapD, while the five remaining pilicides displayed
lower affinities for the two chaperones. The C-terminal hepta-
peptides from the adhesins PapG and FimH (1 and 12,
respectively) bound to PapD and FimC with affinities compara-
ble to the more weakly bound pilicides. Several drugs and
druglike compounds, for example, amoxicillin, terbutaline, and L-
tryptophan, were used as controls and did not display any
affinity for the two chaperones. Interestingly, the binding of the
pilicides to PapD was in good qualitative agreement with the
calculated affinities, which supported the structural model for
the binding to PapD (Figure 1 b, c). The pilicides showed no or
only weak binding to Protein A and an anti-myoglobin mono-
clonal antibody, which suggested that they were specific for
their chaperone targets. The binding of pilicide 4 to PapD was
also investigated by 1H NMR spectroscopy (Figure 2).[19] Addition
of one equivalent of PapD to a mixture of 4 and 1-naphthylacetic
acid led to a substantial reduction in the intensity of the signals
for 4. No reduction was found for the 1-naphthylacetic acid
signals, thus revealing that only 4 bound to PapD.


The studies based on surface plasmon resonance and NMR
spectroscopy do not reveal if the pilicides bind in the active site
of PapD and FimC, or if they interfere with the formation of


Table 1. Affinities of pilicides 4 ± 11 for the PapD and FimC chaperones, as well as the ability of pilicides to dissociate the FimC ± FimH complex. Peptides 1 and 12
were included for comparison.


Peptide/Pilicide Calculated affinity [ÿ logKdis][a] Norm. Response for PapD [%][b] Norm. Response for FimC [%][b] CH complex dissociation [%][c]


4 10.8 57 47 15
5 10.1 36 21 8[d]


6 9.5 14 20 0
7 8.9 19 23 5[d]


8 10.0 100 100 86
9 8.7 18 23 7


10 8.3 12 16 5
11 7.1 7 20 1


1 ±[e] 25 10 ±[e]


12 ±[e] 19 11 ±[e]


[a] Calculated for binding to PapD with the program VALIDATE.[15] [b] Determined by surface plasmon resonance by using a Biacore 3000 instrument. The two
chaperones were immobilized on the dextrane surface of the sensor chip by using a standard thiol coupling procedure. The binding of the ligands, which had
been dissolved in phosphate running buffer (pH 7.4) containing dimethylsulfoxide (5 %), was then monitored in real time at a fixed concentration (30 mM). The
normalized responses were calculated using pilicide 8 as a reference and have been corrected for differences in molecular weight. [c] Each pilicide was
incubated with the purified FimC ± FimH complex in 20 mM MES buffer (pH 6.8) for 1 h at 37 8C. The amounts of the FimC ± FimH complex and free FimC were
then determined by FPLC. A pilicide:FimC ± FimH ratio of 150:1 was used unless otherwise stated. [d] A pilicide:FimC ± FimH ratio of 176:1 was used. [e] Not
determined.
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Figure 2. 1H NMR spectra of a 1:1 mixture of pilicide 4 and 1-naphthylacetic acid
in the absence (top) and presence (bottom) of one equivalent of PapD. Both
spectra were recorded with a delay of 200 ms. Resonances originating from 4 are
marked with an asterisk in the top spectrum.


complexes with pilus proteins. These questions were addressed
by incubation of each of the pilicides 4 ± 11 with the FimC ± FimH
complex. The amount of dissociation of the FimC ± FimH
complex was determined after 1 h at 37 8C by fast-protein liquid
chromatography (FPLC, Table 1).[20] Pilicides 4 and 8, which
bound best to PapD and FimC, were both able to dissociate the
FimC ± FimH complex. Pyridinone 8 was superior and effected
almost complete dissociation of the complex when employed at
a 150-fold excess. Some of the other pilicides also displayed
lower levels of complex dissociation.[21] It can therefore be
concluded that 4 and 8, at least, bind in the active site of the
chaperones.


Protein ± protein interactions have been considered as attrac-
tive but difficult targets for drug development.[22] As described
herein, members of the two families of pilicides bind to
periplasmic chaperones from uropathogenic E. coli, and disso-
ciate chaperone ± pilus subunit complexes. Generic structures 2
and 3 therefore constitute leads for the development of a
completely new type of antibacterial agents that targets
bacterial colonization of host tissue by interfering with chaper-
one-mediated pilus assembly. Such drug development efforts
should be facilitated by the structural model for the binding of


pilicides to the PapD chaperone and by the preparation of
combinatorial libraries focused on 2 and 3. Chaperones with
highly conserved structures are involved in pilus assembly in a
large number of bacteria, which, in addition to urinary tract
infection, cause disease such as otitis media and meningitis
(H. influenzae), whooping cough (B. pertussis), and gastrointes-
tinal disorders (S. typhimurium).[5, 10] Pilicidal antibacterial agents
may therefore find general use for the treatment of infections
caused by Gram negative bacteria. Since a complex virulence
mechanism is targeted, mutants will most likely be avirulent and
the development of resistance is therefore less likely.


We thank Prof. Dr. Garland R. Marshall for helpful discussions. This
work was funded by grants from Active Biotech, the Swedish
Research Council, the Knut and Alice Wallenberg Foundation, and
the Foundation for Technology Transfer in UmeaÊ.
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Methylmalonyl-CoA mutase, in the presence of adenosylcobal-
amin (coenzyme B12), catalyses the transformation of methylma-
lonyl-CoA to succinyl-CoA. This is an intriguing rearrangement in
which the thioformyl-CoA group and a hydrogen atom on
adjacent carbon atoms change places (Scheme 1).[1]


The first step in this process (A) is generally accepted to
involve hydrogen abstraction from methylmalonyl-CoA by the
5'-deoxyadenosyl radical ( .CH2ÿAdo).[1] This step is followed by a
1,2-migration of the thioformyl-CoA group (B). The final step (C)
involves re-abstraction from 5'-deoxyadenosine (CH3Ado) to give
the product. Since 1,2-shifts in radicals are normally difficult
processes, the rearrangement step has been widely studied. The
consensus of opinion has been that either a fragmentation/
recombination mechanism or an intramolecular addition/elim-
ination process is followed.[1, 2] However, in recent computational
studies[3] we proposed a third pathway involving partial proton


transfer from the enzyme to the carbonyl oxygen atom of the
migrating group (Scheme 2).
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Scheme 2. Proposed pathway for the rearrangement involving partial proton
transfer from the enzyme to the carbonyl oxygen atom of the migrating group.


By using high-level ab initio calculations on small model
systems we found that partial protonation reduces the energy
barrier to rearrangement (B'). Furthermore, we found that
energy barriers ranging from that corresponding to no proton-
ation to that corresponding to full protonation can be obtained
by altering the acidity of the protonating group (EÿH�). The
partial proton transfer concept is consistent with the crystal
structure of methylmalonyl-CoA mutase reported by Evans,


Leadlay, and co-workers[4] which shows a histi-
dine moiety (His 244) ideally positioned to do-
nate a hydrogen bond to the carbonyl oxygen
atom of the ester (Figure 1).[5]


More rigorous tests of the partial proton
transfer proposal have subsequently been carried
out in the laboratories of both Banerjee[6] and
Leadlay.[7] Their elegant experiments have exam-
ined mutant enzymes in which the potentially
important His 244 moiety was replaced with


glycine,[6] alanine[7] or glutamine.[7] They found the catalytic
efficiencies of the mutant enzymes to be 100 ± 1000 times less
than that of the wild-type enzyme, thus providing strong
support for the assistance of His 244 in the rearrangement of
the carbon skeleton.[6, 7] The experiments also suggest[6, 7] that


Figure 1. The active site of a mutant of methylmalonyl-CoA mutase.[5]
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Scheme 1. Transformation of methylmalonyl-CoA to succinyl-CoA.
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His 244 plays an important role in protecting the radical site from
attack by oxygen (negative catalysis).[8]


Banerjee and co-workers[6] concluded that ªthese data provide
the first experimental support for the ab initio molecular orbital
theory-based calculations that partial proton transfer may
facilitate the rearrangement reaction in this AdoCbl-dependent
enzyme.º However, they also stated that the magnitude of the
rate change was significantly less than expected from theoretical
results.[3, 6] One aim of this present study is to resolve this
apparent conflict.


A clue to the resolution is provided by the tritium-labeling
experiments of Leadlay and co-workers.[7] They found that the
rate-limiting step for the reaction catalysed by methylmalonyl-
CoA mutase is different for the mutant enzymes[7] than for the
wild-type enzyme.[9] A second aim of the present article is to
qualitatively determine reasons for this difference.


We have, therefore, carried out high-level ab initio molecular
orbital calculations on appropriate model systems. We report
results for the hydrogen-transfer steps (steps A and C, Scheme 1)
for the first time and, in addition, extend our previous work on
the radical rearrangement (step B).


We initially replaced the thioformyl-CoA group of the
substrate by a thioacid group (ÿC(�O)SH (1)) to study the
rearrangement step.[3] In addition, we used a neutral carboxylic


•


O
HS


HO2C
•


OH
HS


HO2C
•


O
HS


HO2C


HNH3


1 2 3


acid substituent in place of a carboxylate anion to reflect
interactions between Arg 207 and the carboxylate group of the
substrate (Figure 1) which are likely to lead to only a small net
charge in this region. Finally, we used a protonated base (initially
the ammonium system, 3) to model histidine at the active site,
since the results of Banerjee and co-workers suggest that His 244
is likely to be protonated.[6] We note that system 3 models the
environment of the migrating group at the active site in the wild-
type enzyme with His 244 present, while system 1 models that in
a mutant enzyme where histidine has been replaced with an
amino acid moiety (specifically Gly, Ala or Gln) unlikely to provide
analogous hydrogen-bonding interactions.


The potential-energy surfaces for intramolecular rearrange-
ments involving no protonation (1), full protonation (2) and
partial proton transfer (3), were fully characterized at the
G3(MP2)-RAD(p) level (Table 1).[10, 11] The calculated energy
barrier for rearrangement (298 K) decreases from 65.0 kJ molÿ1


with no protonation to 25.1 kJ molÿ1 with full protonation, while
partial protonation by NH4


� leads to an intermediate energy
barrier of 47.3 kJ molÿ1.


In addition to using an improved level of theory, we have
extended our previous study of the rearrangement mechanism
by further testing the adequacy of our model systems. We first
consider the description of the CoA chain (Table 2). We find that


replacing the thioacid group in 1 by a methyl thioester increases
the barrier to rearrangement by only 0.8 kJ molÿ1. B3-LYP
calculations on a model which includes a more significant
portion of the CoA chain (namely, replacing ÿSH in 1 with
ÿSCH2CH2NH2) also suggest only a small overall increase in the
energy barrier to reaction over that for the thioacid 1. We thus
conclude that incorporation of the complete CoA chain is
unlikely to significantly change the energy barriers of our basic
models (Table 1).


Secondly, we consider the adequacy of the ammonium group
to model His 244 by examining the degenerate rearrangement of
the 3-propanal radical model[3] assisted by protonated imidazole
(Table 3). We find that the effectiveness of protonated imidazole
to catalyse the rearrangement lies roughly halfway between the
extremes of full protonation and no protonation, and is some-


Table 1. Calculated energy barriers (298 K) for rearrangement (step B,
Scheme 1) and hydrogen transfers (steps A and C) associated with the
unprotonated (1), protonated (2), and partially protonated (3) model systems.[a]


Model Step A
[kJ molÿ1]


Step B
[kJ molÿ1]


Step C
[kJ molÿ1]


1 (unprotonated) 42.7 65.0 62.9
2 (protonated) 41.8 25.1 50.7
3 (partially protonated) 41.5 47.3 54.3


[a] Calculated with G3(MP2)-RAD(p) theory. See refs. [10, 13 ± 15].


Table 2. Calculated energy barriers (298 K) for rearrangement in a sequence
of models for the methylmalonyl-CoA radical.


Model B3-LYP/6-31G(d,p)
[kJ molÿ1]


G3(MP2)-RAD(p)
[kJ molÿ1]


thioacid (1) 61.6 65.0
methyl thioester[a] 64.8 65.8
aminoethyl thioester[b] 63.5


[a] The SH group of 1 is replaced by SCH3 . [b] The SH group of 1 is replaced
by SCH2CH2NH2 .


Table 3. Calculated energy barriers (298 K) for the rearrangement of the
3-propanal radical, and partially protonated and fully protonated variants.[a]


Model Energy barrier [kJ molÿ1]


•


O
H 50.0


•


O
H


H
N


NH


32.5


•


O
H


HNH3


19.4


•


OH
H 12.2


[a] Calculated with G3(MP2)-RAD(p) theory.
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what less than that of the ammonium group. We conclude that
the ammonium group in 3 provides a useful representation, at
least for the present purposes, of histidine at the active site.[12]


With confidence in our reported energy barriers for the
rearrangement step, we turn our attention to the energy barriers
for hydrogen transfer.


We initially calculated energy barriers for hydrogen transfers
(steps A and C, Scheme 1) in our model substrates at the
G3(MP2)-RAD(p) level by using a methyl radical to represent the
adenosyl radical ( .CH2ÿAdo) in step A (and methane to represent
5'-deoxyadenosine (CH3ÿAdo) in step C).[13, 14] Our calculated
energy barriers (Table 1) include temperature (298 K) and
tunneling corrections.[15] Our approach leads to calculated
energy barriers for abstraction leading to the formation of the
substrate radical (step A) of 42.7 (no protonation), 41.5 (partial
protonation by NH4


�) and 41.8 kJ molÿ1 (full protonation;
Table 1). The energy barriers for hydrogen re-abstraction leading
to product formation (step C) are 62.9 (no protonation), 54.3
(partial protonation by NH4


�) and 50.7 kJ molÿ1 (full protonation;
Table 1).


The adequacy of our approximate treatment of .CH2ÿAdo
(CH3ÿAdo) was tested by systematically improving our model
adenosyl radical, starting with the methyl radical and progress-
ing to the (tetrahydro-2-furanyl)methyl radical (Table 4). The
substrate used for this analysis was 3-propanal. From these
calculations we estimate that improving our model for the
adenosyl radical may lower the reported energy barriers for
hydrogen transfer (Table 1) by up to 4 ± 5 kJ molÿ1.


Our calculations of the energy barriers for hydrogen transfer,
presented here for the first time, and our improved estimates for
the energy barriers to rearrangement provide insight into the
mechanism of action of methylmalonyl-CoA mutase. Our
calculations suggest that the rate-limiting step in the wild-type
enzyme (model 3), among those investigated in the present
study, is the hydrogen re-abstraction to form the (closed-shell)
product (step C). Although it has been concluded that steps in
addition to this re-abstraction (for example, product release)


contribute to the overall rate limitation,[7, 9] our results are in
qualitative agreement with the suggestion that the radical re-
arrangement step (B) is not itself rate limiting in the wild-type
enzyme.[9] Removal of the histidine (ammonium) residue (mod-
el 1), as in mutant enzymes in which this group is replaced by
another amino acid, leads to an increase in the energy barriers
for all the steps investigated in the present study. However, the
energy barrier to rearrangement is increased to the greatest
extent, with the result that the rearrangement step becomes rate
limiting. These results are in accordance with experimental
observations for the His 244 Gln mutant which suggest that the
rearrangement of the substrate radical to the product radical
becomes slow and hydrogen abstraction is even less rate
determining in the mutant enzyme (model 1) than in the wild-
type enzyme (model 3).[7]


Our calculated difference between the energy barriers for the
rate-limiting steps, among those investigated in the present
work, in the reactions catalysed by a mutant enzyme (model 1)
and the wild-type enzyme (model 3) is 10.7 kJ molÿ1. When
possible improvements to our computational models are
accounted for, as discussed above, our best estimate for this
difference is 10� 5 kJ molÿ1, which is consistent with the rate
reductions of 100 ± 1000 reported experimentally.[6, 7] If steps
other than hydrogen transfer (step C) contribute to the overall
rate limitation in the wild-type enzyme (model 3),[9] the differ-
ence in the energy barriers for the rate-determining steps in the
mutant and wild-type enzymes would be reduced. Our results
suggest that in order to be consistent with the measured rate
reduction, the barrier for the true rate-limiting step in the wild-
type enzyme must be close to the energy barrier calculated for
step C (model 3). If a change in the rate-determining step is not
taken into account, the rate reduction in mutase activity that
accompanies removal of His 244 appears smaller than expected
from the calculations, that is, smaller than predicted from the
calculated increase in the energy barrier to rearrangement
(step B) when the ammonium group is removed from our model
(3!1).[6]


Our results should primarily be used to draw qualitative
conclusions regarding the effects of mutations on the catalytic
rate of methylmalonyl-CoA mutase. It is possible that there may
be effects other than those considered here that could also lead
to reductions in the measured rate. For example, the catalytic
rate could be affected by changes in the conformation of the
enzyme or the binding ability of the substrate as a consequence
of mutations at the active site. Additionally, the rate could be
affected by the water molecule that is found to occupy the cavity
created when His 244 is replaced by alanine, which may lead
directly to complete inactivation in some mutants.[7] We also
note that our calculations on small models only account for a
selection of active-site residues, and implicitly assume that other
residues have a relatively small effect on the energy barriers
investigated. For example, we have not attempted to address
the question of how removal of Tyr 89 might affect the rate of re-
arrangement.[4c] However, we believe that our results provide
important qualitative information about the relative magnitudes
of the barriers of key steps associated with the reaction catalysed
by methylmalonyl-CoA mutase. Most importantly, our results re-


Table 4. Calculated energy barriers (298 K) for hydrogen abstraction from
3-propanal from a series of models for the adenosyl radical.[a]


Model Energy barrier [kJ molÿ1]


H
H
H 42.1


CH2
H
H


CH3


41.2


CH2
H
H OH 39.0


CH
H
H


CH3


OH
38.6


O


H
H 38.0


[a] Calculated with G3(MP2)-RAD(p) theory. Energy barriers include a
correction for tunneling according to Bell's formulation. See refs. [13 ± 15].
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Chemical self-replicating systems have been the subject of
various investigations over the last 15 years.[1] In the simplest
implementation, two starting materials A and B react with each
other to give a self-complementary template molecule C
through an autocatalytic reaction cycle.[2] The latter cycle
involves the termolecular complex ABC between the template
and its precursors as well as the template duplex C2 and can be
described by the gross reaction equation A�B�C>ABC!
C2>2 C. Three basic classes of template molecules have been
utilized so far, namely oligonucleotide analogues,[3] peptides,[4]


and artificial templates.[5] Despite the structural diversity of these
templates, the kinetics of their autocatalytic synthesis were
always found to be limited by product inhibition caused by the
dimerization of template C.[6] Consequently, these systems
typically exhibited the so-called square-root law and autocata-


emphasize the important role of the His 244 moiety in reducing
the energy barrier to radical rearrangement.


The unraveling of the mechanism of action of methylmalonyl-
CoA mutase demonstrates an effective synergistic interplay
between theory and experiment. The present study comple-
ments previous experimental[4, 6, 7, 9] and theoretical[3] investiga-
tions in this respect. It provides a qualitative explanation for the
magnitude of the measured rate reduction associated with
removal of an important active-site residue (His 244), which may
be ascribed to a change in the rate-determining step. Our results
also re-emphasize the importance of His 244 in catalysing the
radical rearrangement step.
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pp. 60 ± 63). We use B3-LYP/6-31G(d,p) frequencies and G3(MP2)-RAD(p)
energy barrier heights to calculate the tunnelling factor. The appropri-
ateness of this analysis is currently being investigated in more detail.
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Chemical self-replicating systems have been the subject of
various investigations over the last 15 years.[1] In the simplest
implementation, two starting materials A and B react with each
other to give a self-complementary template molecule C
through an autocatalytic reaction cycle.[2] The latter cycle
involves the termolecular complex ABC between the template
and its precursors as well as the template duplex C2 and can be
described by the gross reaction equation A�B�C>ABC!
C2>2 C. Three basic classes of template molecules have been
utilized so far, namely oligonucleotide analogues,[3] peptides,[4]


and artificial templates.[5] Despite the structural diversity of these
templates, the kinetics of their autocatalytic synthesis were
always found to be limited by product inhibition caused by the
dimerization of template C.[6] Consequently, these systems
typically exhibited the so-called square-root law and autocata-


emphasize the important role of the His 244 moiety in reducing
the energy barrier to radical rearrangement.


The unraveling of the mechanism of action of methylmalonyl-
CoA mutase demonstrates an effective synergistic interplay
between theory and experiment. The present study comple-
ments previous experimental[4, 6, 7, 9] and theoretical[3] investiga-
tions in this respect. It provides a qualitative explanation for the
magnitude of the measured rate reduction associated with
removal of an important active-site residue (His 244), which may
be ascribed to a change in the rate-determining step. Our results
also re-emphasize the importance of His 244 in catalysing the
radical rearrangement step.
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lytic growth that was not expo-
nential, but parabolic. Parabolic
growth dynamics also underlie
more complex systems where
product inhibition is an issue, such
as cross-catalytic systems or reac-
tion networks with a multitude of
autocatalytic or cross-catalytic
feedback loops.[7] However, expo-
nential growth has been de-
scribed as the prerequisite for
possible experimental approaches
aiming to realize molecular evolu-
tion based on a Darwinian ªsur-
vival of the fittestº model.[8] Re-
cently, exponential growth was
realized in the laboratory by
means of a stepwise replication
procedure (called SPREAD[9] ) that
involves the covalent attachment
of templates to surfaces. Most
recently, theoretical evidence was
found that the nonstepwise (au-
tonomous) coupling of chromatography and autocatalytic syn-
thesis may lead to Darwinian selection and, more generally
speaking, to the evolution of evolvability of a chemical system,
even in the presence of product inhibition.[10] Alternative
strategies to establish the evolvability may be based on traveling
waves,[11] structurally unstable templates,[12] or minimal repli-
cases.[13] Whichever strategy to implement this challenging goal
wins in the future, it can be foreseen that rapid techniques for
monitoring the chemical kinetics in a parallel fashion are a major
prerequisite. As such, high-pressure liquid chromatography
(HPLC) and NMR spectroscopy kinetics, by which most of the
systems so far described have been studied, are in a sense too
laborious. Among several conceivable techniques, those based
on fluorescence, fluorescence quenching, and fluorescence
resonance energy transfer (FRET)[14] are superior due to their
high sensitivity. For example, fluorescence quenching underlies
the technique of molecular beacons that has significantly
simplified the quantification of product amplification during
the polymerase chain reaction.[15] The utilization of fluorescence
quenching and FRET has also been reported in kinetic studies[16]


of other bioorganic model systems, among which ribozyme
reactions[17] and combinatorial approaches[18] are included.


We here report on the online monitoring of chemical
replication of self-complementary oligonucleotides by means
of FRET. Schemes 1 and 2 show the building blocks and the basic
reactions in our study. The two fluorescence dyes, donor Cy3 and
acceptor Cy5, were introduced as 5' labels to give the tetramers
Cy3A and Cy5A by standard solid-phase synthesis. In the presence
of the water-soluble N'-(3-dimethylaminopropyl)-N-ethylcarbo-
diimide (EDC), the 3'-phosphate groups of Cy3A and Cy5A are
activated as the respective isourea adducts Cy3A* and Cy5A* and
then react with the 5'-amino group of tetramer B to yield the
corresponding octamers Cy3C and Cy5C, which bear a central 3',5'-
phosphoramidate linkage (Scheme 2). Additionally, the octamer


Cy5C', which has a central 3',5'-phosphodiester linkage was
synthesized as an ªexternalº template, to mimic the effect of the
internally synthesized template Cy5C.


The rationale behind the synthesis of two differently labeled
tetramers with the same sequence is understood in the context
of their reactions. If both Cy3A and Cy5A are allowed to react with
tetramer B, one expects the simultaneous formation of the
octamers Cy3C and Cy5C. Both octamers are self-complementary
and, thus, should dimerize to yield the homomolecular duplexes,
(Cy3C)2 and (Cy5C)2 , as well as the heteromolecular duplex Cy3C :Cy5C
(Figure 1). The latter complex should be a FRET-active species
because, for a conformation of the B-DNA type, the distance
between donor Cy3 and acceptor Cy5 is expected to be below
5 nm, above which the efficiency of FRET drops to 50 % of its
theoretical value for the Cy3 ± Cy5 couple.[19] In any case, the
efficiency of FRET should scale linearily with the concentration of
the complex Cy3C :Cy5C. Furthermore, the maximal concentration
of this complex is achievable, if the complexes (Cy3C)2 and (Cy5C)2


have equal thermodynamic stabilities. If so, the heteromolecular
duplex should reachÐfor statistical reasonsÐtwice the concen-
trations of the homomolecular ones. This is exactly the reason
why we selected the Cy3 ± Cy5 couple instead of other dyes
(such as fluorescein ± rhodamine). Cy3 and Cy5 only differ by a
single CÿC bond in the chromophore and, thus, are expected to
have very similar influences on the complexes formed. Indeed, a
plot of the reciprocal UV-melting temperatures Tm against the
logarithm of the oligonucleotide concentration (see Supporting
Information) confirmed that the thermodynamic data of the
homomolecular duplexes are barely distinguishable. In the
following, we used an average value of DG�ÿ46.9 kJ molÿ1.
From these data it follows that, under the conditions of the self-
replication experiments, the association constant Khomo for the
homomolecular duplexes is 3.2� 108 L molÿ1 at 15 8C, whereas
Khetero�2 Khomo for symmetry reasons.


Scheme 1. Fluorescence dyes Cy3 and Cy5 and tetrameric building blocks for self-replication with measurement of FRET.
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Figure 1. Nontemplated, simultaneous formation of templates Cy3C and Cy5C
from Cy3A*, Cy5A*, and B (kb) and the equilibrium between heteromolecular (Khetero)
and homomolecular (Kkomo) template duplexes.


The overall set of reactions expected to occur
during and upon simultaneous formation of Cy3C
and Cy5C is depicted in Figure 2. There are basically
five classes of reactions involved: 1) The reversible
formation of the homo- and heteroduplexes, for
which thermodynamic data have been derived as
outlined above (Khomo and Khetero). 2) The reversible
formation of termolecular complexes, for which
precise thermodynamic data are difficult to ob-
tain[20] (Ktermol). 3) The irreversible template-directed
ligations within termolecular complexes, whose
rate constants ka can only be determined if the
concentration of termolecular complexes are
known. 4) The nontemplated ªbackgroundº forma-
tion of the octamers, where the determination of
rate constant kb requires knowledge of the degree
of activation of 3'-phosphate groups. (kb applies to
the grey reaction pathway.) 5) The activation and
hydrolysis of tetramer 3'-phosphate groups, which
constitutes a ªmetabolicº subsystem, whose kinet-
ics could be determined by independent methods.
(kact and khyd are shown in the center of the
scheme.) Both reactions contribute to the non-
productive consumption of the carbodiimide EDC,
whose spontaneous hydrolysis was reported to be
rather slow.[21] Phosphate groups, however, act as a
catalyst of carbodiimide hydrolysis, because both
the addition of phosphates to the carbodiimide
moiety and the hydrolysis of the phosphoryliso-
urea adducts were found to be rather fast pro-
cesses.[21]


To investigate the nonproductive consumption
of carbodimide EDC under conditions close to our
FRET experiments, 1H NMR spectroscopy experi-
ments were carried out in which the formation of
the respective urea derivative U was monitored in
the presence of the tetramer 3'-phosphate
BupTCCGP (Figure 3; Bup�n-butoxyphosphate).
The latter compound was synthesized as a model
of Cy3A and Cy5A, whose consumption in NMR


spectroscopy experiments was thought to be too expensive.
BupTCCGP differs from the dye-labeled compounds only with
respect to its 5' end and, thus, should be a good kinetic
substitute for reactions taking place at the 3'-phosphate group.
The initial concentration of EDC was varied. The experimental
production curves for the urea derivative U were approximated
by nonlinear regression with our SimFit program.[22] The iteration
was based on the following reaction model which consists of an
activation step (kact), a pseudo first order hydrolysis step (khyd),
and a bimolecular formation of a 3',3'-pyrophosphate (kpp) as
depicted in Equations (1) ± (3) (see Supporting Information).


Scheme 2. Basic reactions taking place in the presence of water-soluble carbodiimide EDC. The 3'-
phosphate groups of Cy3A and Cy5A add to EDC to yield the isourea derivatives Cy3A* and Cy5A*,
respectively. The activated 3'-phosphate groups are hydrolyzed to reproduce the original
phosphate groups. Thus, activation and hydrolysis proceed as quasireversible reactions.
Alternatively, Cy3A* and Cy5A* react with the 5'-amino group of B to give the two possible octameric
3',5'-phosphoramidates Cy3C and Cy5C.
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Next, two types of FRET experiment were carried out. In the
first type, both Cy3A and Cy5A were allowed to react with tetramer
B in the absence of template (Figure 2). The formation of the


heteroduplex was monitored over
24 hours and resulted directly in a
sigmoidal growth curve whose initial
development follows a parabola
(Figure 4). The concentration of oc-
tamers synthesized was determined
directly from the decrease of FRET
donor absorbance after calibration
with a sample in which the octamer
concentration arose from 100 % con-
version of the tetramers. The second
type of experiment involved kinetic
monitoring of the formation of Cy5C
(from just Cy5A and B) in the presence
of various initial concentrations of
ªexternalº template Cy3C'. Figures 5 a
and b depict the time courses for
formation of the heteroduplex and
the calculated total concentration of
newly formed Cy5C, respectively. The
nonlinear curve-fitting of Figure 5
was again performed by means of
our SimFit program, and the reaction
model shown in Equations (4) ± (11)
was taken into account.


The rate constants kact and khyd in
Equations (4) and (5) were fixed to
the values determined by the 1H NMR


spectroscopy kinetic study. Equations (7) and (8) comprise the
reversible formation of termolecular complexes and the irrever-
sible chemical ligation events within the latter complexes. As
long as reliable thermodynamic data for termolecular complexes


Figure 2. Overall reaction scheme for the autocatalytic and templated formation of heteroduplexes (upper two
cycles) and homoduplexes (lower two cycles) from the amino tetramer and the tetrameric phosphate compounds,
whose quasireversible activation is shown by the small inner cycles. Pathways leading to the noncatalyzed
formation of template molecules are shown in gray.


Figure 4. Time course for the autocatalytic formation of heteroduplexes from a
mixture of tetrameric building blocks Cy3A, Cy5A, and B, (1:1:2, respectively) in the
presence of EDC. The points were derived from fluorescence measurements and
approximated by a theoretical curve based on the reaction model shown in
Figure 2 and the rate parameters estimated by the SimFit program from data
shown in Figure 3. The upper curve represents the total concentrations of all
octamers formed. Conditions : 40 mM Cy3A, 40 mM Cy5A, 80 mM B, 0.2 M EDC, 0.1 M


HEPES ; pH 7.35, T� 15 8C.


Figure 3. Time course of the formation of urea U (Scheme 2) during the reaction
of tetrameric phosphate BupTCCGp (833 mM solution) in the presence of EDC, the
concentrations of which are given in the figure. The experimental concentrations
(points) were determined from the well-separated 1H NMR signal of the ethyl CH3


group. The reactions were carried out at 15 8C in a buffered solution containing
0.1 M 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfonic acid (HEPES) in H2O/D2O/
CD3CN (72 :8:20) at pH� 7.35. The theoretical time courses (curves) were derived
from SimFit calculations based on the reaction model given in the text. The
following parameters were determined from these experiments : kact�
3.55(�0.02)� 10ÿ3, khyd� 9.22(�0.30)� 10ÿ4, and kpp� 3.03(�0.11)�
10ÿ2 Mÿ1 sÿ1.
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involving self-complementary template sequences are not
available, this assumption of an apparent third-order reaction
is the only way to generate a reliable rate constant here.
Although the termolecular complexes are expected to be FRET-
active species, their concentration is estimated to be significantly
lower than that of the template heteroduplex. We were not able
to improve our fits significantly, when taking the components of
the apparent third-order reaction into account explicitly. A
deconvolution of ka into the ligation rate constant and the
corresponding association constant for the termolecular com-
plex is thus the subject of a current investigation with sequences
that are not self-complementary. Moreover, interactions of
complementary tetramers such as Cy5A :B and Cy3A :B turned out
to be negligible because of their very low melting temperature.


The rate constant kdiss in Equations (9) ± (11) was taken from
the average dimerization constant Khomo by assuming a ªtypi-
calº[23] association rate constant of 106 L molÿ1 sÿ1. It should be


mentioned that we assumed no differ-
ence in kdiss between external templates
having a central 3',5'-phosphordiester
bond and internally synthesized tem-
plates bearing a 3',5'-phosphoramidate
bond. This assumption is based on ear-
lier observations with similar hexadeox-
ynucleotide templates, where the cen-
tral modification did not influence the
overall template effect within the pre-
cision of the experiments.[3, 20] Of course,
there will be slight differences between
Equations (7) and (8) with respect to ka


and also in Equations (9) ± (11) with re-
spect to kdiss . A deconvolution into
individual rate constants does even
slightly improve the fits. It is our philos-
ophy, however, not to overstress the
kinetic interpretability of our data and to
come up with averaged, but meaningful,
rate constants.


The two rate constants generated by
the FRET study are ka� 4.20(�0.02)�
106 Mÿ2 sÿ1 and kb�6.6(�24)�
10ÿ4 Mÿ1 sÿ1, but kb is not informative.


The latter finding is well understood within the context
of our theory of minimal replicators.[6] It was shown for
the case of parabolic replicators that the noninstructed
background synthesis of templates (kb) may differ by
orders of magnitude without giving a noticeable
influence on the production curves (see Supporting
Information). As long as the nonautocatalytic synthesis
of template molecules is only a ªbackgroundº reaction,
one is just able to claim that the autocatalytic synthesis
is the dominant one.


We have introduced a FRET-based method for the
online monitoring of chemical self-replicating systems.
Future work is directed towards the utilization of this
technique for the study of cross-catalytic and other
systems. As FRET experiments can be carried out on


microtiter plates, it is a suitable technique for the rapid screening
of factors that exhibit an influence on the dynamics of
autocatalytic growth. We are currently undertaking a screening
of polyamines and peptides that act as covalent catalysts of the
phosphoryl transfer step while selectively stabilizing the termo-
lecular complex. The search for such a ªminimal replicaseº may
lead to a better understanding of how chemical systems were
able to manage to create their own evolvability during the origin
of life on earth.[25]


Experimental Section


All oligonucleotides were synthesized using standard phosphorami-
dite chemistry from commercially available phosphoramidites (Phar-
macia) on a GeneAssembler Plus (Pharmacia), purified by reversed-
phase HPLC (RP-C18, 0!40 % acetonitrile in a 0.1 M aqueous solution


Figure 5. Time course of (a) heteroduplex formation and (b) total octamer formation in the carbodiimide
driven reaction of Cy5A and B in the presence of ªexternalº template Cy3C', at various initial concentrations, which
are given in percentages of the concentration of Cy5A. All experimental data (points in (a)) were approximated
simultaneously to generate the respective theoretical time courses in (a) and (b). Fitting was based on the
respective pathways in Figure 2, with combination of termolecular complex formation and subsequent ligation
to pseudo first order reactions as explained in the text. The parameters kact and khyd were fixed in the calculations
to the values given in Figure 3. The association rate constants of duplex formation were set to 106 Mÿ1 sÿ1 for all
cases and the dissociation rate constants were derived from Khomo and Khetero as determined from UV-melting
studies. Reaction conditions : 40 mM Cy5A, 40 mM B ; all other conditions as given in the legend of Figure 4.
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of ammonium bicarbonate, followed by exhaustive coevaporation
with water/ethanol (40:60), and characterized by matrix-assisted
laser desorption/ionization mass spectrometry and NMR spectros-
copy.[24] Stock solutions of the oligonucleotides were prepared in
water/acetonitrile (80:20). The addition of the organic solvent was
necessary in order to suppress adsorption of the labeled oligonu-
cleotides onto the surfaces of the Eppendorf tubes used for storage
of stock solutions.


For the preparation of the reaction mixtures, aliquots of the
respective stock solutions were colyophilized with a SpeedVac
concentrator. The pellet was redissolved in 0.1 M 2-[4-(2-hydroxyeth-
yl)-1-piperazinyl]ethanesulfonic acid (HEPES) buffer (200 mL; Na�/H�


form) in water/acetonitrile (80:20) and the solution was transfered to
a fluorescence cell (500 mL). The reaction was started by the addition
of 1 M EDC (50 mL) to give a carbodiimide concentration of 0.2 M and
varying concentrations of oligonucleotides as given in Figures 4 and
5.


Fluorescence data were collected in a stand-alone spectrofluori-
meter Kontron SFM 25. The optical path length was set to 1 cm, the
excitation wavelength to 500 nm, and the emission wavelength to
557 nm. The overall analysis is based on a linear relationship between
the concentration of heteromolecular template duplexes Cy3C :Cy5C
and the corresponding decrease of donor fluorescence induced
through the FRET mechanism. Fluorescence quenching and other
side effects, such as bleaching or the hypothetically disturbed
fluorescence within homomolecular template duplexes (Cy3C)2 or
(Cy5C)2 , could be excluded by control experiments under the same
reaction conditions and concentrations of building blocks, respec-
tively.


Concentrations of FRET-active species were calculated from the
quenching of the fluorescence donor (Cy3) mediated by energy
transfer to the acceptor (Cy5) after fluorescence calibration with
solutions of heteroduplexes in known concentrations. The latter
concentrations were calculated from the given total concentrations
of the respective octamers by means of thermodynamic data derived
from UV-melting studies (see Supporting Information). Calibration
was necessary for a proper determination of the fluorescence offset
generated by background fluorescence.


Rate constants were determined from experimental kinetic data with
our SimFit program. The command scripts employed are listed in the
Supporting Information.


This work was supported by the Fonds der Chemischen Industrie
and Deutsche Forschungsgemeinschaft. We thank M. Wüstefeld for
the automated synthesis of the labeled oligonucleotides.
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