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Antifreeze GlycoproteinsÐPreventing the
Growth of Ice
Robert N. Ben*[a]


1. Introduction


Biological antifreezes constitute a diverse class of proteins found
in arctic and antarctic fish, as well as in amphibians, trees, plants,
and insects. These compounds are unique in that they have the
ability to inhibit the growth of ice and consequently are essential
for the survival of organisms inhabiting environments where
sub-zero temperatures are routinely encountered. This is an
unusual ability attributed only to biological antifreezes.


There are two types of biological antifreezes, the antifreeze
proteins (AFPs) and the antifreeze glycoproteins (AFGPs).[1]


Antifreeze proteins are divided into four subtypes (types 1 ± 4)
each possessing a very different primary, secondary, and tertiary
structure. In contrast, AFGPs are subject to considerably less
structural variation. A typical AFGP is composed of a repeating
tripeptide unit (threonyl ± alanyl ± alanyl) in which the secondary
hydroxy group of the threonine residue is glycosylated with the
disaccharide b-D-galactosyl-(1,3)-a-D-N-acetylgalactosamine (Fig-
ure 1). Eight distinct AFGP subtypes exist ; glycoproteins of 20 ±
33 kDa are referred to as AFGPs 1 ± 4 and those of less than
20 kDa constitute AFGPs 5 ± 8. The lower molecular weight
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Figure 1. Chemical structure of a typical antifreeze glycoprotein (AFGP); n� 4 ±
55.


glycoproteins (AFGP 7 and 8) occasionally have the L-threonine
residue substituted with L-arginine and one or both L-alanine
residues substituted with L-proline.[2a,b] In addition to inhibiting
the growth of ice, AFGP has been shown to protect cells from
hyperthermic damage.[3a±c]


The ability to inhibit the growth of ice has potential medical,
industrial, and commercial applications. Unfortunately, many of
these applications have not been fully realized. One reason for


this is that the isolation and purification of AFGPs is a laborious
and costly process often resulting in mixtures, making character-
ization difficult.[4] Additional reasons include the fact that the
AFGP mechanism of action is not understood at the molecular
level and that the nature of the protein ± ice interface remains in
question.[5]


2. Mechanism of action


During the last decade, there has been great interest in
elucidating the mechanism by which biological antifreezes bind
to ice and inhibit its growth.[6a] On a macroscopic level, the AFGP
(or AFP) binds to the surface of a growing ice crystal.[6b,c] Both
direct and indirect experimental methods have confirmed this
adsorption.[7a±c] At this stage, growth occurs on ice surfaces
between adjacent AFGP molecules; however, these ice fronts
grow with a large radius of curvature (Figure 2). Since the
energetic cost of adding a water molecule to this convex surface
is high, a non-equilibrium freezing point depression is observed
while the melting point remains constant. This is known as the
Kelvin effect, and the difference between melting and freezing
points is defined as thermal hystersis (TH).


water


ice


crystal growth


water


ice


T = 0 oC


T < 0 oC


= AFGP or AFP


Figure 2. Schematic representation of the adsorption ± inhibition process. See
text for details.


An understanding of how these molecules inhibit ice crystal
growth at the molecular level remains a source of intense
debate.[8a,b] Researchers have long proposed that the binding of
AFGPs to the ice surface likely involves hydrogen bonding
between the polar groups of the saccharide residue (the hydroxy
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groups) and the ice surface. However, studies have demonstrat-
ed that the number of potential hydrogen bonds between the
antifreeze molecule and the ice surface appears to be insufficient
to explain the observed tight binding of AFGPs to ice.[9]


Modeling studies have looked at all possible binding config-
urations, and in the best case only two hydroxy groups per
disaccharide are in a position to form hydrogen bonds with the
ice surface. As shown in Figure 3 A, each hydroxy group forms
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Figure 3. Plausible hydrophilic interactions between an AFGP and the ice
surface. See text for details.


only one hydrogen bond with the ice surface. In AFGP 8 (with
four glycosylated tripeptide units), this would allow for only
eight hydrogen bonds with the ice surface. Consequently, it is
difficult to explain how adsorption of AFGP 8 onto the ice surface
is irreversible. In an attempt to rationalize the irreversible
binding of AFGP 8 to an ice surface through only eight hydrogen
bonds, Knight et al.[9] have proposed an alternate model. In this
model, the hydroxy groups of the disaccharide are actually
incorporated into the ice lattice as illustrated in Figure 3 B. In this
fashion, each hydroxy group is able to form three hydrogen
bonds within the ice lattice. Assuming that in each disaccharide
only two hydroxy groups are able to interact with the ice surface,
this allows AFGP 8 a total of twenty-four hydrogen bonds to the
ice surface instead of eight and may explain why adsorption is
irreversible.


On a more fundamental level, researchers have been divided
over the importance of hydrogen bonding and its role in the
mechanism of action. While it has been proposed that the
hydrophilic interactions between polar residues and the water
molecules on the ice surface are extremely important,[10] other
researchers have invoked the idea that entropic and enthalpic
contributions from hydrophobic residues are crucial in the
binding of an AFP or AFGP to an ice surface.[8a,b] Despite the fact
that significant entropic contributions are likely to be gained
upon exclusion of water from the protein and ice surfaces, a
definitive mechanism invoking hydrophobic and/or hydrophilic
interactionsÐwith emphasis on the role they play in adsorption
of the antifreeze to the ice surfaceÐhas failed to emerge.


In a separate approach, the cooperative binding of antifreeze
proteins as well as the role of side chain flexibility have been
investigated.[11a,b] However, further complications have arisen
with the discovery that different antifreeze proteins bind to
separate faces or surfaces of an ice crystal.[12] It is not surprising


then that a unified hypothesis centered on the molecular
mechanism of action describing how biological antifreezes
inhibit the growth of ice crystals has not emerged.


Another consistent problem with elucidating the molecular
mechanism of action for AFGPs (and AFPs) is that the ice ± water
interface has not been well characterized. In fact, the interface
itself is probably not an abrupt transition as typically represented
in the static models since the most recent evidence shows the
loss of organized ice structure at the interface as being fairly
gradual, occurring over approximately ten aÊngstroms.[5] This is a
problem, especially when attempting to ªmapº possible inter-
actions between AFGP and the ice surface. Since dynamic
models of the ice ± water interface have not been developed,
static models continue to be used largely because the absorp-
tion event has been shown to be irreversible in nature.


3. Early structure ± function studies


Extensive structure ± activity-relationship (SAR) studies have
been conducted on AFGPs and AFPs. Much of the prior SAR
work for AFGPs was performed on a native AFGP isolated from a
cold-adapted antarctic fish, Termatomus borchgrevinki.[13a±e]


Through a systematic series of chemical modifications as well
as enzymatic and chemical degradations, certain basic structural
requirements have been identified as having a critical role in the
ability of AFGPs to inhibit ice crystal growth.


There exists a definite relationship between the length of an
AFGP and the level of its activity. As mentioned previously (see
Section 1), AFGPs are made up of repeating tripeptide units; the
number of repeating units may be as small as four or as large as
fifty-five. Small glycopeptides obtained by extensive subtilisin
hydrolysis of an active AFGP were reported to have no
detectable antifreeze activity.[13d] In these studies, the largest
glycopeptide fragment tested was a pentapeptide consisting of
Ala-Ala-Thr-Ala-Ala. It was later shown that even hexa- and
heptapeptides possessing two disaccharide units were inactive.
This trend is reflected by the fact that AFGP 8 (having four
glycosylated tripeptide units) retains only 30 % of the activity
observed with AFGP 1.


The oligosaccharide moiety has been shown to be crucial to
activity and while extensive chemical and enzymatic modifica-
tions have been performed, a detailed discussion of these results
is beyond the scope of this Minireview and thus will only be
highlighted here. The b-elimination of the disaccharide promot-
ed by treatment with 0.5 N NaOH at room temperature for 24 h
resulted in cleavage of the base-sensitive glycosidic bond and a
complete loss of antifreeze activity. While this implies that the
carbohydrate moiety is essential for activity, it also suggests that
the amino acid side chain may be important since significant
racemization was observed. Removal of more than 60 % of the
galactosyl residues by periodate oxidation also resulted in a total
loss of antifreeze activity. Acetylation of the hydroxy groups on
the disaccharide produced similar results, but antifreeze activity
was completely restored upon deacetylation with hydroxyl-
amine at pH 9.5. Interestingly, oxidation of the C6 hydroxy
groups of galactose and galactosamine residues by treatment
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with galactose oxidase had little effect on activity (the
fully oxidized AFGP derivative retained approximately 70 %
activity).


While the earliest work examining structure ± activity relation-
ships of native AFGPs dealt with issues relating to primary
structure, a large number of studies on the secondary and higher
order structures of AFGPs have been carried out in the last two
decades. Two techniques have been utilized to accomplish this:
circular dichroism (CD) and nuclear magnetic resonance (NMR)
spectroscopy.


Early CD measurements indicated an extended random-coil
structure but subsequent studies by Franks and Morris[14]


suggested an ordered conformation similar to a left-handed a-
helical structure but with substantially different molecular
geometry. Vacuum-ultraviolet CD studies by Bush et al.[15] have
implied a threefold left-handed helical conformation of the
polypeptide backbone. By using a model disaccharide, Bush
et al. also demonstrated that contributions from the sugar
moiety to the CD spectrum appeared to be negligible.


Investigations with NMR spectroscopy have yielded more
detailed information about the conformations of AFGPs. Bush
and Feeney[16] have performed many variable-temperature 1H-
and 13C-NMR studies, as well as NOE (nuclear Overhauser effect)
experiments. Based upon these results and data from CD
measurements, they have concluded that low molecular weight
AFGPs adopt a rod-shaped structure similar to the left-handed
threefold polyproline type-II helix at low temperatures, whereas
at higher temperatures the structure becomes more like a
flexible coil. Higher molecular weight fractions (AFGPs 1 ± 4)
seem to be flexible rods with significant segmental mobility and
thus are not regarded as ordered structures.


Given the importance of the saccharide residues for AFGP
activity, several studies have attempted to examine the oligo-
saccharide conformation relative to the peptide backbone.
Franks and Morris[14] have proposed a planar conformation for
the disaccharide residue in which the hydrophilic groups are
exposed to the aqueous solvent and the hydrophobic groups
are facing the polypeptide backbone. Mimura et al.[17a] propose
the existence of an intramolecular hydrogen bond between the
carbonyl group oxygen atom of the threonine residue and the
NHAc group of the N-acetyl-b-D-galactosamine residue of the
disaccharide to stabilize the carbohydrate structure against the
polypeptide backbone. With such a conformation, the polypep-
tide chain adopts a left-handed helix having three residues per
turn. Consequently, the saccharide residues are aligned such that
they reside on only one side of the helix.


Rao and Bush[17b] have used correlated spectroscopy (COSY)
and NOE techniques to assign the proton NMR signals of AFGP 8
and have concluded that the observed difference in activities of
AFGP 8 and AFGPs 1 ± 4 are due to a difference in overall length
of peptide rather than a difference in conformation. Based upon
coupling constant data and semi-empirical molecular modeling
calculations, they proposed that the threefold left-handed helix
is definitely one of several minimum-energy conformations.
Thus, while the model of Rao and Bush[17b] is a reasonable one,
it does not necessarily reflect the absolute conformation of
AFGPs.


More recently, Lane et al.[18] assigned the 1H- and 13C-NMR
spectra of a 14-residue antifreeze glycopeptide from antarctic
cod. 13C-NMR relaxation data indicated motional anisotropy of a
linear peptide undergoing significant segmental motion. While
molecular modeling studies failed to produce evidence of long-
range order, portions of the structure resembled an extended
polyproline helix. These results are consistent with earlier
studies.


Despite the valuable insights gained by many of these studies,
the molecular mechanism of action of AFGPs still remains to be
elucidated. While the detailed mechanism of AFGPs may be
different from other biological antifreezes, it is clear that the
carbohydrate moiety is essential to AFGP activity. Since other
biological antifreezes tend to possess very rigid solution
structures, it is not known if the inherent flexibility of AFGPs is
important to the mechanism. Direct physical observation of how
these molecules are positioned on the ice lattice may facilitate
elucidation of the mechanism of action.


4. Synthesis of AFGPs and AFGP analogues


An alternative approach to studying the molecular mechanism
of action involves synthesizing AFGPs and AFGP analogues; this
is an attractive alternative to the isolation and purification of an
AFGP. However, despite the monumental advances in the
synthesis of complex oligosaccharides and glycopeptides[19a±m]


the preparation of such systems still remains a formidable
synthetic challenge. Two reasons for this are the need to employ
orthogonal protecting-group strategies and the fact that the
bond between the anomeric carbon atom and the oxygen atom
is unstable under strongly acidic and/or basic conditions. During
the last ten years only five synthetic strategies affording AFGPs
or AFGP analogues have been reported. These strategies center
on a stepwise elongation of the peptide chain (using solution or
solid-phase techniques) with the appropriate glycosylated
amino acid derivatives.


In 1988, Anderson et al. synthesized a structural analogue of
the glycosylated tripeptide core unit native to AFGPs.[20] As
illustrated in Scheme 1, the synthesis is convergent and afforded
an analogue of the repeating tripeptide unit in which b-D-
galactosyl-(1,3)-a-D-N-acetylgalactosamine was substituted with
b-D-galactosyl-(1,3)-a-D-galactose. The key step involved reaction
of the unprotected galactoside 1 with dibutyltin oxide and
subsequent selective alkylation at the C3 hydroxy group to
afford 2.[21] The threefold benzylated saccharide 3 then under-
went concomitant unmasking of the C3 hydroxy group and
isomerization to the propenyl glycoside 4. Reaction of glycosyl
donor 4 with a-bromogalactoside in a glycosylation catalyzed by
silver triflate (triflate� trifluoromethane sulfonate) furnished the
disaccharide 5 that was subsequently converted into the
respective chloride 6 by treatment with the Vilsmeier reagent.
A second silver triflate mediated glycosylation reaction between
6 and the protected alanyl-threonyl-alanyl tripeptide, which had
been prepared by using typical peptide synthesis protocols,
proceeded smoothly to give glycopeptide 7 in 60 % yield (of
isolated product).
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In a separate approach, Filira et al.[22] prepared AFGP ana-
logues consisting of two to seven glycosylated tripeptide units
by using continuous-flow solid-phase synthesis (SPS). This
example was the first to demonstrate the utility of solid-phase
synthesis in the preparation of glycopolymers. The approach is a
linear one in which the AFGP analogue is assembled in a
stepwise fashion from suitably protected L-alanine and glyco-
conjugate 9 on a Pepsyn KA solid-phase resin (Scheme 2 c).


Building block 9 was prepared by reaction of the
protected threonine 8 with commercially available b-D-
galactose pentaacetate mediated by boron trifluoride
diethyl etherate (Scheme 2 a). This procedure pro-
duced a glycoconjugate having the b configuration at
the anomeric center. Interconversion and manipula-
tion of protecting groups was accomplished by using
standard procedures. Stepwise assembly of the pep-
tide framework, cleavage of the glycopeptide from the
resin, and removal of protecting groups afforded AFGP
derivatives 12 after purification by reversed-phase
HPLC (Scheme 2 c). In these structures, the b linkage
was designed to mimic the glycosidic bond connect-
ing the terminal nonreducing galactose unit in the
native AFGP structure.


A similar solid-phase approach was reported by
Meldal et al. to prepare AFGP analogues in which the
native AFGP disaccharide unit is replaced with a b-D-
galactoside and the threonine residue in the alanyl ±
threonyl ± alanyl polypeptide is substituted with ser-
ine.[23] An attractive feature of this approach is the use
of pentafluorophenyl (Pfp) esters. As in the approach
of Filira et al. , the synthesis is linear, employing


Macrosorb SPR-250 resin, appropriately protected L-alanine
residues, and the glycosylated L-serine derivative 11, which was
produced by reaction of the protected serine 10 with tetraben-
zoyl-a-D-galactopyranosyl bromide (Scheme 2 b) in the presence
of silver triflate. AFGP analogues 13 ranging in length from one
to three tripeptide units were prepared (Scheme 2 c). The Pfp
ester 10 is stable under the glycosylation conditions and is also
reactive enough to be utilized directly in solid-phase synthesis.


This is an effective way to ameliorate difficulties with
the synthesis since C-terminal protecting groups
need not be exchanged. Prior to this approach, other
active esters (N-hydroxysuccinamidyl, 4-nitrophenyl,
etc.) were employed for protection of the amino acid
C terminus during the glycosylation. However, these
groups are generally not reactive enough to be
employed in solid-phase chemistry and thus must be
removed after glycosylation; furthermore, hydroxy-
benzotriazole esters or symmetrical anhydrides must
be generated in situ at the cost of increased steps
and lower overall yield of product.


In 1996, Nishimura and Tsuda published the first
synthesis of a native AFGP.[24] The approach, outlined
in Scheme 3, utilizes a DPPA-catalyzed polymeriza-
tion of the fully deprotected glycosylated tripeptide
unit 18 (DPPA�diphenylphosphoryl azide). The
polymerization precursor was assembled from di-
saccharide intermediate 14 and tripeptide 15 by a
cyclopentadienylzirconium dichloride/silver perchlo-
rate mediated coupling.[25] Standard functional
group manipulation of glycopeptide 16 afforded
polymerization precursor 18 after complete depro-
tection. Gel permeation chromatographic analysis
revealed a relatively uniform molecular weight
between 6000 ± 7300 Da, corresponding to 10 ± 12
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tripeptide units. The C-terminal activation of the unprotected
tripeptide by DPPA is likely the first step in this reaction.
Remarkably, no by-products arising from potential side reactions
were detected. This example constitutes the only chemical
synthesis of native AFGP.


An attractive alternative to the preparation of O-linked
glycopeptides is the preparation of glycopeptide mimetics.
Such compounds have superior chemical and biological stabil-
ities and lend themselves to a more facile synthesis. There are
many classes of glycopeptide mimetics (i.e. C-linked, S-linked,
and glycopeptoids) and a comprehensive review highlighting
this area of research has been published recently.[26] Concurrent
with this theme, the synthesis of C-linked analogues of low
molecular weight AFGP analogues by using conventional solid-
phase chemistry was recently
published by Ben et al.[27] As in
some of the previous ap-
proaches, the native disacchar-
ide was substituted with a
monosaccharide, specifically a
C-linked a-D-galactoside. This C-
linked saccharide 19 was linked
to the L-lysine ± glycinyl ± gly-
cinyl tripeptide 20 (Scheme 4)
through an amide bond. This
particular tripeptide was cho-
sen for two reasons. Firstly, the
L-lysine amide bond motif is
structurally similar to the L-argi-
nine residue frequently substi-


tuted for L-threonine in native AFGPs
7 ± 8.[2a,b] While lysine is not typically found
in AFGPs, recent results have shown that
an (L-lysine ± L-alanine)n polypeptide dis-
plays thermal hysteresis.[28] Secondly, to
avoid potential problems with racemiza-
tion during the solid-phase synthesis,
achiral glycine residues were utilized in-
stead of L-alanine residues. This is the first
example where a complex glycoconjugate
of approximately 1.5 kDa was synthesized
by using conventional solid-phase syn-
thesis. The glycosylated tripeptide 21 was
prepared in a convergent fashion by a CDI-
mediated coupling between the C-linked
galactose derivative 19 and tripeptide 20
followed by hydrogenolysis of the benzyl
ester (CDI� 1,1-carbonyldiimidazole). Iter-
ative couplings of 21 on a commercially
available Wang resin yielded glycopeptide
22 in 55 % yield after acid-catalyzed cleav-
age from the resin and removal of the
acetate protecting groups. Purification
was accomplished by using reversed-
phase HPLC. This C-linked glycoconjugate
is stable under a variety of chemical and
biological conditions, and these are attrac-


tive qualities for glycoconjugates that may have potential in vivo
applications as cryoprotectants, antiadhesives, synthetic vac-
cines, or biological probes.


5. Future directions


While preliminary structure ± function studies have been con-
ducted with native AFGPs, little insight into ice-binding affinity
and specificity at the molecular level has resulted. Consequently,
structurally diverse analogues of AFGPs are urgently required.
The synthetic approaches described here are ideally suited to
produce such AFGP analogues in order to elucidate the
molecular mechanism of action for AFGPs. With this knowledge,
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the rational design of low molecular weight synthetic antifreezes
may be feasible.


The list of potential applications for such compounds is
lengthy. At the commercial level, such compounds could be
used as additives in frozen foods.[29a] Natural or synthetic
antifreezes could improve the qualities of foods that are eaten
while frozen by inhibiting recrystallization and thus ensuring a
smooth texture. In addition, antifreezes could be added to foods
that are only frozen for preservation and in this way will prevent
cellular damage and improve texture and taste. While these may
seem unlikely applications, biological antifreezes are already
present in many foods routinely consumed as part of the human
diet.[30] Alternatively, the ability of these compounds to interact
with cell membranes suggests a range of medical applications
that center upon cryo- or hyperthermic preservation of cells and
tissues.[1c, 3a±c] Recent studies have demonstrated that depending
upon the choice of antifreeze and concentration they may either
protect or damage cells. The latter has been exploited in new
noninvasive cryosurgical techniques for the treatment of
cancer.[29b,c]
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Introduction


RNA polymerase (RNAP) is the enzyme
responsible for catalyzing the DNA-direct-
ed synthesis of RNA chains and is thus a
key player in the expression of the
genetic information encoded in DNA. In
the past, a great deal has been learned
about the dynamics and kinetics of this
complicated process, often by analyzing
the RNA transcripts using gel electropho-
resis. It is known that RNAP is absolutely
processive and can transcribe thousands
of base pairs (bp) in a single binding
event. Yet, along the way, it often paus-
es,[1] it can ªdropº into conformational
states that are off the main elongation
pathway,[2] and it may move along the
DNA in a nonmonotonous manner.[3] At
times, studying transcription seems like
the Herculean fight against the many
heads of HydraÐone question is an-
swered only to be replaced by two new
ones.


New techniques can provide a different
angle on the investigation of transcrip-
tion and may provide novel and comple-
mentary information to previous experi-
ments and possibly address questions
that could not be asked before. One such
approach is the study of individual mol-
ecules (as opposed to many molecules in
a bulk), which has progressed to the point


where the dynamics of single enzymes
can be investigated. A single-molecule
study of the transcription process by
Davenport et al. in Carlos Bustamante's
lab[4] was recently published in Science.
This study will be reviewed here and will
be used to reflect on the progress of
studying the dynamics of individual RNAP
molecules.


Single-molecule experiments were on
the fringe just a few years ago and many
researches doubted whether they could
provide useful data that could be incor-
porated into and compared with the
existing body of knowledge. Proponents
argued that single-molecule experiments
provide additional information that may
be averaged out in or inaccessible to bulk
experiments. Doubters contended, how-
ever, that for this new information to be
meaningful, it is crucial that it be com-
pared with bulk experiments. In other
words, averaging of data obtained on
single molecules must match the results
of bulk experiments. Davenport and co-
workers[4] accomplish both; they obtain
novel and exciting insights into transcrip-
tion by single-molecule experiments, and
they compare the single-molecule results
to data obtained from traditional bulk
experiments.


Brief history of single-molecule studies on
RNAP


Before going more into the details of the
study by Davenport et al. ,[4] it is appro-
priate to give a brief history of single-
molecule studies of the transcription
process. There are four important previ-
ous studies that led to Davenport's
report. Studying the dynamics of individ-
ual RNAP molecules started in the early
nineties when Schafer et al. in J. Gelles'


lab followed the shortening of the down-
stream arm of a transcribed piece of DNA
by optical microscopy.[5] In these studies,
the RNAP of a stalled RNAP ± DNA elon-
gation complex was anchored to a glass
slide, while the DNA, which had a 40-nm
Au colloid attached to the downstream
end, was free to float in solution. As
nucleoside triphosphates were added,
the Brownian motion of the bead, as
observed with video microscopy, de-
creased, indicating that RNAP was pulling
the downstream end of the DNA (for
more technical details see also ref. [6]).
This study was a great technical accom-
plishment but it did not yet provide much
insight into the mechanism of transcrip-
tion. The next breakthrough followed
when Yin et al. measured the force re-
quired to stall RNAP by using an optical
trap.[7] Interestingly, they found that RNAP
exerted a greater force during RNA syn-
thesis than classic motor proteins such as
kinesin and myosin. In the third study,
Wang et al.[8] measured force vs. distance
curves by using an optical trap that had a
feedback mechanism to keep the position
of the bead in the trap at a predefined
displacement (position clamp). They
found that forces less than the stall force
of 14 pN did not significantly affect the
rate of transcription. This result indicates
that enzyme translocation along the DNA
is not the rate-limiting step to RNA syn-
thesis.[8] Significantly, no other technique,
at present, could be used to address this
question. These results showed that sin-
gle-molecule studies could, in fact, pro-
vide new insights into the mechanism of
transcription. In the fourth study,[9] Yin
et al. investigated the mechanism of
termination by using the tethered-bead
technique of the first study.[5] To assure
that their data were consistent with bulk
solution experiments, they also compared
the termination efficiency found in the
single-molecule studies with those deter-
mined from bulk solution experiments.
The single-molecule termination experi-
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ments revealed that those RNAP mole-
cules that terminated also paused at the
terminator, while those that did not
terminate did not pause. These data
indicate that intrinsic terminators func-
tion by a nonequilibrium process in which
terminator efficiency is determined by the
relative rates of nucleotide addition and
pause state entry (see also Figure 3) and
that termination is not in direct competi-
tion with transcript elongation.[9]


When reviewing the brief history of
single-molecule studies on RNAP, the
contributions by two Japanese groups,
though mainly concerned with the gen-
eral interactions of RNAP and DNA,
should not go unmentioned. In these
studies, fluorescence microscopy was
used to observe the interactions of fluo-
rescently labeled RNAP with DNA. Kabata
et al.[10] employed superintensified fluo-
rescence microscopy to visualize the
movement of RNAP over combs of im-
mobilized bacteriophage lambda DNA (l-
DNA). A fraction of the RNAP molecules
was seen to deviate from the direction of
bulk flow and to move along the extend-
ed DNA molecules. This observation sug-
gests that RNAP can slide along non-
specific stretches of DNA. Harada et al.[11]


used internal reflection fluorescence mi-
croscopy to observe the dissociation and
association events of RNAP with different
regions of a single l-DNA molecule,
which was suspended in laser tweezers.
For AT-rich regions, fast and slow dissoci-
ation constants of 3.0 sÿ1 and 0.66 sÿ1


were determined, respectively; for GC-
rich regions, a fast dissociation rate of
8.4 sÿ1 was measured.


The set-up of Davenport et al.[4] im-
proved on the technology of the previous
studies. In the first and fourth study,[5, 9]


the spatial resolution was low because of
the unconstrained Brownian motion of
the bead. In the other two studies, which
employed optical traps,[7, 8] there was
significant laser damage to the RNAP
because a powerful laser is required to
measure the forces exerted by RNAP. To
circumvent these problems, Bustamante's
laboratory developed the experimental
set-up shown in Figure 1. Using this set-
up, laser damage is limited because the
laser trap is only used for assembling the
stalled complex between two polystyrene
beads. During the experiment, the laser is


Figure 1. Experimental set-up used in the study by
Davenport et al.[4] Stalled elongation complexes
were trapped between two polystyrene beads with
biotin ± streptavidin linkers. Assembly was aided by
holding one bead on a micropipette by applying
suction and the other bead with a laser trap.
Subsequently, the laser trap was switched off to
avoid laser-induced damage and a controlled force
was exerted on the polymerase by applying flow.
Flow also limited the Brownian motion of the bead,
making the measurement more accurate. x� end-
to-end distance of the DNA molecule; L� contour
length of the DNA molecule. (Reprinted with per-
mission from ref. [4] . Copyright � American Associ-
ation for the Advancement of Science, 2000.)


switched off, and one bead is held in a
static position by suction on a micro-
pipette and the other bead, which is
attached to the downstream end of the
DNA, floats freely in solution. To improve
the resolution, flow was used to minimize
Brownian motion. In addition, the flow


can be used to exert a controlled force on
the DNA. This set-up permitted the
researches to follow transcription for up
to 3000 bp with a relative position error of
about 21 bp and an absolute position
error of about 60 bp.


Discussion of the major findings


Transcription is highly irregular


The most interesting discoveries in the
studies of Davenport and co-workers
concern the dynamics of transcription.
In particular, it was found that individual
RNAP molecules move along the DNA
template in a highly irregular, nonmono-
tonous manner (Figure 2). Not only does
RNAP often pause in the middle of tran-
scription, but it also moves along the DNA
at highly variable rates between pauses.
As can be seen in the insets of Figure 2,
RNAP molecules appear to catalyze RNA
synthesis at a given rate for an extended
stretch of DNA and then seem to switch
rates randomly and slowly. However, it
has to be noted that the data were low-
pass filtered (f� 0.067 Hz; t� 15 s), which
tends to smooth out edges and makes


Figure 2. Transcription by a single RNAP molecule. Plot of the contour length as a function of time and of the
transcription rate as a function of the template position (insets). Transcription was carried out against a force
of 8 pN (A) and 2 pN (B), respectively. Several pauses and drastic changes in rate can be clearly seen. Note that
the distance data were low-pass-filtered (0.067 Hz) before a time derivative was taken to obtain the
transcription rate. This implies that pauses shorter than the filtering duration (15 s) are not detected. (Reprinted
with permission from ref. [4] . Copyright � American Association for the Advancement of Science, 2000.)
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transitions less rapid. Thus, the apparent
slow rate of interconversion may be due
to the relatively long filter time (15 s) used
in the data analysis and not a property of
RNAP.


Surprisingly, the rates did not appear to
depend on the DNA sequence, although
to fully confirm this statement more
molecules at a resolution higher than
21 bp should be analyzed in the future.
Such heterogeneity was never seen be-
fore in single-molecule studies of RNA
polymerase. Furthermore, plotting the
averaged peak rates of single molecules
yields a bimodal distribution with two
distinct peaks at 5.5 and 9.1 bp sÿ1 (see
Figure 3 A of ref. [4]). A similar bimodal
distribution was also obtained by plotting
all peak rates without averaging over
molecules.[22] These results suggest that
RNAP may assume (at least) two distinct
conformations during transcription: one
that catalyzes synthesis slowly and the
other rapidly. A similar suggestion was
put forth previously to explain the bulk
elongation kinetics of RNA polymera-
se III.[12]


Analysis of pauses


There were nine locations where the
polymerase molecules were found to
have a high propensity to pause. Consis-
tent with bulk studies,[13±15] the efficiency
of pausing was less than 100 %. This
finding supports the notion that pauses
are off the main pathway, because if
pauses were on the main pathway, pause
efficiency would necessarily be 100 %. In
addition, it was observed that the poly-
merase often entered into an arrested
state at these pause sites, indicating that
pausing may be an intermediate state
between an actively elongating state and
an arrested state. This result is consistent
with bulk solution studies that found that
arrested states were at least two kinetic
steps off the main synthesis pathway.[2]


Interestingly, there is a direct correla-
tion between the number of times that an
RNA polymerase molecule paused and
the inverse of its average peak rate. There
are two interpretations for this observa-
tion. As the authors suggest, this result
could mean that a slower transcribing
RNAP molecule is more likely to pause
than a faster one. Alternatively, it could


mean that a particular RNAP molecule is
slower because there are more pauses,
especially short pauses that may have
been filtered out in the analysis. Consis-
tent with this alternative interpretation,
the highest peak rates are seen when the
pauses are the furthest apart ; that is,
there appears to be a correlation between
the peak synthesis rate and the distance
between pauses (Figure 2). Thus, cause
and effect of this correlation are not
cleanly separated; that is, it is not entirely
clear whether the rate appears slower
because there are more pauses or that
the slower rate causes more pausing. This
question should be revisited with an
instrument that has higher temporal and
spatial resolution.


The effect of force on a transcribing
polymerase


While the effect of force on the rate was
tested before,[8] the effect of force on
pausing was not. Forces up to 15 pN,
which is the stall force, had neither an
effect on the average transcription rate,
as previously observed,[8] nor an effect on
pausing. In contrast, it was found that
force did have an effect on arrest. Apply-
ing a force between 9 ± 15 pN increased
the probability that RNAP would enter
into an arrested state from a pause state.
It, thus, appears that external force can
increase the rate of conversion of a
paused state into an arrested state;
whereas, the rate of conversion of an
elongating state to a paused state is not
affected by force.


Summary of results and tentative model
of transcription


By using an integrated optical-trap/
flow-control video microscopy system to
investigate individual RNAP molecules,
Davenport et al. observed the following
characteristics of transcription. 1) RNAP
can switch randomly between (at least)
two different rates, and these rates are
not correlated to the template position. 2)
The pause efficiency is less than 100 %,
suggesting that paused complexes are off
the main pathway (see also refs. [13 ± 15]).
3) The pause efficiency is not related to
the pause half-life, further corroborating
the fact that pauses are off the main
pathway. 4) There is a direct correlation


between the frequency of pausing and
the inverse of the transcription rate. RNAP
molecules transcribing at a faster rate
seem to be less likely to pause than those
transcribing at a slower rate, suggesting a
kinetic competition between transcrip-
tion and pausing. Note, however, the
caveat about cause and effect pointed
out above. 5) The more often an RNAP
molecule pauses, the more likely it is to
become arrested. 6) The longer an RNAP
molecule remains in a pause, the more
likely it is to become arrested. 7) Arrest
occurs at pause sites, suggesting that
arrest and pausing are related. 8) A force
of up to 15 pN neither affects the rate of
transcription nor increases the probability
or duration of pausing. 9) A force be-
tween 9 and 15 pN increases the proba-
bility of arrest for molecules that were
already paused.


The kinetic model suggested in Fig-
ure 3 is consistent with the above results.
In this model, RNAP can proceed along
the template in a fast or slow state. It is
important to note, however, that these
studies do not have sufficient resolution
to be certain that synthesis occurs on the
slow path, because if RNAP catalyzed
synthesis only on the fast pathway but
spent much of its time in any off-path
state, it would appear to be catalyzing
synthesis slowly. We suggest synthesis
along the slow state as a formal possibil-
ity. In this model, RNAP molecules poten-
tially can populate four states (the fast,
slow, paused, or arrested state) at each


Figure 3. Proposed kinetic mechanism for tran-
scription. The different states are denoted by sub-
script letters: f� fast state, s� slow state, p�
paused state, a� arrested state. iÿ 1, i, and i� 1
denote template positions. The arrows represent
rates. The slow state is shown in gray because the
evidence for the existence of this state is circum-
stantial. It is important to note that the rates
towards pauses and arrests can greatly vary at
different template positions. Moreover, our suggest-
ed model is consistent with the available data, but
these data do not conclusively prove this mecha-
nism.
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template position (see also refs. [2, 16]).
There is strong evidence that the paused
state is a kinetic intermediate between
the elongation states and the arrested
state, and that pausing competes kineti-
cally with elongation (findings 2, 3, and 4
listed above). The model in Figure 3 is also
consistent with the single-molecule study
on termination[9] that showed that a
paused state is an intermediate between
an actively elongating complex and ter-
mination (findings 5, 6, and 7). For this
latter case, the arrested state would be
replaced with termination. Finally, it is
important to note that the model pro-
posed in Figure 3 is consistent with the
data from Davenport et al.[4] and Yin
et al. ,[9] but the data do not prove the
model. For instance, it cannot be ruled
out that the fast molecules go directly to
a paused state instead of going through a
slow state first, giving rise to the question
whether the slow state even exists.


Future questions


These studies have just scraped the sur-
face of the possibilities of single-molecule
studies on RNAP and other molecules. It is
certain that optical microscopy and other
single-molecule techniques such as atom-
ic force microscopy (AFM)[17, 18] will con-
tinue to expand our understanding of
transcription and other biological proc-
esses. The data discussed here have
opened more new questions than an-
swered old ones, which is to be expected
for a young and active field. The most
obvious questions that would benefit
from single-molecule experiments are
raised here. Which factors affect the rates
of transcription elongation, pauses, and
arrest? Is there a ªselection processº in
which slow complexes are more likely to


pause and become arrested and thus are
more exposed to transcriptional regula-
tion and proofreading factors? What
happens to arrested complexes in the
presence of GreA and GreB, both of which
are proteins that have been shown to
increase the fidelity of transcription?[2]


What are the effects of the RNA transcript
length and the presence of hairpins on
pausing[1, 14, 19] and termination?[20]


Future instruments may be able to
achieve single-base-pair resolution (a fac-
tor of 20 better than the current resolu-
tion). With such instruments, questions
about the single-nucleotide addition cy-
cle, inchworming,[3] and backtracking[21]


could be addressedÐand most likely are
currently being worked on in several
laboratories. However, being able to
obtain single-base resolution is insuffi-
cient. The technique needs to advance to
the point where large populations of
molecules can be examined with relative
ease, so that the obtained results can be
averaged and compared with those of
bulk experiments. Finally, combining bulk
solution studies with statistics on large
populations of single molecules in con-
junction with computer modeling stud-
ies, such as the one done by Matsuzaki
et al. ,[12] should provide great insights
into the mechanism of transcription elon-
gation.[23]
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Peptoid ± Peptide Hybrids That Bind Syk SH2
Domains Involved in Signal Transduction
Rob Ruijtenbeek,[a, b] John A. W. Kruijtzer,[a] Wendy van de Wiel,[a]


Marcel J. E. Fischer,[a] Martin Flück,[c] Frank A. M. Redegeld,[b] Rob M. J. Liskamp,*[a]


and Frans P. Nijkamp[b]


Peptoid ± peptide hybrids are oligomeric peptidomimetics that
contain one or more N-substituted glycine residues. In these
hybrids, the side chains of one or several amino acids are ªshiftedº
from the a-carbon atom to the amide nitrogen atom. A library of
phosphorylated peptoid ± peptide hybrids derived from the se-
quence pTyr-Glu-Thr-Leu was synthesized and tested for binding to
the tandem SH2 domain of the protein tyrosine kinase Syk. A
considerable influence of the side chain position was observed.
Compounds 19 ± 21, 24, and 25 comprising a peptoid NpTyr and/or
NGlu residue did not show any binding. Compounds 22, 23, and 26
containing an NhThr (hThr�homothreonine) and/or NLeu peptoid
residue showed binding with IC50 values that were only five to eight


times higher than that of the tetrapeptide lead compound 18.
These data show that side chain shifting is possible with retention
of binding capacity, but only at the two C-terminal residues of the
tetramer. This method of a peptoid scan using peptoid ± peptide
hybrids appears to be very useful to explore to what extent a
peptide sequence can be transformed into a peptoid while
retaining its affinity.


KEYWORDS:


peptides ´ peptidomimetics ´ peptoids ´ SH2 domains ´
signal transduction


Introduction


Peptoids are oligomeric peptidomimetics that consist of N-
substituted glycine residues. In recent years peptoids have been
explored to mimic peptides structurally and biologically.[1±9] An
improved stability[3, 10, 11] was found, for example, against a series
of proteases.[12] Furthermore, peptoids are more hydrophobic
than the corresponding peptides,[11] which makes them suitable
candidates in the search for peptidomimetics that target
intracellular receptors. For instance, it has been demonstrated
that methylation of amide groups in the peptide backbone
increased their ability to permeate into Caco (colon carcinoma)
cells.[13]


In peptoid ± peptide hybrids one or several amino acid
residues are substituted by N-substituted glycine residues. These
compounds can be used to explore to what extent a peptide
sequence can be transformed into a peptoid without loss of its
binding capacity. This is designated as a ªpeptoid scanº, which is
defined as a systematic replacement of one to several amino acid
residues by the corresponding peptoid residues, that is N-
substituted glycine derivatives having N-substituents that are
virtually identical to the amino acid side chains. As a conse-
quence, it seems that in the structure of peptoids and peptoid ±
peptide hybrids the side chain of an amino acid residue has now
ªshiftedº in the backbone from the a-carbon atom to the amide
nitrogen atom in the peptoid residue. In this study we have
investigated the effect of side chain shifting in the phospho-
tyrosine-containing tetramer Ac-pTyr-Glu-Thr-Leu-NH2 on bind-
ing to the protein tyrosine kinase (PTK) Syk.


The protein Syk (p72Syk) is a protein tyrosine kinase that is
closely related to the 70-kDa zeta-associated protein ZAP-70, a
tyrosine kinase that plays an essential role in the activation of
T-cell receptors.[14] This family of PTKs possesses two Src
homology 2 (SH2) domains. SH2 domains are protein domains
that are found in cytosolic tyrosine kinases, phosphotyrosine
phosphatases, and several other proteins that play crucial roles
in signal transduction.[15] SH2 domains contain approximately
100 amino acids and are capable of binding to specific tyrosine-
phosphorylated protein sequences.
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Syk plays a crucial role in the signal transduction of the high-
affinity receptor for IgE (FceRI), present on mast cells and
basophils.[16±18] FceRI is an important initiator of type-I allergic
reactions. This multisubunit receptor consists of an a, b, and two
disulfide-linked g chains. The cytosolic tails of both the b and the
g chains contain sequences known as immunoreceptor tyrosine-
based activation motifs (ITAMs) that feature the consensus
sequence (D/E)X2YXXLX6±7YXX(L/I). In general, ITAMs play an
important role in signal transduction cascades of immunorecep-
tors functioning as docking sites for signal-propagating enzymes
or other effector proteins that contain SH2 domains. In FceRI
signaling Syk binds to the diphosphorylated gITAM motif
(KADAVpYTGLNTRSQETpYETLKHEK).[18, 19] This tandem SH2-do-
main-mediated association localizes Syk to the plasma mem-
brane and stimulates Syk kinase activity.[18, 20, 21] Activation of Syk
plays a key role in initiating a cascade of events which results in
mast cell degranulation, leading to the release of inflammatory
mediators.[20, 22±25] It is hypothesized that prevention of Syk
recruitment to the phosphorylated receptor by SH2 domain
blockers will inhibit mast cell activation.


Both tyrosines of the FceRI gITAM need to be phosphorylated
to enable the high-affinity interaction with the tandem SH2
domain of Syk.[18, 19, 26] However, monophosphorylated peptides
are also able to compete for binding although affinities are
reduced by three to four orders of magnitude to the micromolar
range.[26] The lower affinity of monodentate compounds in
comparison to bidentate compounds is expected to be com-
pensated in vivo by improved absorption as only one charged
phosphate group is present.


Here we demonstrate that the tetrapeptide Ac-pYETL-NH2


(part of the gITAM) is capable of inhibiting the high-affinity
binding of the Syk tandem SH2 domain to the diphosphorylated


gITAM peptide. The syntheses of a phosphorylated peptoid and
a library of peptoid ± peptide hybrids derived from this tetra-
peptide are described. The effect of side chain shifting on
binding, which is the result of the peptide-to-peptoid trans-
formations, is reported.


Results and Discussion


Synthesis of peptoid monomers


Two methods for the synthesis of peptoids by organic solid-
phase chemistry have been described in the literature. In the
ªsubmonomer methodº[3, 27, 28] the oligomer is prepared on the
resin by repeated coupling of bromoacetic acid followed by a
substitution reaction with an appropriate amine that comprises
the side chain functionality. In the ªmonomer approachº[3, 11]


9-fluorenylmethoxycarbonyl(Fmoc)-protected N-substituted gly-
cines are coupled. Recently we described a monomer approach
for the synthesis of peptoids,[11] and this Fmoc-based approach is
employed here for the synthesis of the peptoid ± peptide
hybrids.


The required N-substituted glycine derivatives, denoted as
peptoid monomers, for the solid-phase synthesis of the
peptoid ± peptide hybrids were those derived from the amino
acids Leu, Tyr, Glu, and Thr: Fmoc-NLeu-OH (3), Fmoc-NTyr-OH
(5), Fmoc-NGlu(OtBu)-OH (11), and Fmoc-NhThr(tBu)-OH (17;
hThr�homothreonine) (Schemes 1, 2, 3, and 4, respectively).
The general strategy for peptoid monomer synthesis, exempli-
fied by the preparation of peptoid monomer Fmoc-NLeu-OH
(3),[11] is shown in Scheme 1. The appropriate amine 1 is alkylated
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Scheme 1. General strategy for the synthesis of peptoid monomers, exemplified
by the synthesis of Fmoc-NLeu-OH[11] (3). Fmoc� 9-fluorenylmethoxycarbonyl ;
Su� succinimidyl.


with ethyl bromoacetate to afford the N-substituted glycine
ethyl ester 2. Saponification and Fmoc-group attachment gives
the peptoid monomer 3. The other monomers were synthesized
analogously. Fmoc-NTyr-OH (5) was obtained by synthesizing
Fmoc-NTyr(tBu)-OH (4) as described previously,[11] followed by
removal of the tert-butyl protecting group by treatment with
HCl/diethyl ether (Scheme 2). As shown in Scheme 3 the NGlu
monomer 11 was synthesized starting from b-alanine. The
primary amino group of b-alanine was protected with a
benzyloxycarbonyl group by using benzyl chloroformate, after
which the carboxylic acid function was protected as a tert-butyl
ester by using phosphorus oxychloride and tert-butanol in
pyridine. The amine functionality was deprotected by hydro-
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Scheme 2. Synthesis of Fmoc-NTyr-OH (5).


genolysis. The resulting b-alanine tert-butyl ester was used in the
alkylating reaction with ethyl bromoacetate. Saponification and
Fmoc-group attachment gave the NGlu peptoid monomer 11.[29]


The corresponding peptoid analogue of threonine is a glycine
residue containing a hemiaminal moiety. Since this derivative
cannot be prepared and would be instable, the homothreonine
peptoid monomer was used as a suitable analogue. For its
preparation a racemic mixture of 1-amino-2-propanol (12) was
used as starting material (Scheme 4). The amine was protected
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Scheme 4. Synthesis of Fmoc-NhThr(tBu)-OH (17).


with a benzyloxycarbonyl group, after which the hydroxy
function had to be protected as a tert-butyl ether. Introduction
of a tert-butyl group on this secondary alcohol 13 was trouble-
some. A reaction with tert-butyl 2,2,2-trichloroacetamidate in the
presence of boron trifluoride ethyl etherate gave poor yields
(30 %). The second alternative method for creation of the tert-
butyl carbenium ion by using tert-butanol, magnesium sulfate,


and sulfuric acid[30] afforded slightly higher but still poor
yields (40 %). The method with isobutylene and sulfuric
acid, which was finally used, resulted in 60 % yield. The
amine functionality was deprotected by hydrogenolysis
in the presence of palladium on carbon. The resulting
amine was alkylated with benzyl bromoacetate. Sa-
ponification and attachment of the Fmoc group gave
the NhThr peptoid monomer 17. Since we started from
a racemic mixture of 1-amino-2-propanol, the NhThr
peptoid monomer was also obtained as a racemate.


Synthesis of peptoid ± peptide hybrids


Peptoid 19 and peptoid ± peptide hybrids 20 ± 26
(Tables 1 and 2) were synthesized manually on Argogel
resin, containing the acid-labile Rink linker.[31, 32] As a
coupling reagent bromotrispyrrolidinophosphonium
hexafluorophosphate (PyBroP) was chosen, which is
especially suited for the synthesis of peptides contain-
ing hindered amino acids or N-methyl amino acids.[11, 33]


All coupling reactions were followed by using the Kaiser
or chloranil[60] test and lasted 45 min on average.


The phosphotyrosine amino acid was incorporated as a
monobenzyl-protected Fmoc-phosphotyrosine (Fmoc-Tyr(PO-
(OBzl)OH)-OH). When a phosphotyrosine peptoid monomer
was required, the Fmoc-NTyr-OH monomer was introduced
without protection of the phenolic hydroxy group, which was
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Scheme 3. Synthesis of Fmoc-NGlu(OtBu)-OH (11).


Table 2. IC50 and Kd values of peptoid ± peptide hybrids comprising two
shifted side chains.


Compd Sequence IC50 [mm] Kd [mM] Rel. IC50
[a]


18 Ac-pTyr-Glu-Thr-Leu-NH2 117 27 1
24 Ac-NpTyr-NGlu-Thr-Leu-NH2 � 1000[b] � 250 � 10
25 Ac-pTyr-NGlu-NhThr-Leu-NH2 � 1000[b] � 250 � 10
26 Ac-pTyr-Glu-NhThr-NLeu-NH2 954 233 8


[a] IC50 values relative to that of reference compound 18 (�1). [b] No
inhibition detected at 1000 mM.


Table 1. IC50 and Kd values of peptoid ± peptide hybrids comprising one shifted
side chain.


Compd Sequence IC50 [mM] Kd [mM] Rel. IC50
[a]


18 Ac-pTyr-Glu-Thr-Leu-NH2 117 27 1
20 Ac-NpTyr-Glu-Thr-Leu-NH2 � 1000[b] � 250 � 10
21 Ac-pTyr-NGlu-Thr-Leu-NH2 � 1000[b] � 250 � 10
22 Ac-pTyr-Glu-NhThr-Leu-NH2 545 119 5
23 Ac-pTyr-Glu-Thr-NLeu-NH2 986 239 8


[a] IC50 values relative to that of reference compound 18 (�1). [b] No
inhibition detected at 1000 mM.
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subsequently phosphorylated on the solid support by using di-
tert-butyl-N,N-diethylphosphoramidite.[34±36] Oxidation by using
meta-chloroperbenzoic acid (MCPBA) afforded the peptoid ±
peptide hybrid containing the phosphorylated tyrosine residue.
After Fmoc deprotection and acetylation of the N terminus the
peptides were deprotected and cleaved from the resin. In the
case of compounds 25 and 26Ðcontaining the racemic NhThr
peptoid residueÐit was possible to separate the epimers by
reversed-phase HPLC.


Surface plasmon resonance binding studies


To examine the effect of side chain shifting in a phosphopeptide
on binding to the Syk tandem SH2 domain, the endogenous
bidentate interaction with the g-chain of the high-affinity
receptor for IgE was chosen as a model platform. A glutathione
S-transferase (GST) fusion protein containing both SH2 domains
of murine Syk[37] (Syk GST-tdSH2[38] ) was cloned, expressed, and
purified (Figure 1a) as described in the Experimental Section. The
affinity of this protein for a peptide encoding the gITAM motif of
the high-affinity receptor for IgE (biotin-Ahx-KADAVpYTGLNTRS-
QETpYETLKHEK-NH2; Ahx� aminohexanoic acid) was measured
by surface plasmon resonance (SPR) spectroscopy at equilibrium


(Figure 1 b). The binding constant for the interaction on the chip
(Kd) was 33� 4 nM (n� 5).


In the competition experiments with the peptoid ± peptide
hybrids, peptide 18 was taken as a reference giving an IC50 value
of 117 mM and a Kd of 27 mM. These values are of the same order of
magnitude as the IC50 value reported by Narula et al.[39] for the
competition of the single C-terminal SH2 domain of human Syk
binding to a monophosphorylated gITAM peptide. Chen et al.[26]


used a scintillation proximity-based assay (SPA) to determine IC50


values by immobilizing the tdSH2 domain on a solid support and
monitoring the binding of the gITAM peptide. When these
authors used a monophosphorylated gITAM peptide comprising
the pYETL sequence, an IC50 value of 22 mM was found. Although
the competing peptide they used is much more C- and
N-terminally extended than compound 18, the IC50 value is of
the same order of magnitude.


Peptoid 19, in which all side chains present in the corre-
sponding peptide 18 are shifted to the backbone nitrogen atom,
did not show any inhibitory activity up to a concentration of
1.5 mM. This result raised the question to what extent the Ac-
pTyr-Glu-Thr-Leu-NH2 peptide can be transformed into a peptoid
while retaining its affinity for the Syk tandem SH2 domain, that
is, which side chains are allowed to be shifted on the backbone
and which are not.


First, a set of peptoid ± peptide hybrids (20 ± 23) containing
one peptoid residue was evaluated for binding in a preliminary
screening at a concentration of 1 mM. Subsequently, IC50 and Kd


values were determined for the compounds that showed
inhibition. As shown in Table 1, the hybrids comprising an NpTyr
or NGlu peptoid residue (20 and 21, respectively) do not bind
tandem SH2, but the ones with an NhThr or NLeu peptoid
residue (22 and 23, respectively) were active. Apparently, the
shifting of one of either of the two side chains at the pY and pY�
1 positions resulted in a loss of binding capacity. On the other
hand, comparable modifications at the pY� 2 or pY�3 positions
had a less dramatic influence on binding. The binding capacity of
the NLeu compound 23 was eight times lower as compared to
that of the reference peptide 18. The influence of transforming
the Thr residue into an NhThr peptoid residue was even less: a


fivefold reduction in the IC50 value.
To investigate if more peptoid residues can be


incorporated, compounds 24 ± 26 containing two adja-
cent peptoid residues were also tested. As shown in
Table 2, compounds 24 and 25 showed no binding. Both
compounds contain a shifted pTyr and/or Glu side chain,
whichÐsimilar to compounds 19 ± 21Ðled to a greater
than tenfold decrease in binding affinity as compared to
that of the reference peptide 18. However, binding was
observed with compound 26 in which the side chains of
both Thr and Leu residues near the C terminus were
shifted. As stated above, both compound 25 and 26
were obtained as a mixture of epimers, but in both cases
the epimers could be separated by HPLC. In the initial
SPR screening experiment both epimers of compound
25 were examined separately and both showed no
inhibition. The separated epimers of compound 26
showed the same degree of inhibition in the screening.


Figure 1. A: SDS-PAGE analysis (Coomassie Blue staining) of murine Syk GST-tdSH2
expressed in E. coli. B: Binding of recombinant Syk GST-tdSH2 to the biotinylated and
diphosphorylated gITAM peptide that was immobilized on an avidin-coated SPR chip.
The data in the binding isotherm represent the mean equilibrium SPR values (Req , expressed
in milligrad (mgrad)) of triplicate determinations.
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In summary, the tetrapeptide Ac-pTyr-Glu-Thr-Leu-NH2 was
capable of competing in the high-affinity bidentate interaction
of a Syk tdSH2 protein with a diphosphorylated gITAM peptide.
After translation of this peptide sequence into the peptoid 19, in
which all side chains are shifted, the activity in the binding assay
was lost. However, some peptoid ± peptide hybrids, which are
only partly translated, were still capable of competing. Interest-
ingly, shifting of the Thr and/or Leu side chains to the backbone
nitrogen atom is possible, although with some loss of affinity,
whereas the same shift of the pTyr or Glu side chains was
deleterious. A reason for the generally reduced binding potency
of the peptoid ± peptide hybrids can be found in the increased
flexibility of the backbone. This is indicated by NMR spectro-
scopic experiments with other peptoids, which show the
presence of many conformations owing to rotations about the
tertiary amide bonds.[3, 11, 40] However, this increased flexibility
does not explain the differences in binding affinities of the
peptoid ± peptide hybrids.


We think the following two factors should be considered in
explaining the differences in binding affinities of the peptoid ±
peptide hybrids. First, the relative distances between side chains
with respect to their position on the backbone, and second the
altered hydrogen bond characteristics of the backbone. For
example, the relative distance between the two important side
chains of the phosphotyrosine and leucine residues is increased
if only the phophotyrosine residue is substituted by a peptoid
phosphotyrosine residue. But this distance will be decreased if
only the leucine residue is transformed into a peptoid residue. It
will not be changed if both residues are transformed. Binding
was still observed when the leucine side chain was shifted to the
nitrogen atom, but no binding was observed when the
phosphotyrosine side chain was shifted. This would suggest
that a decrease in relative distance is allowed, but not an
increase. However, as the relative distance is not altered in the
peptoid 19, which did not bind, this indicates that the altered
relative distance is not the only factor to be considered.


In explaining the differences in affinities, especially the highly
reduced binding potency of all hybrids containing an NpTyr and/
or NGlu peptoid residue, the altered hydrogen bond character-
istics of the backbone should be considered. Fütterer et al.[41]


published a crystal structure of the Syk tandem SH2 domain
complexed with a diphosphorylated CD3e ITAM peptide
(PDpYEPIRKGQRDLpYSGLNQR), derived from the CD3e chain of
the T-cell receptor. Comparable to other SH2 domain struc-
tures,[42, 43] in essence this structure shows (Figure 2) that the
peptide conformation is fixed by hydrogen bonds between Arg-
aA2 and the backbone carbonyl oxygen atom of pY-1, and
between the carbonyl oxygen atom of His-bD4 and the back-
bone amide hydrogen atom of pY� 1 (in both SH2 do-
mains[44, 45] ). In case our peptoid ± peptide hybrids comprise an
NpTyr peptoid residue, the Arg-aA2 interaction with the peptide
backbone can possibly be impaired as the relative positions of
the phosphate and the carbonyl group are altered by placing the
pTyr side chain on the adjacent nitrogen atom. Furthermore, this
may influence the hydrogen bond acceptor property of this
carbonyl group. With respect to a Glu!NGlu transformation,
formation of the hydrogen bond between His-bD4 and the


Figure 2. Schematic representation of hydrogen-bonding interactions (dashed
lines) of the Syk tandem SH2 domain with the peptide backbone (found in both C-
and N-terminal SH2 domains). This figure is based on the X-ray crystal structure of
the Syk tandem SH2 domain complexed with the diphosphorylated CD3e ITAM
peptide published by Fütterer et al.[41] The interactions with the peptide backbone
are possibly impaired in case the pY or the pY� 1 residues are transformed into a
peptoid residue. Hydrogen-bonding interactions were assigned by the program
LIGPLOT[59] and were found in all of the six complexes in the asymmetric unit.


backbone amide group is impossible as the amide hydrogen
atom is substituted by the glutamate side chain.


An ever increasing number of papers report the finding of low
molecular weight inhibitors of SH2 domains of the Src family
protein tyrosine kinases (reviewed in ref. [46, 47]). This family of
kinases contain only one SH2 domain, which in general can bind
with high specificity and up to nanomolar affinity to mono-
tyrosine-phosphorylated peptides or peptidomimetics. A much
more limited number of papers have reported inhibitors of
tandem SH2 domains as are found in PTKs Zap-70 and Syk.[48±51]


Among these is the only report of SH2-domain-binding peptoids
by Revesz et al.[49] They synthesized a minilibrary of tetrapeptoids
containing a phosphotyrosine mimic. The other three peptoid
residues contained lipophilic and nonfunctionalized substitu-
ents. These compounds were screened for inhibition of the
bidentate interaction of the Zap-70 tandem SH2 domain with a
diphosphorylated ITAM motif, which is comparable to the
interaction studied here. The IC50 values were in the micromolar
range. The decreased affinities of monophosphorylated (mono-
dentate) compounds as compared to the nanomolar affinities of
the bidentate interaction is probably due to the lack of the
entropically favorable bidentate effect. This anticipated lower
affinity of monophosphorylated inhibitors is expected[49] to be
compensated in vivo by an improved metabolic stability,[3, 10±12]


which is due to a reduced proteolytic degradation as well as an
improved absorption of the peptoid compound having only one
charged phosphate group.


Conclusion


We have synthesized a set of phosphorylated peptoid ± peptide
hybrids derived from the pTyr-Glu-Thr-Leu sequence of the
gITAM motif of the high-affinity receptor for IgE. The compounds
were tested in a surface plasmon resonance competition assay,
in which selected compounds can compete with the high-
affinity binding of the Syk tandem SH2 domain to an immobi-
lized gITAM peptide. A considerable influence of the side chain
position was observed. Compounds 22, 23, and 26 containing an
NhThr and/or NLeu peptoid residue showed binding with IC50


values that were only five to eight times higher than that for the
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tetrapeptide lead compound 18. These data show that in the Syk
tdSH2 domain binding sequence pTyr-Glu-Thr-Leu side chain
shifting is possible with retention of binding capacity, but only at
the Thr and/or Leu residues of the tetrapeptide. The importance
of hydrogen-bonding interactions between the SH2 domains
and the peptide backbone, which has been suggested based on
structural studies, is in agreement with these findings. In
perspective of the improved stability of peptoids as compared
to the corresponding peptides, our peptoid ± peptide hybrids
appear to be very useful in order to explore to what extent a
peptide sequence can be transformed into a peptoid while
retaining its affinity.


Experimental Section


General: All reagents were purchased from Fluka, Aldrich, or Sigma.
Amino acid derivative Fmoc-Tyr(PO(OBzl)OH)-OH was purchased
from Nova Biochem, Fmoc-Glu(OtBu)-OH, Fmoc-Thr(tBu)-OH, and
Fmoc-Leu-OH were obtained from Advanced Chemtech, and
Argogel Fmoc Rink Resin from Argonaut.


Electrospray ionization (ESI) mass spectrometry was carried out with
a Shimadzu LCMS QP-8000 single quadrupole benchtop mass
spectrometer, coupled with a QP-8000 data system. Exact masses
were obtained by nanoelectrospray quadrupole time-of-flight mass
spectrometry (nanoES-Q-TOF-MS) which was performed by using a
Micromass Q-TOF hybrid mass spectrometer equipped with a
Z-spray sample introduction system and gold-coated glass capillaries
in a nanospray ionization source. The capillary was loaded with 2 mL
of the sample and a potential of �1500 V was applied to it. The
source temperature was 80 8C. The quadrupole was used in the RF-
only mode. Exact masses were measured by scanning the TOF at a
resolution of 6500 FWHM (full width at half-maximum) and using
pentaphenylalanine as reference mass. The MS ± MS spectra of the
tetrapeptides were obtained on the same apparatus. 1H NMR data
were obtained on a Varian G-300 spectrometer (300 MHz) and are
reported in ppm (d) relative to TMS. 13C NMR spectra were obtained
on the same apparatus operating at 75.5 MHz and the chemical shifts
are given in ppm (d) relative to CDCl3 (d� 77.0) or (CD3)2SO (d�39.7)
as internal standard. 13C NMR spectra were monitored by the
attached proton test (APT) technique. Solvents were removed by
rotary evaporation under reduced pressure, and silica gel chroma-
tography was performed with Merck silica gel 60 with a particle size
of 40 ± 63 mm. Reactions were monitored and Rf values were
determined by thin-layer chromatography (TLC) on Merck pre-
coated silicagel 60 F-254 (0.25 mm) plates. Spots were visualized with
UV light, ninhydrin, or Cl2/TDM (TDM�N,N,N',N'-tetramethyl-4,4'-
diaminodiphenylmethane).[52] Anhydrous solvents were obtained
commercially and used without further drying. HPLC was conducted
on two HPLC systems: a Gilson automated HPLC system 205 with UV
detector system operating at 220 nm and 254 nm, or a Shimadzu
automated HPLC system with a UV detector system operating
at the same wavelenghts. Preparative HPLC was conducted by using
an Alltech Adsorbosphere C8 (10 mm, 250� 22 mm) or C18
(10 mm, 250� 10 mm) column at a flow rate of 11.5 or 5.0 mL minÿ1,
respectively. Analytical HPLC was conducted by using an
Alltech Adsorbosphere C18 (5 mm, 250 � 4.6 mm) column at
a flow rate of 1.0 mL minÿ1. Elution was effected with a gradient
from 0.1 % trifluoroacetic acid (TFA) in water to 0.085 % TFA in
acetonitrile/water (95:5) over 50 min (preparative) or 20 min (ana-
lytical).


Chemical syntheses


Glycine derivative 2 and Fmoc-NLeu-OH (3): Compounds 2 and 3
were prepared as described previously.[11]


Fmoc-NTyr-OH (5): A solution of HCl in diethyl ether (6.0 M, 50 mL)
was added to a solution of Fmoc-NTyr(tBu)-OH (4)[11] (1.38 g,
3.00 mmol) in dioxane (50 mL). The mixture was stirred at room
temperature for 1.5 h. Subsequently, the solvent was removed by co-
evaporation with chloroform to afford 5 as a clear oil (1.15 g, 95 %).
Rf� 0.30 (CH2Cl2/MeOH/AcOH, 90:10:0.5). MS (ESI): m/z : 426.1 [M�
Na]� ; 1H NMR (300 MHz, CDCl3): d� 3.75, 3.92 (two s, 2 H), 4.25 (two t,
1 H), 4.32, 4.45 (two s, 2 H), 4.50, 4.60 (two d, 2 H, J� 5.8 Hz), 6.72 (m,
2 H), 6.83 (d, 1 H, J�7.9 Hz), 7.00 (d, 1 H, J� 7.9 Hz), 7.2 (m, 2 H), 7.35
(m, 2 H), 7.55 (m, 2 H), 7.77 (t, 2 H); 13C NMR (75.5 MHz, CDCl3): d�47.1,
47.5, 50.8, 51.0, 67.9, 68.0, 115.6, 120.0, 124.8, 127.5, 127.7, 129.4, 129.9,
141.3, 143.6, 155.7, 156.4, 156.8, 174.3, 174.4.


Cbz-b-Ala-OH (7): Benzyl chloroformate (77.5 mL, 550 mmol) and
2 N NaOH (275 mL) were added simultaneously to a cooled (0 8C)
solution of H-b-Ala-OH (6) (44.5 g, 500 mmol) in 2 N NaOH (250 mL)
over a period of 75 min. During an additional hour of vigorous
stirring the pH value was kept between 8 and 10 by adding 2 N NaOH.
The mixture was washed with diethyl ether (4� 250 mL). The pH
value of the water layer was adjusted to 2.0 by adding conc aq HCl,
and this layer was extracted with EtOAc (3�200 mL). The combined
EtOAc layers were washed with water and brine, dried (Na2SO4), and
concentrated under reduced pressure. The residue was purified by
crystallization from EtOAc/hexanes to afford 7 as a white solid
(107.5 g, 96 %). Rf�0.47 (CH2Cl2/MeOH/AcOH, 90:10:0.5). 1H NMR
(300 MHz, CDCl3): d� 2.58 (t, 2 H, J� 5.7 Hz), 3.46 (m, 2 H), 5.09 (s, 2 H),
5.33 (br. s, 1 H), 7.34 (br. s, 5 H); 13C NMR (75.5 MHz, CDCl3): d�34.1,
36.2, 66.9, 128.2, 128.3, 128.6, 136.4, 156.5, 177.7.


Cbz-b-Ala-OtBu (8): POCl3 (10.1 mL, 110 mmol) was added to a
cooled (ÿ10 8C) solution of 7 (22.3 g, 100 mmol) in pyridine (150 mL)
and tert-butyl alcohol (250 mL). The mixture was stirred for 15 min at
ÿ10 8C and 16 h at room temperature. The solvent was removed and
water was added. The mixture was extracted with EtOAc (3�
250 mL). The collected organic layers were washed with water (3�
300 mL), sat. Na2CO3 (3� 300 mL), water (3� 300 mL), 2 N KHSO4 (3�
300 mL), and brine. The EtOAc solution was dried (Na2SO4) and
concentrated under reduced pressure. The residue was purified by
column chromatography on silica gel (eluted with CH2Cl2/MeOH,
99:1) to afford 8 as a clear oil (18.79 g, 67 %). Rf�0.59 (CH2Cl2/MeOH,
95:5). 1H NMR (300 MHz, CDCl3): d� 1.44 (s, 9 H), 2.44 (t, 2 H, J�
5.7 Hz), 3.42 (q, 2 H), 5.10 (s, 2 H), 5.34 (br. s, 1 H), 7.33 (m, 5 H);
13C NMR (75.5 MHz, CDCl3): d� 27.9, 35.4, 36.6, 66.5, 80.9, 128.1, 128.5,
136.6, 156.3, 171.7.


H-b-Ala-OtBu (9): A solution of 8 (20.9 g, 75 mmol) in THF (150 mL)
was hydrogenated in the presence of 10 % Pd/C overnight at room
temperature in a Parr hydrogenation apparatus. The reaction mixture
was filtered, washed with EtOAc, and concentrated under reduced
pressure to give 9 as a clear oil (10.90 g, 99 %). 1H NMR (300 MHz,
(CD3)2SO): d� 1.39 (s, 9 H), 1.93 (br. s, 2 H), 2.27 (t, 2 H, J� 6.6 Hz), 2.73
(t, 2 H, J� 6.6 Hz); 13C NMR (75.5 MHz, (CD3)2SO): d� 27.9, 37.9, 38.7,
79.6, 171.8.


H-NGlu(OtBu)-OEt (10): A solution of ethylbromo acetate (4.44 mL,
40 mmol) in THF (200 mL) was slowly added to a mixture of amine 9
(5.8 g, 40 mmol) and N-methyl morpholine (NMM) (4.84 mL,
44 mmol) in THF (40 mL). The mixture was strirred overnight at
room temperature. THF was removed, diethyl ether (200 mL) was
added, and the mixture was filtered and concentrated under reduced
pressure. The residue was purified by column chromatography on
silica gel (eluted with diethyl ether/hexanes, 4:1) to afford 10 as a
clear oil (3.49 g, 38 %). Rf� 0.20 (diethyl ether/hexanes, 4:1). 1H NMR
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(300 MHz, CDCl3): d� 1.28 (t, 3 H, J� 7.0 Hz), 1.46 (s, 9 H), 1.86 (br. s,
1 H), 2.43 (t, 2 H, J� 6.6 Hz), 2.86 (t, 2 H, J�6.6 Hz), 3.41 (s, 2 H), 4.19
(q, 2 H, J�7.0 Hz); 13C NMR (75.5 MHz, CDCl3): d�14.1, 28.0, 35.9,
44.9, 50.9, 60.6, 80.5, 171.9, 172.4.


Fmoc-NGlu(OtBu)-OH (11): 1 N NaOH (10 mL) was added to a
solution of 10 (2.31 g, 10 mmol) in a mixture of dioxane (20 mL) and
water (20 mL). The mixture was stirred at room temperature for
20 min. Solvent was removed by co-evaporation with dioxane and
the resulting white solid was dissolved in water (10 mL). The pH was
adjusted to 9.0 ± 9.5 with conc aq HCl. A solution of Fmoc-OSu
(3.37 g, 10 mmol) in acetonitrile (20 mL) was added to this mixture.
Stirring was continued for 4 h, and the pH was kept between 8.5 and
9.0 by adding triethylamine. Acetonitrile was removed and the
residue was dissolved in 20 % citric acid (100 mL). The mixture was
extracted with EtOAc (3� 150 mL), and the combined organic layers
were dried (Na2SO4) and concentrated under reduced pressure. The
residue was purified by column chromatography on silica gel (eluted
with CH2Cl2/MeOH, 50:1) to afford 11 as a clear oil (2.77 g, 65 %). Rf�
0.45 (CH2Cl2/MeOH/AcOH, 90:10:0.5). MS (ESI): m/z : 448.2 [M�Na]� ;
1H NMR (300 MHz, CDCl3): d� 1.41, 1.43 (two s, 9 H), 2.29, 2.55 (two t,
2 H, J�6.6 Hz), 3.42, 3.55 (two t, 2 H, J� 6.6 Hz), 4.02, 4.09 (two s, 2 H),
4.18, 4.26 (two t, 1 H), 4.42, 4.51 (two d, 2 H, J�6.2 Hz), 7.25 ± 7.77 (m,
8 H); 13C NMR (75.5 MHz, CDCl3): d�27.9, 34.7, 44.5, 47.1, 50.1, 67.7,
81.0, 120.0, 124.9, 127.2, 127.8, 141.4, 143.9, 171.6, 175.1.


1-(Cbz-amino)propan-2-ol (13): A solution of Cbz-Cl (14.3 mL,
100 mmol) in THF (50 mL) was slowly added to a cooled (0 8C)
solution of racemic aminopropan-2-ol (12) (19.3 mL, 250 mmol) in
THF (200 mL) and the mixture was stirred at room temperature for
1.5 h. The reaction mixture was concentrated and 1 N KHSO4 (300 mL)
was added. The mixture was extracted with EtOAc (3� 150 mL),
washed with water (100 mL) and brine (100 mL), dried (Na2SO4), and
concentrated under reduced pressure to give 13 as a clear oil
(20.80 g, 99 %). Rf�0.75 (CH2Cl2/MeOH, 4:1). 1H NMR (300 MHz,
CDCl3): d�1.14 (d, 3 H, J� 6.6 Hz), 2.86 (br. s, 1 H), 3.02, 3.30 (two m,
2 H), 3.86 (m, 1 H), 5.08 (s, 2 H), 5.42 (br. s, 1 H), 7.33 (d, 5 H); 13C NMR
(75.5 MHz, CDCl3): d�20.4, 48.2, 66.8, 67.1, 128.1, 128.2, 128.5, 136.5,
157.2.


Benzyl 2-(tert-butoxypropyl)carbamate (14): A solution of alcohol
13 (15.7 g, 75 mmol) in CH2Cl2 (100 mL) was poured into a sealed
flask, cooled to ÿ8 8C. 2-Methylpropene (isobutylene) (200 mL) was
added (condensed) followed by sulfuric acid (5 mL), and the mixture
was stirred at room temperature for 4 d. The reaction mixture was
cooled toÿ20 8C and CH2Cl2 (150 mL) was added. After washing with
0.4 N NaOH (0 8C) the mixture was extracted with CH2Cl2 (2� 50 mL),
dried (Na2SO4), and concentrated under reduced pressure. The
residue was purified by column chromatography on silica gel (eluted
with EtOAc/hexanes, 1:4) to afford 14 as a clear oil (11.94 g, 60 %).
Rf� 0.34 (EtOAc/hexanes, 1:3). 1H NMR (300 MHz, CDCl3): d�1.09 (d,
3 H, J� 6.2 Hz), 1.16 (s, 9 H), 2.99 (m, 1 H) 3.24, 3.75 (two m, 2 H), 5.09
(s, 2 H), 5.14 (br. s, 1 H), 7.26 ± 7.36 (m, 5 H); 13C NMR (75.5 MHz, CDCl3):
d�20.5, 28.3, 47.3, 66.0, 66.5, 73.6, 128.0, 128.1, 128.5, 136.7, 156.6.


1-Aminoprop-2-yl tert-butyl ether (15): A solution of 14 (10.58 g,
40 mmol) in methanol (100 mL) was hydrogenated in the presence of
10 % Pd/C overnight at room temperature in a Parr hydrogenation
apparatus. The reaction mixture was filtered, washed with EtOAc,
and concentrated under reduced pressure by co-evaporation with
chloroform to give 15 as a clear oil (4.50 g, 86 %). 1H NMR (300 MHz,
CDCl3): d� 1.22 (d, 3 H, J�6.2 Hz), 1.29 (s, 9 H), 2.81 (m, 1 H), 3.00, 4.01
(two m, 2 H); 13C NMR (75.5 MHz, CDCl3): d�20.9, 28.5, 45.4, 63.6, 74.9.


H-NhThr(tBu)-OBzl (16): A solution of benzyl bromoacetate
(3.66 mL, 23.3 mmol) in THF (50 mL) was slowly added to a mixture
of amine 15 (3.05 g, 23.3 mmol) and triethylamine (TEA) (6.5 mL,


46.6 mmol) in THF (100 mL) and the mixture was strirred overnight at
room temperature. The solvent was removed and the residue was
washed with ether (3� 100 mL) and filtrated. The filtrate was
concentrated under reduced pressure and purified by column
chromatography on silica gel (eluted with CH2Cl2/MeOH, 99:1) to
afford 16 as a clear oil (3.58 g, 55 %). Rf�0.70 (CH2Cl2/MeOH, 9/1).
1H NMR (300 MHz, CDCl3). d� 1.12 (d, 3 H, J� 6.2 Hz), 1.20 (s, 9 H), 2.40
(br. s, 1 H), 2.54 (d, 2 H, J� 5.9 Hz), 3.45 (d, 2 H, J� 2.6 Hz), 3.76 (m, 1 H),
5.16 (s, 2 H), 7.35 (s, 5 H); 13C NMR (75.5 MHz, CDCl3): d�21.2, 28.5,
51.2, 56.3, 66.4, 66.8, 73.5, 128.4, 128.6, 135.8, 172.3.


Fmoc-NhThr(tBu)-OH (17): 4 N NaOH (3.2 mL) was added to a
solution of 16 (3.54 g, 12.7 mmol) in a mixture of dioxane (45 mL)
and methanol (16 mL). The mixture was strirred at room temperature
for 1 h. Solvent was removed by co-evaporation with dioxane and
the resulting white solid was dissolved in water (30 mL). The pH was
adjusted to 9.0 ± 9.5 with 1 N KHSO4 . To this mixture a solution of
Fmoc-O-Su (4.28 g, 12.7 mmol) in acetonitrile (60 mL) was added
followed by vigorous stirring for 2 h. During the reaction the pH was
kept between 8.5 and 9.0 by adding triethylamine. The reaction
mixture was concentrated to a white suspension and 20 % citric acid
(100 mL) was added. The mixture was extracted with EtOAc (3�
100 mL) and the combined organic layers were washed with water
(100 mL) and brine (100 mL), dried (Na2SO4), and concentrated under
reduced pressure. The residue was purified by column chromatog-
raphy on silica gel (eluted with CH2Cl2/MeOH, 20:1) to afford 17 as a
clear oil (2.80 g, 54 %). Rf� 0.42 (CH2Cl2/MeOH/AcOH, 90:10:0.5). MS
(ESI): m/z : 434.2 [M�Na]� ; 1H NMR (300 MHz, CDCl3): d�0.72, 1.09
(two d, 3 H, J� 6.2 Hz), 0.92, 1.14 (two s, 9 H), 2.59, 3.11 (two m, 2 H),
2.92, 2.96, 3.41, 3.46 (four d, 1 H), 3.95, 4.43 (two d, 2 H), 4.21 (m, 1 H),
4.65, 4.74 (two m), 7.32 (m, 4 H), 7.54 (m, 2 H), 7.75 (m, 2 H); 13C NMR
(75.5 MHz, CDCl3): d�20.3, 20.5, 28.0, 28.2, 50.7, 54.4, 55.6, 66.6, 67.7,
66.8, 73.9, 74.3, 119.9, 124.5, 124.6, 124.8, 124.9, 127.1, 127.3, 127.7,
127.8, 141.4, 141.6, 143.9, 144.0, 144.1, 156.6, 174.5.


Peptide 18, peptoid 19, and peptoid ± peptide hybrids 20 ± 26:
These compounds were synthesized by standard solid-phase pep-
tide methods in a reaction vessel through which nitrogen was
bubbled for mixing. Before coupling of the first monomer, Fmoc-Rink
amide resin (125 mmol, Argogel) was washed with CH2Cl2 (5 min) and
N-methyl pyrrolidone (NMP) (3�5 min). A typical cycle for the
coupling of an individual monomer by the Fmoc strategy was:
i) Fmoc deprotection with 20 % piperidine in NMP (4 mL) for 20 min;
ii) washing with NMP (5 mL; 5� 5 min); iii) coupling for 45 min of the
Fmoc monomer by addition of a freshly prepared mixture of a
peptoid monomer or an amino acid (0.5 mmol), PyBroP (0.5 mmol),
and N,N-diisopropylethylamine (DiPEA) (1.0 mmol) in NMP (4 mL).
After coupling of the last monomer the final Fmoc deprotection was
carried out and the N terminus was acetylated by reaction with a
mixture of acetic acid anhydride (0.5 M), DiPEA (0.125 M), and
1-hydroxy-1H-benzotriazole (HOBt) (0.015 M) in NMP (5 mL) for
30 min. The peptidyl resin was washed with NMP (5 mL; 5� 5 min)
and CH2Cl2 (5 mL; 5�5 min), and dried (P2O5, in vacuo). Prior to
capping, NTyr-containing oligomers were phosphorylated on the
resin by using the global phosphorylation method according to
Hoffmann et al. [36] with 20 equiv of di-tert-butyl-N,N-diethylphos-
phoramidite[34] and 20 equiv of 1H-tetrazole in acetonitrile. Oxidation
of the phosphite triester to the corresponding phosphate was
carried out using 10 equiv of MCPBA. Oligomers were deprotected
and cleaved from the resin by treatment with a mixture of TFA, water,
and triisopropyl silane (95:2.5:2.5) for 3 h, followed by precipitation
in a mixture of methyl tert-butyl ether (MTBE) and hexanes (1:2),
washed with the same solvent mixture (3� ), and dried. Every
product was purified by preparative HPLC. Purity of all oligomers was
verified by reversed-phase analytical HPLC. All oligomers gave
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accurate ESI mass spectra and high-resolution mass spectra. HR-MS:
calcd for C26H41N5O12P 646.2489 [M�H]� and C26H40N5NaO12P
668.2309 [M�Na]� , found 646.2513 and 668.2368 (18), 646.2521
and 668.2339 (20), 646.2531 and 668.2342 (21), 646.2513 and
668.2313 (23), 646.2513 and 668.2324 (24) ; calcd for C27H43N5O12P
660.2645 [M�H]� and C27H42N5NaO12P 682.2465 [M�Na]� , found
660.2692 and 682.2510 (19), 660.2700 and 682.2490 (22), 660.2679
and 682.2495 (25), 660.2699 and 682.2490 (25', the other epimer),
660.2661 and 682.2473 (26), 660.2679 and 682.2475 (26', the other
epimer).


Mass spectrometric studies: Mass spectrometric studies are essen-
tial in the characterization of peptoids, since interpretation of NMR
spectra is severely hampered by the presence of many conformers
arising from rotation about the tertiary amide bonds.[3, 11, 40] Q-TOF-
MS ± MS spectra of the [M�H]� ion of peptide 2, peptoid 19, and the
corresponding peptoid ± peptide hybrids 20 ± 26 exhibit both B- and
Y''-type sequence ions at identical m/z values. However, differences
in the relative abundance of these sequence ions can be related to
the structural characteristic of each compound.[53±55] The character-
istic Q-TOF-MS ± MS spectral data of the peptoid ± peptide hybrids
are available in the Supporting Information.


Construction of pGEX-3X-Syk-TDSH2 expression plasmids and
purification of recombinant fusion proteins: A plasmid containing
full-length murine syk gene was kindly provided by Dr. A.
Ziemiecki.[37] From this plasmid the cDNA fragment corresponding
to amino acid residues 2 ± 259, that is, the tandem SH2 domain, was
amplified by standard PCR methodology using the primer pair 5'-
cgggatccTGGCGGGAAGTGCTGT-3' and 5'-ggaattcCTATTGGCATGG-
TACCGTGAGG-3'. The PCR fragment was cleaved with Bam HI and
Eco RI, and then ligated with the Bam HI/Eco RI-cut fragment of pGEX-
3X (Pharmacia). Standard recombinant DNA techniques were
employed, and the correct construction of the recombinant plasmid
was confirmed by dideoxy nucleotide sequencing.[56] The protein
was expressed in Escherichia coli (BL21(DE3)pLysS) and shown to
have the predicted molecular mass. The Syk GST-tdSH2 protein was
purified by affinity chromatography on glutathione ± Sepharose
(Pharmacia), in accordance with the instructions provided by
the manufacturer. Protein concentration was determined by a
protein assay (Bio-Rad) using bovine serum albumin (BSA) as a
standard.


Analysis of inhibition of SH2 domain binding with surface
plasmon resonance (SPR) spectroscopy: The IC50 and Kd values
were determined using a SPR protocol[57] for a double-channeled
IBIS II SPR instrument.[58] In our competition experiments the
immobilized phase was generated by using a biotinylated FceRI
gITAM phosphopeptide, biotin-Ahx-KADAVpYTGLNTRSQETpYETL-
KHEK-NH2 (>95 % purity by C8 HPLC and of the appropriate
molecular weight as determined by mass spectrometry). This
peptide was attached to an avidin-coated CM5 chip (Biacore).
Binding of Syk GST-tdSH2 was conducted at 100 nM in HBS buffer
(10 mM HEPES, 150 mM NaCl, 4 mM EDTA, 1 mM DTT, 0.005 % (w/v)
Tween-20, pH 7.4) at continuous pipet mixing. After each measure-
ment, the surface was regenerated with a solution of 0.2 % (w/v) SDS.
Compounds tested as inhibitors were premixed with Syk GST-tdSH2
30 min prior to introduction onto the immobilized chip. The amount
of binding at equilibrium was determined. Equilibrium values were
plotted in a competition curve and IC50 and Kd values were
determined by using the ªGraphpad Prismº software (GraphPad
Software Inc. , San Diego, USA). IC50 and Kd values are reported as
means of at least three determinations, which were conducted using
at least two separate sensor chips.


We thank Mr. Cees Versluis for the mass spectrometric analyses.
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Structural Changes of Cytochrome c552 from
Thermus thermophilus Adsorbed on Anionic and
Hydrophobic Surfaces Probed by FTIR and
2D-FTIR Spectroscopy
Sophie Lecomte,*[a] Christophe Hilleriteau,[a] Jean Pierre Forgerit,[a]


Madeleine Revault,[a] Marie-HeÂleÁne Baron,[a] Peter Hildebrandt,[b] and
Tewfik Soulimane[c]


The structural changes of cytochrome c552 bound to anionic and
hydrophobic clay surfaces have been investigated by Fourier
transform infrared spectroscopy. Binding to the anionic surface of
montmorillonite is controlled by electrostatic interactions since
addition of electrolyte (0.5 mol Lÿ1 KCl) causes desorption of more
than 2�3 of the protein molecules. Electrostatic binding occurs
through the back side of the protein (i.e. , remote from the heme
site) and is associated only with subtle changes of the secondary
structure. In contrast, adsorption to the hydrophobic surface of talc
leads to a decrease in a-helical structure by ca. 5 % and an increase
in b-sheet structure by ca. 6 %. These structural changes are
attributed to a hydrophobic region on the front surface of
cytochrome c552 close to the partially exposed heme edge. This
part on the protein surface is identified as the interaction domain
for talc and most likely also serves for binding to the natural
reaction partner, a ba3-oxidase. Fourier transform infrared spectra
of cytochrome c552 and the clay ± cytochrome c552 complexes have
been measured as a function of time following dissolution and


suspension in deuterated buffer, respectively. A two-dimensional
correlation analysis was applied to these spectra to investigate the
dynamics of the structural changes in the protein. For both
complexes, adsorption and subsequent unfolding processes in the
binding domains are faster than the time resolution of the
spectroscopic experiments. Thus, the processes that could be
monitored are refolding of peptide segments and side chain
rearrangements following the adsorption-induced perturbation of
the protein structure and the solvation of the adsorbed protein. In
each case, side chain alterations of solvent-exposed tyrosine,
aspartate, and glutamate residues were observed. For the cyto-
chrome c552 ± talc complex, these changes are followed by a slow
refolding of the peptide chain in the binding domain and,
subsequently, a further H/D exchange of amide group protons.


KEYWORDS:


cytochromes ´ electron transport ´ heme proteins ´
IR spectroscopy ´ protein structures


Introduction


In the respiratory chain of aerobic organisms, cytochrome c
(Cyt-c) acts as a mediator for the electron transport between
complexes III (cytochrome c reductase) and IV (cytochrome c
oxidase, CcO).[1, 2] Binding of Cyt-c to its reaction partners is
governed by electrostatic interactions involving various pos-
itively charged lysine residues on the front hemisphere of
Cyt-c. Among these lysines, Lys-73 and Lys-79 have been
shown to play a crucial role for inducing conformational changes
in Cyt-c upon complex formation with CcO.[3] These structural
changes are associated with a substantial lowering of the
redox potential corresponding to an increase in the driving force
for the interprotein electron transfer process to CcO.[3, 4] Hence,
the lysine-rich domain around the exposed heme edge may be
of functional relevance for regulating the biological redox
process.


Such a cationic domain was regarded as a common structural
template for soluble type-c cytochromes until it was recently
shown that cytochrome c552 (Cyt-c552), which serves as an


electron carrier in the respiratory chain of Thermus thermophi-
lus,[5, 6] does not exhibit a cluster of lysine residues on the protein
surface[7] (space-filling plots of the structure of Cyt-c552 , given in
the Supporting Information, show the localization of the hydro-
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phobic and cationic residues on the surface of the protein). Cyt-
c552 possesses also a more stable structure compared to Cyt-c,
brought about by ca. 1�3 of the C-terminal peptide chain that
wraps around the remainder of the protein.[7] This largely
uncharged peptide segment partly shields the heme pocket on
the front surface of the protein. This unique structural property
of Cyt-c552 , therefore, raises fundamental questions with respect
to the molecular mechanism of the electron transfer process to
the membrane-bound reaction partner, a ba3-oxidase; particu-
larly since in contrast to CcO, the putative binding site of ba3-
oxidase lacks any negatively charged residues as revealed by the
X-ray crystal structure.[8] Specifically, it has to be determined if a
conformational control of the biological electron transfer as
suggested for the Cyt-c/CcO redox couple[3] may be also of
relevance for the reaction of Cyt-c552 with the ba3-oxidase.[9] As a
prerequisite for a comparative analysis of the interprotein
electron transfer mechanisms, a detailed knowledge about the
intermolecular interactions between Cyt-c552 and the ba3-oxidase
and the possible structural consequences is required.


In the present work, we have addressed this issue by studying
the effect of different modes of intermolecular interactions on
the structure of Cyt-c552 . Model systems were used that exhibit
either anionic or uncharged surfaces and, hence, may bind Cyt-
c552 through electrostatic or hydrophobic forces, respectively.
Montmorillonite (MT) and talc (TC) clays were chosen as models
for anionic and hydrophobic binding domains, respectively. Both
clays offer the advantage of a high specific surface area
providing a large amount of bound Cyt-c552 per volume.
Furthermore, these model systems are largely ªsilentº with
respect to those spectroscopic techniques that are capable of
probing the structure of the adsorbed protein.


In this study, we have employed Fourier transform infrared
(FTIR) spectroscopy, which has been shown to be sensitive for
detecting subtle adsorption-induced modifications of the sec-
ondary and tertiary structure of protein as well as hydration
changes of the polypeptide backbone and amino acid side
chains.[10] Furthermore, FTIR spectra recorded as a function of
time, have been analyzed in a two-dimensional (2D) way,[11]


providing information about the time dependence of the
structural modifications of individual protein segments. These
investigations give insight into the dynamics specifically of those
parts of Cyt-c552 that are involved in binding to the model
surfaces. Thus, the results may contribute to a better under-
standing of the Cyt-c552 ± ba3-oxidase interactions at the molec-
ular level and may elucidate similarities and differences with
respect to the mitochondrial redox couple Cyt-c/CcO.


Experimental Section


Materials: Cyt-c552 from T. thermophilus was isolated and purified as
described previously.[5] Lyophilization of the protein is required for
the FTIR experiments. The Wyoming-type MT [(Al1.32Fe0.06Mg0.71)-
(Si3.95Al0.5)O10(OH)2] used in the experiments exhibits a particle size
<2 mm, a specific surface of 800 m2 gÿ1, and a surface charge of
1.25� 10ÿ6 C mÿ2.[12] TC [Mg(Si8O20)(OH)4] (Luzenac) was of a similar


size (<2 mm) with a specific surface area of 18.5 m2 gÿ1.[13] Deuterated
buffer solutions were prepared with K2DPO4 (0.05 mol Lÿ1) obtained
upon repeated crystallization of K2HPO4 in D2O. In all samples, the
pD value was adjusted to 8.0 by addition of DCl.


Sample preparation: Solutions of Cyt-c552 were obtained by
dissolving the lyophilized protein in deuterated buffer to a final
concentration of 4 mg mLÿ1. Complexes of Cyt-c552 with MT and TC
were prepared by suspending a mixture of solid protein and clay in
the buffer with final MT and TC concentrations of 8 and 200 mg mLÿ1,
respectively. The different MT and TC concentrations were chosen to
compensate for the large difference in specific area of the two clays.
The concentration of Cyt-c552 was 4 mg mLÿ1 in each case. Samples of
high ionic strength were obtained by addition of KCl (0.5 mol Lÿ1).
FTIR spectra were obtained from the Cyt-c552 ± clay suspensions as
well as from the solid samples or supernatants obtained after
centrifugation of the suspensions. This procedure also allowed to
determine the amount of protein adsorbed on the clays.


FTIR spectroscopic measurements: FTIR transmission spectra were
recorded with a Perkin Elmer 1720 interferometer (four scans; 4 cmÿ1


resolution). A Balston air dryer (Whatman) was used to reduce the
water vapor content in the spectrometer. Protein ± clay suspensions
were deposited between two CaF2 plates with a 25-mm spacer
whereas Cyt-c552 solutions were measured by using a CaF2 cell with a
50-mm spacer. The FTIR spectra were recorded in the time range from
10 min to 5 h subsequent to the preparation of the sample. The
addition of buffer to the dry protein and protein ± clay mixture was
taken as the starting point of the processes under investigation. The
FTIR spectra measured after five hours were taken as the reference
for equilibrium conditions.


Analysis of the FTIR spectra: Prior to the analysis of spectra, the
spectral contributions of the buffer and of the adsorbents were
subtracted from the measured spectra. These difference spectra
were analyzed by algorithms based on second-derivative func-
tions[14] and self-deconvolution procedures in order to determine the
number and the frequencies of individual band components
contained in the spectral range 1500 ± 1750 cmÿ1 (Figure 1). The
relative contributions of the various band components were
obtained by a band-fitting procedure, keeping the wavenumbers,
half widths (14 ± 20 cmÿ1) and band profiles (75 % Gaussian and 25 %
Lorentzian) constant and allowing only the intensities to vary. All
spectra could be fitted by seven amide-I and two amide-II
components along with a few bands assigned to amino acid side
chains. The content of the various secondary structure elements was
estimated by dividing the integral intensity of one amide-I band
component by the total intensity of all amide-I band components.
The amount of each secondary structure element is given in
percentage terms. In the same way, the integral amide-II band
intensities are normalized. Taking into account the number of
peptide bonds of Cyt-c552 ,[7] an intensity redistribution among the
amide-I bands can be quantified in terms of secondary structure
changes, that is, an intensity change of the amide-I bands by 2 % is
related to 2 ± 3 peptide bonds. The amide-II/amide-I band intensity
ratio is used to assess the degree of H/D exchange using a reference
value of 0.5 for totally hydrogenated proteins in the solid state,
according to a study of various globular proteins in the solid state.[15]


Thus, a decrease of this ratio by 2 % corresponds to the exchange at
4 ± 6 amide NH groups. These estimations neglect contributions of
Asn and Gln amide side chains to the amide-I band envelope. As is
shown below, this approximation results in a constant and system-
atic error of the absolute secondary structure determination whereas
the effect on determining changes of the secondary structure and of
the degree of H/D exchange are negligibly small.
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Figure 1. FTIR spectra of Cyt-c552 in deuterated buffer (pD 8.0). A : Experimental
spectrum obtained after subtracting the buffer contribution. B: Spectrum
showing individual band components obtained from second-derivative analysis.
C: Experimental spectrum including the band components. See text for details.


2D-FTIR analysis: The 2D analysis of the FTIR spectra followed the
procedure introduced by Noda.[11] It allows the correlation of the
dynamic fluctuations of IR signals in a series of spectra measured at
different times. Cross correlation analysis provides 2D spectra that
are defined by two independent wavenumbers, nÄ1 (abscissa) and nÄ2


(ordinate). The synchronous correlation representation (S-map)
displays autopeaks on the diagonal reflecting those IR signals that
vary as a function of time. Cross peaks (placed off-diagonally) are
observed for bands that exhibit (at least partially) correlated dynamic
behavior. Cross peaks, which can either be positive or negative,
reflect correlated changes of functional groups within the protein
that occur simultaneously in the same (�) or in the opposite
direction (ÿ). Conversely, the asynchronous 2D correlation repre-
sentation (A-map) is characterized by missing autopeaks and
asymmetric cross peaks which reveal noncorrelated (i.e. , out-of-
phase) behavior of two bands. Positive cross peaks refer to IR signals
that vary in the same direction, that is, intensity increase or decrease.
Intensity changes of peaks in opposite directions give rise to
negative cross peaks. Peaks that exhibit no intensity changes in the
series of spectra do not appear in the 2D maps.


Cross peaks, which occur in both the S- and the A-maps, provide
information about the temporal order of the spectral changes. Cross
peaks with the same sign in the S- and A-maps indicate that a
spectral change of the IR signal with wavenumbers nÄ2 (ordinate)
precedes that of the nÄ1 signal (abscissa). For opposite signs of the S-
and A-map cross peaks, the temporal order is reversed. In our 2D-
FTIR analysis, we will discuss only cross peaks observed in both the S-
and the A-maps since this is a prerequisite to determining the order
of the different events.


In the present study, the time-dependent changes of the IR signals
reflect the structural and solvation changes of Cyt-c552 brought about


by dissolution in buffer and/or adsorption on clay. In general, six
spectra were considered that cover the time range from 10 min to
5 h. The auto- and cross peaks in the S- and A-maps were found at
frequencies very similar to those of the band components deter-
mined by deconvolution and band fitting of the FTIR spectra,
indicating that the 2D and the conventional spectra analysis afford
consistent results.


Results and Discussion


Assignments


The spectral region between 1600 ± 1700 cmÿ1 is dominated by
the amide-I mode of the polypeptide backbone of Cyt-c552 . There
is a large body of experimental data that allows an assignment of
the individual amide-I band components to various secondary
structure elements of proteins (Table 1).[10, 15, 16] Upon H/D
exchange this mode, which predominantly includes the C�O
stretching of the peptide bond, reveals only a subtle frequency


shift. Furthermore, H/D exchange was generally fast on the time
scale of the FTIR experiments (i.e. , <10 min) and led to
comparable high degrees of amide NÿH deuteration between
80 and 90 % for each sample. Thus, it appeared to be justified not
to distinguish between the amide-I (nondeuterated) and amide-
I' bands (deuterated) since the underlying error in the analysis of
the FTIR spectra is small and systematic.[10]


The amide-I region also includes the C�O stretching modes of
the side chains of three Asn and ten Gln residues, all of them
being solvent-exposed. Thus, these modes should give rise to
bands at 1650 and 1635 cmÿ1 for the Asn and Gln residues,
respectively,[17, 18] with molar extinction coefficients comparable
to those for an amide-I band of the polypeptide backbone.[17b]


These bands were not considered in the band-fitting analysis,
leading to an overestimation of the relative contributions of the


Table 1. Vibrational assignments of the IR bands of Cyt-c552 .


Mode nÄ [cmÿ1][a] Description
FTIR 2D-FTIR


backbone secondary structure element
amide I 1697 b-strands in apolar domains


1676 1678 not hydrogen-bonded inside the protein core
1660 1656 hydrogen-bonded in irregular/internal a-helix
1646 1646 hydrogen-bonded in regular/external a-helix
1638 hydrated in random-coil domains
1630 1625 hydrogen-bonded in b-strands or turns
1612 1616 hydrogen-bonded in protein self-association


amide II 1546 1546 strongly hydrogen-bonded NH
1530 1530 weakly hydrogen-bonded NH


side chains
n(C�C) 1612 1612 Tyr


1605
n(C�C) 1595 1595 Trp, His


1584 1584 carboxylate (Asp)
na (COOÿ) 1575 1575 carboxylate (Glu, Asp)


1565 1565 carboxylate (Glu)
n(C�C) 1516 1512 Tyr


[a] Frequencies refer to bands determined by second-derivative analysis
(FTIR) or to auto- or cross correlation peaks observed in the 2D S-maps.
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amide-I band components that are specifically indicative
of peptide bonds in random-coil domains (1638 cmÿ1)
and b strands or turns (1630 cmÿ1), and, to a minor
extent, of a-helical structures (1660 and 1646 cmÿ1).
Furthermore, for both the dissolved and the adsorbed
Cyt-c552 , the 2D analysis of the FTIR spectra revealed no
indication for time-dependent changes of Asn/Gln side
chains implying that such changes, if they occur at all,
are fast compared to the time resolution of the experi-
ments. Consequently, the contribution of the Asn/Gln
side chains to the amide-I band is constant in all spectra
measured of a given sample, that is, the error of the
secondary structure determination is constant and
systematic so that time-dependent spectral changes in
the amide-I band region truly reflect secondary struc-
ture changes.


The cross peak observed at 1605 cmÿ1 in the 2D-FTIR maps is
assigned to an aromatic ring mode of Tyr residues (see below).
This band was not explicitly taken into account in the band
fitting and deconvolution of the FTIR spectra so that it
contributes to the 1612-cmÿ1 band component of the amide-I
envelope (Table 1). This also lead to an overestimation of the
number of peptide bonds involved in protein self-association.


The amide-II mode involves the NÿH in-plane bending
coordinate and disappears upon H/D exchange so that the total
intensity of the amide-II bands is an appropriate marker for
monitoring the H/D exchange. This mode is assigned to bands at
1530 and 1546 cmÿ1 corresponding to weakly and strongly
hydrogen-bonded amide groups, respectively.[19] Note that the
2D S-map of Cyt-c552 in solution also reveals a correlation peak at
1555 cmÿ1 which is assigned to an amide-II mode (see above).


The asymmetric carboxylate stretching mode of the three Asp
and nine Glu residues gives rise to the bands at 1584 and
1565 cmÿ1, respectively (Table 1).[17, 18] All Asp and Glu residues
are ionized at pH 7.6 due to their solvent-exposed positions on
the protein surface. Moreover, no band was detected in the
1700 ± 1780-cmÿ1 range assigned to the COOH functions. The
band at 1575 cmÿ1 is assigned to carboxylate groups of either
Glu or Asp residues in different environments,[17c] whereas the
band at 1595 cmÿ1 is ascribed to the aromatic side chains of the
single Trp and/or the three His residues.


Solvation effects on the Cyt-c552 structure


The analysis of the amide-I region in the FTIR spectrum of Cyt-
c552 dissolved in deuterated buffer yields the relative contribu-
tions of the various secondary structure elements. The data that
are listed in Table 2 refer to the spectra measured 5 h after
dissolution of the protein. Taking into account the number of
Asn (3) and Gln residues (10) and the total number of peptide
bonds (130), the neglect of these side chain contributions in the
analysis of the amide-I band region (see above) causes an
overestimation of the b-strands/turns and random coils of less
than 3 and 2 % (absolute percentage), respectively. For the total
a-helix content this error is even smaller and, in fact, the value
obtained from the FTIR analysis (49 %) agrees very well with the
data derived from the crystal structure (48 %).[7]


The average absolute deviation for the results obtained for
two different Cyt-c552 samples (1, 2) measured under the same
conditions is ca. 1.5 %, which obviously reflects the reproduci-
bility of the experiments and the band-fitting accuracy since
similar deviations were found for the adsorbed Cyt-c552 . Thus, we
consider intensity variations of amide-I band components of
more than 2 % as significant and indicative of secondary
structure changes since the error associated with the neglect
of the Asn/Gln side chains is systematic and constant.


After 10 min, 80 % of the amide groups were deuterated, and
this percentage did not increase within 5 h. The residual amide
bonds that remained hydrogenated are obviously buried in the
interior of the protein and, hence, less accessible to the solvent.


Figure 2 shows the S- and A-maps derived from the 2D
analysis of the FTIR spectra recorded as a function of time
between 10 min and 5 h after dissolution of Cyt-c552 in deuter-
ated buffer. The white area represents spectral regions with no
significant correlation. The peaks on the diagonal of the S-map
reveal the bands that varied in absorbance as a function of time.


No correlation was observed in the amide-II range (1530 ±
1545 cmÿ1), which is consistent with the results obtained by the
deconvolution method that do not reveal any changes in the
amide bond deuteration between 10 min and 5 h. Thus, the
solvation processes of the protein under consideration are fast
on the time scale of the time-dependent measurements (i.e. ,
5 h). Consequently, the variations revealed by the 2D correlation
analysis are exclusively related to modes of amino acid side chain
interacting with the solvent. As indicated by the magnitude of
the autopeak, the main variation of absorbance is observed at
1605 cmÿ1, which corresponds to a Tyr ring mode. Most of the
cross peaks observed in both S- and A-maps (Table 3) refer to this
band as well as to those of Trp/His (1595 cmÿ1), Glu, and Asp
(1575 and 1565 cmÿ1), implying that for some of these amino
acids, solvation-induced rearrangements occur on the time scale
of the FTIR experiments. The 1605/1595, 1605/1575, and 1605/
1565-cmÿ1 cross correlation peaks exhibit a positive sign in both
the S- and A-maps indicating that the changes associated with
Tyr follow those of Trp/His and Asp and Glu (see above). Only the
cross peaks at 1625/1605, 1625/1595, and 1625/1575 cmÿ1


indicate a variation of amide groups located in b-strand domains
rather than variations of the Gln amide side chains, for which the
corresponding mode is expected at higher wavenumbers


Table 2. Secondary structure elements of Cyt-c552 dissolved in deuterated buffer.[a]


Secondary structure element Relative contribution [%][b]


sample 1 sample 2 sample 1 � KCl


b-strands in apolar domains 1.5 1.5 1.6
not hydrogen-bonded inside the protein core 9 9.2 8.9
hydrogen-bonded in irregular/internal a-helix 26.5 25.8 26.1
hydrogen-bonded in external/regular a-helix 22.9 22.7 24.3
hydrated in random-coil domains 10.8 10.5 10
hydrogen-bonded in b-strands or turns 20.8 21.7 21
hydrogen-bonded in protein self-association 8.5 8.6 8.1


[a] Determined from the FTIR spectrum measured after 5 h. [b] The results were
obtained from two different samples (1, 2) at low ionic strength and from sample 1
after addition of KCl (0.5 mol Lÿ1). The accuracy of the secondary structure
determination is discussed in the text.
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Figure 2. Synchronous and asynchronous representations of the FTIR spectra of
Cyt-c552 in deuterated buffer (pD 8.0). In the S-map (top), positive cross peaks are
colored from turquoise to green to yellow to red, and negative cross peaks are
colored in dark blue. In the A-map (bottom), positive cross peaks are colored from
green to yellow to red, and negative cross peaks are colored from turquoise to
dark blue. The white area in each map represents spectral regions with no
significant correlation.


(1635 cmÿ1). The underlying intensity changes of these bands
have the same direction as concluded from the positive signs of
the cross peaks in the S-map. The same signs are observed in the
A-map, implying that the perturbation in the b-strand domain
occurs after the perturbation of the amino acid side chains.


Hence, it is concluded that the first events in the dynamics of
the solvated protein (on the time scale accessible by the FTIR
experiments) are perturbations of the Trp/His and Glu and Asp
side chains followed by solvation changes of Tyr residues, which
in turn affect the b-strand domains.


The crystal structure of Cyt-c552
[7] provides deeper insight into


the underlying solvation and structural changes. Figure 3
(bottom) shows a view of the back side of the protein surface
(i.e. , remote from the partly exposed heme edge). This region is
predominantly formed by charged amino acids including Glu
and Asp residues, which are possible candidates for the
solvation-induced conformational changes reflected by the 2D
analysis of the FTIR spectra. Among the four tyrosines of Cyt-c552 ,


Figure 3. Space-filling plot of the structure of Cyt-c552 .[7] Tyr residues are shown
in dark blue, Asp and Glu in cyan, and Trp and His in violet. Top: View of the front
side including the heme site (green); bottom: view of the back side. The figures
were prepared with program RASMOL.[33]


Table 3. Correlation between band wavenumbers (in cmÿ1) of Cyt-c552 in
solution at low ionic strength determined by 2D-FTIR spectroscopy.


Correlated bands and assignments[a]


n1 (abscissa) n2 (ordinate) sign (S)[b] sign (A)[b]


1625 (b-strands) 1605 (Tyr) � �
1625 (b-strands) 1595 (Trp, His) � �
1625 (b-strands) 1575 (Asp, Glu) � �
1605 (Tyr) 1595 (Trp, His) � �
1605 (Tyr) 1575 (Asp, Glu) � �
1605 (Tyr) 1565 (Asp) � �
1575 (Asp, Glu) 1565 (Asp) � ÿ
[a] Only cross peaks observed in S- and A-maps were considered. [b] The
signs of the cross correlation peaks in the S- and A-maps are denoted by
ªsign (S)º and ªsign (A)º, respectively.
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Tyr-45 is surrounded by hydrophobic side chains whereas Tyr-8,
Tyr-52, and Tyr-65 are located in potentially more solvent-
accessible regions of the protein.[7] While Tyr-8 is part of an a-
helix, Tyr-65 is part of the unique b-sheet domain (residues 54 to
69) (Figure 3, top), and Tyr-52 just forms the linkage between this
b-sheet and the adjacent a-helix. Thus, it is tempting to attribute
the time-dependent changes of the 1605-cmÿ1 band to Tyr-52 or
Tyr-65 since these changes just precede those of the b-sheet
amide-I band. In case of the assignment to Tyr-52, a solvation-
induced conformational change of the aromatic side chain may
trigger a slight extension of this b-sheet domain, whereas in the
case of Tyr-65, the side chain conformational change may
perturb the b-sheet structure in the immediate vicinity. Both
effects could account for the 1625/1605-cmÿ1 cross correlation
peaks.


For the assignment of the 1595-cmÿ1 band to a specific Trp or
His residue, the most likely candidates are Trp-91 and His-86 or
His-32 since all of them are accessible to the solvent.[7] None of
these residues is located close to the b-sheet segment 54 ± 69 so
that the assignment to either Trp-91 or His residues is equally
plausible.


At high ionic strength (0.5 mol Lÿ1 KCl), a deuteration degree
of 80 % is reached after 10 min, but it further increases to 84 %
after 5 h which is slightly higher than at low ionic strength (80 %).
This time-dependent change is also revealed by the 2D-FTIR
analysis as the S-map displays a dominant cross peak in the
range of 1530 ± 1555 cmÿ1 (Figure 4) which is attributed to a slow
H/D exchange of amide NH groups in buried regions of the
protein. Such an additional slow H/D exchange was not
observed for Cyt-c552 dissolved at low ionic strength since the
degree of deuteration was found to be the same after 10 min
and 5 h, and no cross peak in the amide-II region was observed.


The only notable cross correlation peak attributable to an
amino acid side chain band refers to the intensity changes of the
Tyr band at 1605 cmÿ1. These changes follow the slow phase of
the amide H/D exchange as indicated by the correlation peak
observed at 1605/1545 cmÿ1. Thus, these changes may be
associated with a Tyr residue located in the interior of the
protein, for which Tyr-45 is the only candidate.


At high ionic strength more buried peptide segments become
accessible to H/D exchange, albeit at a smaller rate, which may
indicate a slight loosening of the tertiary structure. However, the
secondary structure of the protein as well as the solvation-
induced conformational changes are the same at low and high
ionic strength (Table 2).


Adsorption on talc


Table 4 lists the percentage of peptide bonds involved in
different secondary structure elements for Cyt-c552 adsorbed on
TC. The results do not differ for TC ± Cyt-c552 suspensions in buffer
and for solid TC ± Cyt-c552 samples obtained after centrifugation.
As no protein was detected in the supernatant, it is concluded
that all the protein is adsorbed on TC at the Cyt-c552/TC mass
ratio of 4:200 used in these experiments. Taking into account the
specific area of TC of 18.5 m2 gÿ1, one obtains a coverage of one
Cyt-c552 molecule per 2000 �2. This value is substantially larger


Figure 4. Synchronous (top) and asynchronous (bottom) representations of the
FTIR spectra of Cyt-c552 in deuterated buffer (pD 8.0) with 0.5 mol Lÿ1 KCl. The color
code is the same as that in Figure 2.


than the minimum area of ca. 800 �2 required by one bound
protein molecule as judged from the crystal structure.[7] There-
fore, adsorption of Cyt-c552 to TC is possible without protein ±
protein interactions. In fact, the analysis of the FTIR spectra of
Cyt-c552/TC measured under equilibrium conditions (i.e. , after
5 h; see above) reveals only a small intensity increase (ca. 3 %) of
the 1612-cmÿ1 band that is indicative of amide groups involved
in protein self-association.


On the other hand, there are distinct changes of the secondary
structure for Cyt-c552 adsorbed on TC compared to the protein in
solution (see Table 4). The band component at 1630 cmÿ1


increases from ca. 21 to 27 % at the expense of the band
components at 1660 and 1638 cmÿ1 that decrease from 26 to
21 % and from 11 to 6 %, respectively. We assigned these
variations to an increase in the number of peptide groups
involved in b-strand/turn structure and a decrease in the number
of peptide groups involved either in a-helical structure or
located in hydrated random-coil domains. Conversely, potential
contributions of Gln and Asn side chain bands to these spectral
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changes are likely to be small since interactions of these residues
with hydrophobic surfaces would cause wavenumber upshifts of
their amide bands into the region where we observe an intensity
reduction.[20] Thus, altogether, these changes refer to ca. 10 % of
the backbone corresponding to ca. 12 ± 13 peptide units.


Furthermore, adsorption on TC favors the NH/ND exchange
since the extent of deuteration after 5 h is higher by 4 % than for
the dissolved protein. Addition of KCl (0.5 mol Lÿ1) induces only a
partial desorption of the protein (30 %) from the surface,
implying that binding of Cyt-c552 to the uncharged TC surface
is largely governed by hydrophobic interactions. The crystal
structure of Cyt-c552 reveals two hydrophobic regions on the
front surface close to the heme which are both possible
candidates for the interaction domain with TC.[7] One domain
involves the hydrophobic b-strands (Gly-19 ± Pro-27) close to the
larger reversed b-strands (Met-63 ± Leu-75) and the second one
is constituted by the N-terminal helix (Ala-2 ± Ala-9). This latter
peptide segment involves several Ala and Ile residues which can
easily be orientated towards the hydrophobic TC surface.
Furthermore, in close proximity to the reversed Met-63 ± Leu-
75 b-strand, the N-terminal segment includes an a-helical
portion which upon transition to b-sheet structure would
contribute to the energetically favorable formation of a more
extended b-sheet domain. These secondary structure changes
could account for the increase of b-sheet at the expense of a-
helical structure as observed upon binding to TC.


The time-dependent 2D-FTIR analysis reveals no correlation
peaks for marker bands of the a-helical structures (Figure 5)
implying that the decrease of the a-helical content upon
adsorption to TC occurs within less than 10 min. The cross peaks
observed on both the S-map and A-map are listed in Table 5. The
first events that can be derived from the 2D-FTIR maps involve
the Tyr band at 1605 cmÿ1 and the Asp/Glu bands at 1585, 1575,
and 1565 cmÿ1 that are subject to spectral changes prior to those
of the b-strand amide-I band. The order of these events is
reminiscent of those found for Cyt-c552 in solution suggesting
that also the underlying molecular changes are similar to the
dissolved Cyt-c552 . In fact, the charged amino acid clusters are
not in the vicinity of the putative domains of a-helix unfolding
and b-sheet folding. Thus, the response of these residues to
solvation is not expected to be different to that of the dissolved
Cyt-c552 . This may also be true for Tyr-52 and Tyr-65 which are


Figure 5. Synchronous and asynchronous representations of the FTIR spectra of
Cyt-c552 ± TC in deuterated buffer (pD 8.0). The color code is the same as that in
Figure 2.


located at the periphery of the hydrophobic domains so that, by
analogy with the dissolved protein, the 1605-cmÿ1 peak in the
2D-FTIR maps may be ascribed to one of these residues. The
correlations between the amide-II bands (1530 and 1545 cmÿ1)


Table 4. Secondary structure elements for Cyt-c552 in solution or adsorbed on TC or MT.


Secondary structure element Relative contribution [%][a]


solution[b] suspension[c] solid[d] solid (� KCl)[e]


TC MT TC MT TC MT


b-strands in apolar domains 1.5 1.0 2.3 2.2 2.0 0.9 1.2
not hydrogen-bonded inside the protein core 9.0 8.3 7.6 8.7 9.0 8.0 7.6
hydrogen-bonded in irregular/internal a-helix 26.5 21.8 23.9 20.6 23.8 21.3 25.3
hydrogen-bonded in external/regular a-helix 22.9 24 22.4 23.0 22.0 24.3 23.1
hydrated in random-coil domains 10.8 6.8 10.8 5.4 10.5 6.5 12.8
hydrogen-bonded in b-strands or turns 20.8 26.9 22.9 28.4 23.2 29.1 21.6
hydrogen-bonded in protein self-association 8.5 11.2 10.1 11.7 9.5 9.9 8.4


[a] The accuracy of the secondary structure determination is discussed in the text. [b] Sample 1 (see Table 2) as reference for comparison with adsorbed species.
[c] Cyt-c552 ± TC or Cyt-c552 ± MT suspension in deuterated buffer (after 5 h). [d] Sample obtained after centrifugation of the suspension. [e] Sample obtained after
centrifugation of a suspension containing 0.5 mol Lÿ1 KCl.
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and the Tyr (1605 cmÿ1) and the b-strand amide-I bands
(1625 cmÿ1) and the signs of the cross peaks imply that the
enlargement of the b-sheet structure is followed by a further H/D
exchange. These slowly exchanged protons are attributed to
amide bonds in the binding domain which obviously become
accessible only after a reorganization of the secondary structure.
Consistent with this interpretation is the observation that the
extent of deuteration after 10 min is the same as for Cyt-c552 in
solution (i.e. , 80 %). The exchange in the slow phase just
accounts for the additional portion of deuterated amide bonds
(4 %).


Similar to Cyt-c552 in solution, addition of 0.5 mol Lÿ1 KCl to the
TC ± Cyt-c552 suspension leads to a further increase in the H/D
exchange to ca. 90 %. No structural differences are noted
compared to the suspension at low ionic strength.


Adsorption on montmorillonite


At a Cyt-c552/MT ratio of 1:2 (w/w) and at low ionic strength,
essentially all the protein is adsorbed to the anionic clay since
after centrifugation no protein was detected in the supernatant.
Furthermore, no differences (within 1 %) were obtained for the
Cyt-c552 ± MT suspension and the centrifuged sample (Table 4).
On the other hand, the amount of adsorbed protein is reduced
to 30 % after addition of 0.5 mol Lÿ1 KCl. These findings indicate
that Cyt-c552 binding to the negatively charged surface of MT is
largely controlled by electrostatic forces. Hence, it is reasonable
to assume that adsorption does not involve the same part of the
protein surface as is the case with binding to TC. Instead, it is
very likely that binding to MT occurs through cationic residues.


Most of the positively charged amino acids (Arg and Lys) are
located in two domains on the back side of the protein, that is,
opposite to the more hydrophobic domain.[7] One domain
involves Lys-109, Lys-110, Lys-114, and Lys-115 and Arg-112 close
to Lys-76, while Lys-95, Lys-96, Lys-98, and Lys-101 constitute the
second domain. Lys-109 and Lys-110 are part of an a-helix,
whereas the other Lys residues are located in less structured or b-
sheet domains.


The analysis of the FTIR spectra measured under equilibrium
conditions reveals only small changes of secondary structure
upon adsorption to MT (see Table 4). The only significant amide-I
intensity change is the slight decrease of the 1660-cmÿ1


component that is attributable to peptide bonds in an irregular
a-helix. It is tempting to assign this decrease to the small a-
helical segment involving Lys-109 and Lys-110 on the back side
of the protein (see above), since adsorption is likely to affect
specifically the structure in the interaction domain. Furthermore,
adsorption on MT hinders the H/D exchange since after 5 h the
extent of deuteration is smaller by 3 % than for the dissolved
protein. Note that also for mitochondrial Cyt-c no significant
secondary structure changes were observed upon binding to
negatively charged surfaces (i.e. , phospholipid vesicles), where-
as in contrast to Cyt-c552 the H/D exchange rate is substantially
increased.[21, 22]


The 2D analysis (Figure 6, Table 6) reveals no correlation for
amide-I bands of a-helical structure elements implying that the
structural perturbation in the binding domain occurs within


Figure 6. Synchronous and asynchronous representations of the FTIR spectra of
Cyt-c552 ± MT in deuterated buffer (pD 8.0). The color code is the same as that in
Figure 2.


Table 5. Correlation between band wavenumbers (in cmÿ1) of Cyt-c552


adsorbed on TC determined by 2D-FTIR spectroscopy.


Correlated bands and assignments[a]


n1 (abscissa) n2 (ordinate) sign (S)[b] sign (A)[b]


1625 (b-strands) 1605 (Tyr) � �
1625 (b-strands) 1590 (Glu) � �
1625 (b-strands) 1575 (Glu, Asp) � �
1625 (b-strands) 1545 (amide II) ÿ �
1625 (b-strands) 1530 (amide II) ÿ �
1605 (Tyr) 1590 (Glu) � �
1605 (Tyr) 1575 (Glu, Asp) � �
1605 (Tyr) 1545 (amide II) ÿ �
1605 (Tyr) 1530 (amide II) ÿ �
1550 (amide II) 1530 (amide II) � �
[a] Only cross peaks observed in S- and A-maps were considered. [b] The
sign of the cross correlation peaks in the S- and A-maps are denoted by
ªsign (S)º and ªsign (A)º, respectively.
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10 min after adsorption. The changes that are detectable by 2D-
FTIR spectroscopy are related to Tyr, Glu, and Asp side chains.
They are correlated with changes of the amide-II band and the
amide-I component at 1625 cmÿ1 that refer to peptide bonds in
b-structures. According to the signs in the S- and A-maps, the
amide-II band change, which would correspond to a slow phase
of H/D exchange on the time scale of five hours, precedes those
of the amino acid side chains which in turn are followed by a
change of the b-turn domain. Note that the band-fitting analysis
of the FTIR spectra measured after 10 min and 5 h reveals a
subtle increase in b-turn structure by ca. 1.5 % (2 peptide bonds)
which, however, is at the limit of experimental accuracy. This
finding indicates that the 2D analysis may be capable of
identifying subtle structural changes in a more reliable manner
than conventional deconvolution and band-fitting methods.


To probe the effect of KCl on the structure of the adsorbed
Cyt-c552 , the suspension containing 0.5 mol Lÿ1 KCl was centri-
fuged to remove the desorbed protein. The FTIR spectra of the
Cyt-c552 ± MT ± KCl precipitate indicate that the a-helical content
and the degree of H/D exchange is essentially the same as for
Cyt-c552 dissolved at high ionic strength. It may be that the
interactions between the positively charged regions of the
protein and the negatively charged MT surface are mediated by
cations and anions.


Electrostatic and hydrophobic binding of cytochrome c552


Cyt-c552 can effectively bind to the respective anionic and apolar
surfaces of MT and TC through two different binding domains.
Electrostatic binding of Cyt-c552 to negatively charged surfaces
involves a lysine cluster on the back side of the protein, that is,
remote from the heme pocket. These interactions produce only
subtle changes in the secondary structure (ca. 3 %). Mitochon-
drial Cyt-c also binds to negatively charged surfaces such as
phospholipid vesicles through a lysine-rich region of the protein
surface without detectable perturbation of the secondary
structure.[21, 22] However, for Cyt-c such electrostatic interactions
not only with phospholipid headgroups but also with polyan-
ions and negatively charged electrodes have been shown to


induce substantial structural changes in the heme pocket that is
close to the interaction domain.[23±26] Specifically, a new con-
formational state (state B2), lacking the axial Met ligand, is
formed that is in equilibrium with the native form of the protein
(state B1).[3, 4, 23±26] For Cyt-c552 , comparable perturbations of the
heme site, albeit to a much smaller extent, have only been found
upon adsorption to electrodes.[9] Binding to MT leaves the heme
pocket structure of Cyt-c552 unchanged as revealed by a
resonance Raman spectroscopic analysis (spectra not shown
here). The different response of the heme site of Cyt-c552 to
electrostatic interactions, as compared to Cyt-c, may be due to
the higher intrinsic protein stability and to the larger distance of
the heme from the charged interface.


The interaction domain for TC is ascribed to a hydrophobic
region on the front surface of Cyt-c552 . In the Cyt-c552 ± TC
complexes, more pronounced secondary structural changes are
observed as compared to Cyt-c552 electrostatically bound on MT.
Specifically, the b-sheet structure is increased at the expense of
the a-helical content. Hydrophobic binding to TC, which is
evidently entropy-driven, must be associated with a relatively
large binding constant since at the Cyt-c552/TC concentration
ratio used in the FTIR experiments, a large surface coverage is
achieved with negligible amounts of protein left in solution.


Hydrophobic interactions that include secondary structure
changes have also been suggested to play role for Cyt-c upon
binding to phospholipids at high ionic strength,[27] although for
that protein a specific hydrophobic domain has not yet been
identified.


Implications for the reaction of cytochrome c552 with
ba3-oxidase


For mitochondrial Cyt-c the lysine-rich region around the
exposed heme edge has been identified as the binding domain
for CcO and cytochrome c reductase.[1, 2] Hence, complex for-
mation with these enzymes requires an anionic binding domain
on the partner proteins. This region has been recently identified
for CcO from Paracoccus denitrificans and, indeed, has been
shown to include several negatively charged amino acids (Asp-
135, Asp-159, Asp-178, Asp-257, and Glu-126).[28] Furthermore,
complex formation through these oppositely charged binding
domains provides the shortest possible distance for interprotein
electron transfer from the heme group of Cyt-c to the CuA center
of CcO.[28, 29]


In the case of Cyt-c552 , such an arrangement is not possible for
the complex with the ba3-oxidase since the lysine-rich domain
responsible for electrostatic binding is located remote from the
heme site. Moreover, the crystal structure of ba3-oxidase does
not reveal a binding domain that exhibits the required charge
complementarity.[8] In contrast to other cytochrome c oxidases,
Asp-135 and Asp-159 are not conserved in ba3-oxidase and there
are no other negatively charged amino acid residues that might
constitute a possible anionic domain. Instead, the region on the
protein surface close to the electron acceptor predominantly
involves amino acids of apolar and hydrophobic character and,
in this respect, this region mirrors the hydrophobic binding
domain of Cyt-c552 . As this latter region is located close to the


Table 6. Correlation between band wavenumbers (in cmÿ1) of Cyt-c552


adsorbed on MT determined by 2D-FTIR spectroscopy.


Correlated bands and assignments[a]


n1 (abscissa) n2 (ordinate) sign (S)[b] sign (A)[b]


1625 (b-strand) 1605 (Tyr) � �
1625 (b-strand) 1585 (Glu) � �
1625 (b-strand) 1565 (Asp) � �
1625 (b-strand) 1555 (amide II) � �
1605 (Tyr) 1585 (Glu) � ÿ
1605 (Tyr) 1565 (Asp) � ÿ
1605 (Tyr) 1555 (amide II) � �
1585 (Glu) 1565 (Asp) � ÿ
1585 (Glu) 1555 (amide II) � �
1565 (Asp) 1555 (amide II) � �
[a] Only cross peaks observed in S- and A-maps were considered. [b] The
sign of the cross correlation peaks in the S- and A-maps are denoted by
ªsign (S)º and ªsign (A)º, respectively.
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heme pocket, a complex with ba3-oxidase that is formed through
these hydrophobic domains would lead to a distance between
electron acceptor and donor sites that is approximately as short
as in the electrostatically stabilized complexes between Cyt-c
and CcO. These considerations suggest that complex formation
between Cyt-c552 and ba3-oxidase occurs through hydrophobic
rather than electrostatic interactions. This conclusion is in line
with kinetic studies of the Cyt-c552 ± ba3-oxidase reaction that
have shown an increasing enzymatic activity with decreasing
ionic strength.[6] For an electrostatically stabilized complex such
as CcO ± Cyt-c, the decrease of the ionic strength slows down the
dissociation rate for the complex and, hence, reduces the
enzymatic activity.[1]


Since hydrophobic interactions control binding of Cyt-c552 to
the ba3-oxidase, the hydrophobic surface of TC may be regarded
as a model for the docking domain of the ba3-oxidase.
Adsorption of Cyt-c552 on TC leads to a change of the secondary
structure attributed to 6 to 7 amide bonds, obviously in the
binding domain, that are transformed from an a-helical to a b-
sheet structure. Whereas unfolding of the helical segment
(possibly, Ala-2 ± Ala-9) is too fast to be detectable in the present
FTIR experiment, the subsequent formation of the extended b-
sheet domain in any protein molecule proceeds on a time scale
of hours. Thus, such a refolding process is certainly too slow to
be of relevance for the interaction of Cyt-c552 with ba3-oxidase
under physiological conditions. Whether or not this is also true
for the unfolding of the a-helical segment cannot be assessed
based on the present experiments due to a time resolution limit
of 10 min. On the other hand, it is known that unfolding of a
relatively small peptide segment may occur within tenths of
microseconds.[30] Therefore, the structural reorganization of the
small a-helical segment in the hydrophobic binding domain
might take place on the same time scale as the electron transfer
from Cyt-c552 to ba3-oxidase, for which a rate constant of 104 ±
105 sÿ1 is estimated based on the comparison with kinetic data
for the mitochondrial Cyt-c/CcO redox couple.[5, 9, 31, 32] Following
these considerations it may be that structural reorganization of
Cyt-c552 , as observed in the complex with TC, is of functional
relevance for interprotein electron transfer to the oxidase, for
instance, by allowing a proper alignment of the redox partners.
This interpretation may account for the high specificity of the
reaction of Cyt-c552 with ba3-oxidase, which cannot be reduced
by mitochondrial Cyt-c.[5]
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New Insights into the Mechanistic Details of the
Carbonic Anhydrase Cycle as Derived from the
Model System [(NH3)3Zn(OH)]�/CO2 : How does
the H2O/HCO3


ÿ Replacement Step Occur?
Michael Mauksch,[b] Michael Bräuer,[c] Jennie Weston,[a] and Ernst Anders*[a]


Dedicated to Professor Dr. Heinrich Vahrenkamp on the occasion of his 60th birthday


The full reaction path for the conversion of carbon dioxide to
hydrogencarbonate has been computed at the B3LYP/6-311�G**
level, employing a [(NH3)3Zn(OH)]� model catalyst to mimic the
active center of the enzyme. We paid special attention to the
question of how the catalytic cycle might be closed by retrieval of
the catalyst. The nucleophilic attack of the catalyst on CO2 has a
barrier of 5.7 kcal molÿ1 with inclusion of thermodynamic correc-
tions and solvent effects and is probably the rate-determining step.
This barrier corresponds well with prior experiments. The inter-
mediate result is a Lindskog-type structure that prefers to stabilize
itself via a rotation-like transition state to give a Lipscomb-type
product, which is a monodentate hydrogencarbonate complex. By
addition of a water molecule, a pentacoordinated adduct with
pseudo-trigonal-bipyramidal geometry is formed. The water mol-
ecule occupies an equatorial position, whereas the hydrogencar-


bonate ion is axial. In this complex, proton transfer from the Zn-
bound water molecule to the hydrogencarbonate ion is extremely
facile (barrier 0.8 kcal molÿ1), and yields the trans,trans-conformer
of carbonic acid rather than hydrogencarbonate as the leaving
group. The carbonic acid molecule is bound by a short O ´´´ HÿO
hydrogen bond to the catalyst [(NH3)3Zn(OH) ]� , in which the OH
group is already replaced by that of an entering water molecule.
After deprotonation of the carbonic acid through a proton relay to
histidine 64, modeled here by ammonia, hydrogencarbonate might
undergo an ion pair return to the catalyst prior to its final
dissociation from the complex into the surrounding medium.


KEYWORDS:


bioinorganic chemistry ´ carbonic anhydrase ´
density functional calculations ´ enzyme models ´ lyases


Introduction


Carbonic anhydrases (CAs) are a class of zinc enzymes[1] which
are of eminent biological importance in photosynthesis, respi-
ration, and physiological buffers in organisms.[2] They accelerate
the hydration of carbon dioxide by a factor of 107,[3] thus
resulting in reaction rates typical for diffusion-controlled proc-
esses. Ever since the seminal paper by Liang and Lipscomb on
the theoretical study of the uncatalyzed hydration of carbon
dioxide in the gas phase to yield hydrogencarbonate,[3] sugges-
tions[4, 5] have been raised about the mechanism of the catalytic
hydration performed by carbonic anhydrases.


The activation barrier for the enzymatic reaction is, as deduced
from the experimental rate constant,[4] about 3 kcal molÿ1


assuming the same frequency factor as for the uncatalyzed
reaction, for which the activation energy in solution has been
found to be 17.7 kcal molÿ1.[6] The total free energy of the
reaction can be inferred either from the difference in barriers for
the forward and reverse reaction (�3.1 kcal molÿ1)[3] or from the
equilibrium constant which gives a comparable value of
�4.1 kcal molÿ1.[6]


The active center of the enzyme is known to contain a single
Zn2� cation[4] which is bound to three imidazole ligands from
histidine amino acid residues. Merz, Hoffmann, and Dewar


proposed[7] a catalytic cycle, following earlier suggestions,[8, 9]


that involved first the deprotonation of Zn-bound water
molecule, followed by the nucleophilic attack by the Zn-OH
unit on the carbon atom of free CO2 (i.e. without the involvement
of an encounter complex or an inner-sphere mechanism). The
barrier for the deprotonation step (13.1 kcal molÿ1) was estimat-
ed at the semiempirical AM1 level of theory with respect to the
separated reactants. The zinc-bound hydrogencarbonate ion
thus generated stabilizes itself by a rearrangement for which two
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alternatives are again discussed: the Lindskog[5] and the
Lipscomb[11] mechanism. The product hydrogencarbonate is
then replaced by an external water molecule that is finally
deprotonated to restore the catalyst.[7]


Remarkably, an alternative way to close the catalytic cycle has
also been found by Merz et al. :[7] The leaving group, rather than
hydrogencarbonate, is proposed to be carbonic acid, which is
generated by an intramolecular proton transfer in a transition
structure that involves a pentacoordinated zinc ion (barrier
18.1 kcal molÿ1 at the AM1 level). After formation of H2CO3 , this
molecule is immediately deprotonated through a proton bridge
to the His 64 residue. This accounts for the fact that carbonic acid
has not been detected experimentally.[12] The species that enters
the dehydration step (the reverse reaction) is still the hydro-
gencarbonate ion, thereby conserving the ping-pong kinetics
experimentally observed.[12]


Indeed, an ab initio study (at the SCF level) of the HCO3
ÿ/H2O


exchange in the [(NH3)3Zn(OH)]� complex has shown that the
formation of a pentacoordinated intermediate during the
exchange process is highly probable.[13] The authors also
suggested a mechanism that implied an intramolecular proton
transfer from the water ligand to the hydrogencarbonate ion,
prior to the release of carbonic acid. However, a detailed analysis
is not presented, and it is doubtfully concluded that ªthe
mechanism of this exchange process has not been fully
elucidatedº.[13]


The rate-determining step had been predicted earlier, based
on solvent isotope effects[14] , to be the proton transfer step from
the zinc-bound water molecule to an available proton acceptor
at the active site of the enzyme; this acceptor is probably a
nonligated imidazole ring of another histidine residue.[15] Kinetic
studies of the dehydration step (the reverse of the final
replacement step) indicate that hydrogencarbonate rather than
carbonic acid must be the leaving group in the actual CA
mechanism and that the rate-determining step is a proton
transfer.[16]


Zheng and Merz studied the [(NH3)3Zn(OH)]� CA model
system and were the first to suggest that the Lipscomb
intermediate is formed from the Lindskog product by a C-O
bond rotation with a barrier of 4.1 kcal molÿ1 at the MP2 level
(see ref. [17a] for details on the basis set). Their comprehensive
study included thermodynamic corrections and calculations on
the free energy of solvation.[17a] They found that the maximum
on the energy profile, an encounter complex, is 9.8 kcal molÿ1


less stable than the separated reactants, whereas the Lindskog
product is found to be 9.3 kcal molÿ1 lower in energy than the
Lipscomb form.[17a] As a consequence, the Lindskog product
would become a ªsinkº in the whole mechanism and the
backward reaction (dehydration of HCO3


ÿ) would have to
overcome a dauntingly high barrier of about 25 kcal molÿ1!


In a more recent paper, Muguruma employed the same model
system to investigate all the pertinent features of more realistic
imidazole ligands,[17b] while saving computational time. This
replacement of NH3 for imidazole is justified by the finding that
NH3 and imidazole transfer a similar amount of charge to the zinc
ion.[18] Muguruma focused on the alternative mechanisms for the
formation of the proposed productÐa bidentate Lipscomb-type


complex (Scheme 1) in which two oxygen atoms have nearly the
same distance to the Zn ion.[17b] An initially formed (outer-
sphere) encounter complex yields a Lindskog-type intermediate
via a transition structure that combines the mode of nucleophilic
attack on the CO2 carbon atom and the rotation-like feature of
oxygen ligand exchange (in accord with Lindskog's mecha-
nism[5] ). This concertedness of hydration and oxygen exchange
conflicts with some earlier work in which a similar model was
studied.[19±22]


Scheme 1. Illustration of the alternative pathways a and b for the formation of
the Lipscomb product (L�NH3).


The Lindskog intermediate species was described by Mugur-
uma to stabilize itself either by a rotation around the C-O2(Zn)
bond (barrier 3.5 kcal molÿ1),[17b] producing a bidentate Lips-
comb-type intermediate, or alternatively but less preferred, by a
proton shift according to the Lipscomb mechanism
(Scheme 1).[11] As reported earlier by Zheng and Merz, Mugur-
uma found all species on the reaction path to be lower in energy
than the reactants (both at the HF and the MP2/HF levels of
theory, applying nonstandard basis sets, see ref. [17b] for details).
There was no consideration given to either the initial deproto-
nation or to the final replacement step of hydrogencarbonate (or
carbonic acid). However, it appears to be widely accepted that
the initial deprotonation step of a Zn-bound water molecule in
the CA mechanism is rate-determining.[16a, 23, 24] Such a deproto-
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nation step might involve a proton relay through at least two
water molecules.[24]


Other authors have proposed different sets of model com-
plexes.[25] The question of the binding mode of hydrogencar-
bonate (bidentate versus monodentate) is of some interest.
Zhang and van Eldik[16a] conducted kinetic studies on the
complexes of hydrogencarbonate with tri- and tetradentate
macrocyclic N-donor ligands. They claimed that a bidentate
(rather than monodentate) binding mode that occurs with the
12-membered macrocyclic triamine 1,5,9-triazacyclododecane
([12]aneN3)[25] causes a decrease in the catalytic activity of their
model with respect to the activity of [12]aneN4 , which shows
about 1�3 of the CA catalytic activity and binds the hydro-
gencarbonate ion as a monodentate ligand.[16a, 23] A crystallo-
graphic analysis on human type-II carbonic anhydrase
(HCA II) shows that hydrogencarbonate is a pseudo-bidentate
ligand.[26]


Detailed AM1 computations by Hartmann et al. on the
[Im3Zn(OH)]�/CO2 system (Im� imidazole) show a high barrier
(36.8 kcal molÿ1) for the Lipscomb process.[19] In contrast to the
semiempirical work of Merz et al. ,[7] an encounter complex was
proposed and, as in Muguruma's work,[17b] a distinction made
between eclipsed and staggered conformations of the Zn-OH
moiety with respect to the N ligands. However, an assisting
external water molecule was needed to make the location of a
Lindskog-type transition state (TS) for oxygen exchange fea-
sible.[19]


Interestingly, these authors have already distinguished be-
tween oxygen exchange and C-O2 bond rotation in the
formation of the Lipscomb (monodentate) intermediate
(Scheme 1).[19] Strikingly, Hartmann et al.[19] predicted the exis-
tence of a species with a Zn-O(H)-C unit as a result of
nucleophilic attack on CO2 (i.e. immediately following the
encounter complex on the reaction pathway), whereas the
results of Zheng and Merz[17a] as well as those of Muguruma[17b]


indicate that the modes of oxygen exchange and nucleophilic
attack are concerted.[17]


The present work is designed to unravel the details of the
elusive and intricate mechanism of catalytic CO2 hydration. We
report here for the first time a complete description of the
carbon dioxide hydration cycle by means of the [(NH3)3Zn(OH)]�


CA model catalyst, which includes the replacement of the
product (hydrogencarbonate or carbonic acid) from the catalyst
by water. We pay special attention to the question of how the
catalytic cycle might be closed by retrieval of the catalyst since
we feel that this particular part of the reaction sequence has not
yet been described in sufficient detail.


The binding mode of the hydrogencarbonate ion, the possible
preference for the Lindskog mechanism, and the role of a
pentacoordinated Zn complex[27] as intermediates are other
aspects discussed in this work. Furthermore, we show that the
rate-determining step, at least for the model system under
consideration, is the nucleophilic attack of the Zn-OH moiety on
the CO2 carbon atom, rather than the initial deprotonation of a
Zn-bound water molecule. We thus favor a deprotonation step
as the last step in the mechanism via a proton relay involving
carbonic acid.


In order to obtain activation barrier predictions that are more
relevant than those from gas-phase computations alone, we
have included calculations of the free energy of solvation for the
evaluation of the activation barrier of CO2 hydration in a polar
aprotic solvent (acetonitrile, e�35.9).


Computational Methods


Full geometry optimizations (i.e. without symmetry constraints) were
carried out with the GAUSSIAN98 program package[28] at the hybrid
B3LYP/6-311�G** level.[29] The density functional employed contains
a term that accounts for the effects of dynamic electron correlation
(Coulomb hole).[30] The necessity of using a basis set that contains
diffuse functions is caused by the consideration of weakly bound (i.e.
van der Waals) complexes and H-bridged species. Because of its d10


electron configuration, Zn is especially amenable to quantum
chemical computations and is characterized by a low stereorigidity
and a low preference for a certain coordination number.


Stationary points were rigorously characterized as minima or
transition states according to the number of imaginary modes by
applying a second-order derivative calculation (vibrational analy-
sis).[31] Visualization of the reactive mode in the transition structures
was used to support the assignments of the pertaining minimum
structures. Zero-point energy (ZPE) corrections as well as thermal
(DH) and entropic (TDS) corrections have been made for both
activation barriers and reaction energies simulating standard
ambient temperature and pressure conditions.


The natural bond orbital (NBO) analysis of Reed and Weinhold[32] has
been applied to quantify the transfer of atomic charges in the course
of the reactions. The static isodensity surface-polarized continuum
model (IPCM)[33] has been used to compute the effect of the free
energy of solvation (acetonitrile, e� 35.9) on the barrier height for
the nucleophilic attack.


Results and Discussion


The whole sequence of reaction steps comprising the CA
catalytic reaction cycle is displayed in Scheme 2. Absolute and
relative energies of the different species can be found in the
Supporting Information (Table S-1). CO2 interacts with the
catalyst [(NH3)3Zn(OH)]� (1) to form two encounter complexes,
2 a and 2 b (Figure 1), that are almost isoenergetic and differ only
in the orientation of the bent Zn-OH moiety (Zn-O-H angle in 2 a
is 124.18) with respect to the ZnL3 (L�NH3) ligand sphere: either
staggered (2 a) or eclipsed (2 b). The distance of the nucleophilic
oxygen atom (bound to Zn) to the CO2 carbon atom is slightly
longer in 2 a than in 2 b (Figure 1), which indicates a higher
partial charge on oxygen atom O1.[34] In the following discus-
sions, only the energetically preferred staggered forms (denoted
by an ªaº) will be discussed in detail. The slight energetical
preference for the ªaº form is probably due to the presence of
two intramolecular N-H contacts as compared to one in the ªbº
form.


The subsequent stationary point on the reaction path, 3 a
(Figure 1), is a transition structure for the nucleophilic attack on
the substrate and represents a maximum of the potential energy
in the considered mechanism. The activation barrier
(5.7 kcal molÿ1) of this complex reaction is thus given by the
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Scheme 2. Catalytic reaction cycle for [(NH3)3Zn(OH) ]� (1) as a model system for
carbonic anhydrase. The net reaction is the conversion of carbon dioxide and
water to carbonic acid. For an explanation of the numbering see text (EC�
encounter complex, TS� transition state, LIN� Lindskog intermediate, ROT�
rotation, LIP� Lipscomb intermediate, TBP� trigonal-bipyramidal, PRS�proton
shift, LGC� leaving-group complex, PR�proton relay). Both H2CO3 and HCO3


ÿ


are not fully separated from 1. This is denoted by ª(1)º.


relative energy of 3 a with respect to the energy level of the entry
channel (species 1 � CO2 � H2O; see Tables S-1 and S-2 in the
Supporting Information). This holds as long as the equilibration
of the energy stored in the rotational and vibrational degrees of
freedom in 3 a with the environment (e.g. the solvent) takes
longer than the half-life of 3 a. Note that the CO2 molecule in TS
3 a is already significantly bent (O-C-O angle 146.88), and one of
the C�O bonds is weakened (1.170 � in free CO2 at the same level
of theory) in favor of a (short) polarized C(�)-O(ÿ) single bond
(1.230 �, partial charge on qC��1.02 e, partial charge on qO2�
ÿ0.78 e; as compared to �0.91 and ÿ0.45 e in free CO2 ,
respectively). As a result of the nucleophilic attack, a new,
strongly polarized s bond is formed between O1 (for the
numbering see Scheme 1) and C (with 80.1 % contribution from
oxygen, qO1�ÿ1.12 e, and a Wiberg bond index[28, 32] of 0.442) in
which the carbon atom uses an orbital that has the approximate
hybridization sp3.41 (NBO analysis[31] ). Whereas the Zn-O bond
lengths in 3 a (Zn-O1: 1.940, Zn-O2: 2.451 �) seem to imply a
bidentate binding mode of the forming hydrogencarbonate
ligand, the Wiberg bond indices do not support such an
interpretation.


We have also investigated the effect of a polar solvent
(acetonitrile, e� 35.9) on the activation barrier for the hydration
reaction. The potential energy difference (without ZPE correc-


tion) between the encounter complex 2 a
and the transition state for the nucleophilic
attack (3 a) is 10.1 kcal molÿ1. After adding
the sum of the thermal and entropy
corrections (for 298 K, including the zero-
point energy), a barrier of 12.4 kcal molÿ1 is
obtained, which would be far too high to
explain the facility of the enzymatic hydra-
tion. However, taking into account the free
energies of solvation, the transition state
for the nucleophilic attack on CO2 is
stabilized by 6.0 kcal molÿ1 with respect to
the encounter complex 2 a. The sum of the
free energy of solvation and free energy
corrections in the gas phase gives an
overall barrier height of 5.7 kcal molÿ1,
which agrees well with predictions based
on experimental observations.[6]


The nucleophilic attack (via TS 3 a) of the
catalyst on CO2 yields the Lindskog-type
product 4 a (Figure 2) with a planar Zn-O-
C(O)-OH unit and a considerably shortened
Zn-O2 distance (1.918 � as compared to
3.273 � in the encounter complex 2 a). The
Zn-O1 distance, on the other hand, in-
creased from 1.854 to 2.822 �. In the
related structure 4 b, the most pronounced
difference is the longer Zn-O1 distance
(3.062 �). Proceeding along the sequence
2!TS 3!4 (the rate-determining step),
the oxygen atoms O1 and O2 have ex-
changed their roles: Whereas the calculat-
ed distances observe the relation Zn-O1�


Figure 1. Structures of tetrahedral [(NH3)3Zn(OH)]� and [(NH3)3Zn(HCO3) ]� species as discussed in the text.
Distances are given in �.
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Zn-O2 in the reactants 2, the opposite is true for the products 4
(Scheme 1).


Lindskog versus Lipscomb mechanism


In contrast to earlier assumptions,[9, 10, 18] a monodentate Lind-
skog-type intermediate such as [L3Zn-O(�)(H)-CO2


(ÿ) ]� with a
central tricoordinated and a formally positively charged oxygen
atom, is not formed. Nucleophilic attack and oxygen exchange
take place simultaneously. The Lindskog intermediate 4 pref-
erably stabilizes itself by rotation around the C-O2 bond (path b,
Scheme 1) via the transition structure 5 to yield the mono-
dentate Lipscomb-type adduct 6 a (Figure 2), in which the O3
shows just a very small interaction with the Zn cation. The Zn-O2
bond length and bond order (bond length: 1.964 �, Wiberg
bond index:[32] 0.152) contrasts strongly with the values for Zn-
O3 (bond length: 2.634 �, Wiberg bond index: 0.145). The bond
orders indicate the predominantly electrostatic nature of these
interactions. The two rotational modes as represented by
the two conceivable analogous transition structures similar
to 5 (for clockwise or anticlockwise rotation) are equi-
valent because of the chemical identity of the ammonia li-
gands.


A bidentate Lipscomb intermediate as assumed in ref. [17b]
(where a HF level was employed for the geometry optimizations)


with comparable Zn-O2 and Zn-O3 bond lengths
of 2.003 and 2.280 �, respectively,[17b] could not be
found at the B3LYP level. Hence, the contradicting
results reported at uncorrelated levels of theory
must be regarded as artificial.


Alternatively, a proton shift (path a, Scheme 1)
proceeding over TS 7 (Figure 3) from O1 to O3 can
occur, generating a permutational isomer of 6 a (a
Lipscomb-type product in which O1 and O3 are
permuted). This Lipscomb-type process has, nev-
ertheless, a significantly higher activation barrier
(ca. 28 kcal molÿ1, see Table S-1 in the Supporting
Information) than the C-O2 bond rotation.


In summary, the Lindskog-type mechanism
(path b) involves subsequent, rather than con-
certed, oxygen exchange and C-O2 bond rotation.
The reaction pathway might start from a weakly
stabilized encounter complex and proceeds via an
intermediate with a Zn-O-C(OH) moiety after
completed nucleophilic addition, followed by a
ªrotation-likeº reaction step in which the OH
group moves to the more remote position as
depicted in Figure 2, (structure 6 a). In the alter-
native Lipscomb-type mechanism (path a), a pro-
ton shift from O1 to O3 is preceded by the
nucleophilic addition. Although the proton shift
might take place in the Lindskog-intermediate
before it undergoes internal bond rotation, the
difference in the relative activation energies for
both processes indicates that such a reaction
pathway is rather unlikely.


Both the C�O and the OÿH bonds can be oriented in a
staggered or eclipsed fashion with respect to the ZnL3 moiety (or
cis and trans relative to each other), giving rise to four different
conformational isomers of Lipscomb-intermediates, of which
only two have been considered in this work. The C�O bond takes
on a staggered conformation in 6 a, whereas it is eclipsed in 6 b.
The OÿH and C�O bonds are trans to each other in 6 a and cis in
6 b. The Zn-C contact in 6 a is somewhat shorter (2.634 �) as
compared to that in structure 6 b (3.070 �) and is accompanied
by a small lengthening of the Zn-O2 bond (1.932 to 1.964 �, see
Figures 2 and 3). At this stage in the reaction, about half of the
total reaction energy of ÿ25.1 kcal molÿ1 has already been
released (Table S-1 (see Supporting Information) and Figure 4).


The H2O/HCO3
ÿ replacement step


A water molecule from the surrounding medium now ap-
proaches and complexes with the four-coordinate structure 6 a
to give the five-coordinated species 8. No activation barrier for
this process could be found at the B3LYP level of theory. A barrier
of 4.5 kcal molÿ1 for the formation of a similar pentacoordinated
complex has been reported at the HF level using a double-zeta
basis set (except for STO-3G functions on the hydrogen atoms in
the ammonia ligands).[13] This, taken together with the lack of a
barrier, as reported in this article, strongly suggests that


Figure 2. Tetrahedral [Zn(HCO3)(NH3)3]� species (4 a ± 6 a, see Scheme 2) pertinent to the replace-
ment of hydrogencarbonate by water.
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formation of the five-coordinated species 8 is not the limiting
step of the whole HCO3


ÿ/H2O exchange process.[13]


When water is attached to the central Zn ion, either a square-
pyramidal or a trigonal-bipyramidal pentacoordinated complex
could result. Pentacoordinated 8 (Figure 3) is of the trigonal-
bipyramidal (TBP) type. There are two possible binding sites
(equatorial or axial) for water and the hydrogencarbonate ion.
We could, however, find only one complex 8 with the H2O
molecule occupying an equatorial and the hydrogencarbonate
an axial binding site. In contrast to the correlated B3LYP results,
TBP complexes with a water molecule in both equatorial and
axial positions could be located at the HF/3-21G* level.


One OÿH bond of the water molecule in 8 is coplanar with the
Zn ± hydrogencarbonate unit, thus allowing for an optimal
stabilization by an O ´´´ HÿO hydrogen bond as part of a six-
membered ring system. This structure differs from the five-
coordinated complexes calculated by SolaÂ et al. , in which such a
bridge is not present.[13] In those structures, preference is given


to the formation of hydrogen bonds being part of a
four-membered ring system (structures weba and wabe
in ref. [13]). Liang and Lipscomb reported in their
theoretical study[6] that, even if some proteinic residues
are included, the barrier for direct dissociation of
HCO3


ÿ from a trigonal-bipyramidal complex with water
as a fifth ligand is 43 kcal molÿ1. Although the depro-
tonation of the water molecule removes this barrier,[6]


the deprotonation itself costs an additional
51.0 kcal molÿ1![13]


Comparing 6 a and 8, it is apparent that the axial Zn-
O2 distance (to the eventual leaving group) is already
significantly increased in 8 (from 1.964 in 6 a to 2.107 �
in 8) and the coaxial ammonia ligand becomes much
less strongly bound to Zn than the equatorial ones
(Figures 2 and 3).


The final replacement step consists of a proton
transfer from OW (from water) to O2 (hydrogencarbon-
ate) to form the trans,trans-conformer of carbonic acid,
which constitutes a more favorable (i.e. neutral) leaving
group than the negatively charged hydrogencarbon-
ate ion, which would have to be separated from a
positively charged Zn complex. The transition structure
9 is characterized by an extremely low barrier of
0.8 kcal molÿ1 (Figure 4 a) for the proton shift. The
lengthening of the Zn-O2 bond proceeds even further
(to 2.226 �) in 9 as compared to that in 8 (2.107 �,
Figure 2). At the same time, the Zn-OW distance of
2.029 � approaches the Zn-O ªsingle-bondº length as
found in the catalyst [L3Zn(OH)]� (1) (1.850 �). The


Figure 3. Tetrahedral [Zn(HCO3)(NH3)3]� and trigonal-bipyramidal [Zn(OH2)(HCO3)
(NH3)3]� species pertinent to the replacement of hydrogencarbonate by water.


Figure 4. a) Potential energy as a function of the reaction coordinate along
the reaction itinerary 1!2 a!3 a!4 a!5!6 a!8!9!10 (see Table S-1 in
the Supporting Information). The hilltop at 3 a gives the position of the TS for
the rate-limiting step. b) Depiction of the gas-phase enthalpy and free energy
changes in the course of the CO2 hydration reaction.
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minute variations in the geometry at the reaction center caused
by differing orientations of the O1-H bond with respect to the
ZnL3 unit are not discussed here.


The terminal product 10, which represents the ªexit channelº
in the absence of a polar solvent, is a hydrogen-bridged weakly
bound associate complex of the formed carbonic acid and the
retrieved catalyst 1 (Figure 3). SolaÂ et al. were not able to locate
such a [(NH3)3Zn(OH)(H2CO3)]� species and doubted that it is ªa
true minimum on the potential hypersurfaceº, although they
anticipated a ligated carbonic acid.[13] The carbonyl oxygen atom
of the carbonic acid in 10 is no longer ligated with the Zn cation
(Zn-O3 distance: 3.171 �). Thus, the L3Zn-OH moiety of 10 is, in
principle, ready to attack a new CO2 substrate molecule. Hence, it
is possible to close the catalytic cycle without an initial
deprotonation step!


To account for the established fact that carbonic acid cannot
be detected experimentally,[12] we propose (as Merz, Hoffmann,
and Dewar, based on semiempirical data, have done[7] earlier) the
occurrence of a proton relay, which facilitates the deprotonation
of the initially generated leaving molecule, carbonic acid, to give
the hydrogencarbonate ion. In this relay, an imidazole nitrogen
atom of the histidine 64 residue in the active site of carbonic
anhydrase functions as the proton acceptor. The corresponding
structural model 11, involving the catalyst, carbonic acid, and an
ammonia molecule, which represents the imidazole ring in
His 64, is depicted in Figure 5. Further corroboration for this
proposal comes from an analysis that demonstrates the surpris-
ing kinetic stability of carbonic acid in the absence of water.[35]


The zinc ± nitrogen distance with optimized hydrogen bonds
has been computed to be 6.9 �, while the experimental value is
7.5 �.[36] Considering the possibly nonoptimal hydrogen-bonding
distances in the actual pocket of the enzyme (due to other
restraints), this correspondence with the experimentally deter-
mined distance appears to be excellent.


Figure 5. Proton relay structures 11 and trigonal-bipyramidal 12, resulting from
ion pair return (see text for details).


The carbonic acid moiety in 10 might be either deprotonated
prior or after its release from the Zn complex. As a rough
estimate, the energy required for a proton transfer from the
complexed carbonic acid to ammonia in the gas phase is
�156.5 kcal molÿ1 due to the charge separation involved. In
acetonitrile this value decreases to�13.3 kcal molÿ1 [Eq. (1 a) and
Figure 6].


[(NH3)3Zn(OH)(H2CO3)]� (10)�NH3 ÿ!
[(NH3)3Zn(OH)]� (1)�HCO3


ÿ�NH4
� (1 a)


Figure 6. Illustration of the three possible alternative reaction pathways to
achieve both the proton transfer to ammonia and the release of hydrogencar-
bonate. All energies are given in kcal molÿ1.


The three alternative pathways (Figure 6) differ in the
distribution of energy on two subsequent equilibrium steps. In
the case of pathway a), a proton relay via the H-bridged species
11 occurs. The formation of 11 is exothermic both in the gas
phase and in solution (ÿ12.7 and ÿ1.5 kcal molÿ1, respectively).
The total free energies in solution and the gas-phase total
energies of the relevant smaller molecules can be found in
Table S-2 of the Supporting Information. The dissociation of 11
into the catalyst, hydrogencarbonate ion, and ammonium ion
requires �169.2 (�14.8 in acetonitrile) kcal molÿ1.


In the remaining alternatives (Figure 6), carbonic acid is either
released from 10, a process that requires 26.2 (19.1) kcal molÿ1,
[pathway c)] , or is first deprotonated before being released
[pathway b)]. The reaction energy involved in transferring a
proton from the noncomplexed carbonic acid to ammonia has
been obtained as �130.2 (ÿ5.8) kcal molÿ1. This again results in
a barrier of �13.3 kcal molÿ1 in the solvent.


Comparing just the pathways b) and c) of Figure 6, it is
obviously more likely that carbonic acid is deprotonated before
it leaves the catalyst. However, the proton transfer step is still
endothermic in the case of complexed carbonic acid as part of a
proton relay [pathway a)] . The inclusion of specific solution
effects drastically reduces the barrier to this process. Nonethe-
less, we do not rule out the possibility that this deprotonation
step might actually become rate-limiting.


Another aspect to be considered is the fate of the hydro-
gencarbonate ion. Equation (1 b) illustrates that hydrogencar-
bonate, instead of leaving the active site immediately after the
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deprotonation of carbonic acid, might undergo an ion pair
return to yield the distorted trigonal-bipyramidal complex 12
(Figure 5), a complex that is similar to a [(NH3)3Zn(OH)eq(HCO3)eq]
species that had been found computationally by SolaÂ et al.[13]


[(NH3)3Zn(OH)(H2CO3)]� (10)�NH3 ÿ! [(NH3)3Zn(OH)(HCO3)eq] (12)�NH4
� (1 b)


Ammonia stands here for any external base, thus making this
mechanism most likely in the absence of the enzyme. Complex
12 resulted directly from the geometry optimization of depro-
tonated 10. Further credibility is given to the involvement of 12
because although the process corresponding to Equation (1 b) is
endothermic by 55.9 kcal molÿ1, it becomes exothermic by
3.2 kcal molÿ1 in solution [pathway b), Figure 6]. Nevertheless,
such Zn2� complexes with two anions in the coordination sphere
are quite unstable.[37] The subsequent dissociation of 12 into the
catalyst and hydrogencarbonate requires an additional 100.5
(10.1) kcal molÿ1.


The gas-phase value is in accord with the value reported by
Kraus and Garmer for a similar complex with an axial HCO3


ÿ


ligand, 105 kcal molÿ1.[38] Values reported by SolaÂ et al. referred to
complexes with equatorial hydrogencarbonate and are signifi-
cantly higher (at least 114.4 kcal molÿ1), but are also drastically
reduced by inclusion of solution effects in a medium with e�
78.36 (water) from, for example, 131.8 to 16.0 kcal molÿ1.[13]


In contrast, deprotonation of [(NH3)3Zn(OH2)]2� has been
computationally found to require about 40.3 kcal molÿ1 in a
medium with e� 78.36, whereas the deprotonation of water in a
pentacoordinated complex similar to 8 requires, even in
solution, 51.0 kcal molÿ1.[13] We therefore propose pathway a),
as described in Figure 6 needed for the enzymatic mechanism
due to its good correspondence with X-ray structural data.[36]


However, it is very probable that hydrogencarbonate is not
immediately released into the medium, but undergoes an ion
pair return with 1 prior to its final dissociation from 12.


Figure 4 a shows the ªmountain ridgeº of the potential energy
for the complete [(NH3)3Zn(OH)]�-catalyzed hydration of carbon
dioxide as a cross-section of the potential surface along the
minimum energy pathway beginning from the separated reac-
tants, 1 (entry channel), to the H-bridged product complex 10.


Figure 4 b depicts the changes in enthalpy and free energy
along the reaction path. Only the free energy reproduces
satisfactorily the experimentally observed endothermicity of the
overall reaction (theory: �3.4 kcal molÿ1, experiment: �3 ± �
4 kcal molÿ1).[6, 10] From the free energy point of view, an
encounter complex intermediate that would form from the
separated reactants does not exist : The free energy of 2 a with
respect to the entry channel (separated reactants), including
thermodynamic corrections to the gas-phase results, is
2.6 kcal molÿ1.


Conclusion


In this work we report for the first time the reaction pathway for
a complete cycle of catalytic CO2 hydration by means of a
[(NH3)3Zn(OH)]� model catalyst to mimic the carbonic anhydrase
functionality. We also provide a more comprehensive and


detailed investigation of the structure ± activity relationships in
this system than has been reported in earlier work.[7, 13, 17]


In addition, we have carried out for the first time full geometry
optimizations on this system which include electron correlation
effects. We argue that the most likely scenario for the H2O/HCO3


ÿ


replacement step involves first the generation of carbonic acid
as a leaving group in the coordination sphere of zincÐa
reconfirmation of a mechanism proposed by Merz, Hoffmann,
and Dewar in 1989.[7] After deprotonation via a proton relay to
histidine 64, the resulting hydrogencarbonate ion might under-
go an ion pair return with the positively charged Zn complex.
Finally, HCO3


ÿ dissociates into the surrounding medium, thereby
regenerating the catalyst. This overall process requires at least
13.3 kcal molÿ1 as activation energy in acetonitrile. We do not
know how the protein environment could influence this value.


Nevertheless, the rate-determining step is not an initial
deprotonation of a Zn-bound water molecule, as repeatedly
described in previous studies,[5±11] but is rather the nucleophilic
attack on carbon dioxide which is accompanied by a rotation-
like movement (Lindskog-type mechanism) that exchanges the
role of the oxygen atoms which are closest to Zn (see Scheme 1).


Only monodentate Lipscomb-type hydrogencarbonate com-
plexes are produced by internal proton shifts (Lipscomb-type
mechanism) or by an energetically preferred C-O2 bond rotation
from these Lindskog adducts. This leaves more room for an
entering water molecule to form a five-coordinated complex,
which appears to be required in order to exchange water for
hydrogencarbonate.


The formation of carbonic acid through cleavage of the Zn-O
bond to the leaving group is assisted by an intramolecular
proton transfer from the water molecule that occupies a fifth
(equatorial) coordination site at the zinc center in a distorted
trigonal-bipyramidal ligand environment. The barrier for this
process is extremely low, 0.8 kcal molÿ1. The catalyst is conse-
quently regenerated without the necessity of an initial depro-
tonation, and moreover, without the adverse effects of undue
charge separation in the product complex. The necessary final
proton transfer from carbonic acid to His 64 is therefore part of a
proton relay from a Zn-bound water molecule to the imidazole N
atom in the amino acid residue. This endothermic reaction step
might become rate-limiting under certain conditions.


Considering the free energy differences in the gas phase,
rather than the potential energies themselves, encounter
complexes do not correspond to energy minima. Only by
additional inclusion of the free energy of solvation in a
sufficiently polar solvent such as acetonitrile were we able to
reproduce the experimental activation barrier (in water) satisfac-
torily. The value of 5.7 kcal molÿ1 corresponds well with the
experimental value of about 3 kcal molÿ1 in the CA enzyme, and
constitutes a rather dramatic decrease with respect to the barrier
of the uncatalyzed CO2 hydration in neutral water, that is,
17.7 kcal molÿ1!


While a 16O/18O isotopic labeling experiment appears to be
suited for distinction among the several mechanistic possibil-
ities, such an experiment might suffer from the conformational
lability of the hydrogencarbonate complexes and the possibility
of oxygen label scrambling.[39]
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To further improve the validity of the model system, imidazole
rings should replace the ammonia ligands. Imidazole differs the
most from ammonia in the increased nucleophilicity of the Zn-
O1H oxygen atom and the reduced acidity of Zn-bound
water.[18, 19] In addition, even some simplification of the model
system can be expected from the absence of the intricacies
engendered by the NH hydrogen bonds.


We have shown that only a complete analysis of all pertinent
aspects of conformation and electronic structure can elucidate
the reaction mechanism in systems that should serve to model
enzymatic catalysis, exemplified by that of carbonic anhydrase.
Our contribution should help to pave the way for a detailed
understanding of the catalytic mechanisms in related enzymes
and of how those mechanisms can be studied and/or employed
for synthetic purposes. Hence, extension of this work will include
further heterocumulenes, such as CO2, CS2, RNCO, etc. , to close
the gap between the native molecule and synthetical reality.
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Scanning Force Microscopy Study on a Single-
Stranded DNA: The Genome of Parvovirus B19
Giampaolo Zuccheri,[a] Anna Bergia,[a] Giorgio Gallinella,[b] Monica Musiani,[b]


and Bruno Samorì*[a]


The genome of parvovirus B19 is a 5600-base-long single-stranded
DNA molecule with peculiar sequence symmetries. Both comple-
mentary forms of this single-stranded DNA are contained in distinct
virions and they hybridize intermolecularly to double-stranded
DNA if extracted from the capsids with traditional methods, thus
losing some of their native structural features. A scanning force
microscopy analysis of these double-stranded DNA molecules after
thermal denaturation and renaturation gave us the chance to
study the possible states that this DNA can assume in both its
single-stranded and double-stranded forms. A novel but still poorly
reproducible in situ lysis experiment that we have conducted on
single virions with the scanning force microscope made it possible


to image the totally unpaired state that the single-stranded DNA
molecule most likely assumes inside the viral particle. Structural
considerations on single molecules offer the opportunity for the
formulation of plausible hypotheses on the interaction between the
DNA and the viral structural proteins that could prove important
for the DNA packaging in the capsid and, possibly, the viral
infection mechanisms.


KEYWORDS:


DNA structures ´ nanostructures ´
scanning probe microscopy ´ single molecules ´ viruses


Introduction


The genome of the B 19 virus, a member of the Erythrovirus
genus in the Parvoviridae family, consists of one molecule of
single-stranded DNA, about 5600 bases in length, of either
positive or negative polarity (defined by comparison with the
sequence of the coding messenger RNA). One of the two
complementary forms of the single-stranded DNA molecule is
contained in each capsid. Positive and negative strands are
packaged in separate particles in equal numbers. After extraction
the complementary strands may hybridize to form double-
stranded DNA.


The sequence of this genome possesses some peculiar
symmetry properties. The 4830-base central part contains the
frames coding for all the viral proteins; the two 383-base
noncoding terminal regions have inverted sequences; further-
more, the distal 365 bases of these regions are in a nearly perfect
internal palindromic arrangement (Figure 1 A).[1] These symmetry
elements could yield a number of different self-annealing
schemes. In one of these, each terminal palindrome region folds
back onto itself and base-pairs internally within the terminus:
The two resulting paired stretches (ªfold-backº ends; Figure 1 B)
are very efficient priming locations for the replication of the viral
genome during the infection. Alternatively, the two terminal
sequences could hybridize with each other (Figure 1 C ± D)
forming a short double-stranded stem joined to a single-
stranded loop, and this could imply that a different replicative
pathway needs to be followed in this case.


To achieve a deeper insight into the structural organization
and the replication of the B 19 virus, which is still largely
unknown, we studied the structural properties of its peculiar


genome with the scanning force microscope[2] (SFM; also known
as atomic force microscope, AFM). The SFM has already proved
as a very useful instrument for the structural analysis of DNA and
nucleoprotein complexes: It can image at high resolution
without the need for any external contrast enhancement
technique.[3, 4]


In the experiments reported here, the single-stranded viral
DNA, solubilized and separated from all the viral proteins,
displayed a tendency for the intramolecular base pairing of the
two terminal palindromes. On the other hand, when the lysis of
single, separated virions was carried out and followed in situ,
where the DNA molecules extracted from the capsids could not
interact with each other, the observed single-genome molecules
they contained were found in a non-base-paired state: The
molecules appeared fully linear, without any hairpins or double-
stranded stretches in the terminal palindromes. This state is
unexpected due to the remarkable thermodynamic stability of
the fully paired termini in solution as compared to the unpaired
ones.
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Figure 1. Schematic representation of the most significant among the possible
states of B 19 DNA. A: A single-stranded molecule with extended termini. The gray
stroked rectangles represent the two parts of the terminal palindromes ; the white
rectangle is the nonpalindromic part of the inverted sequences. B: A single-
stranded molecule with double-stranded ªfold-backº termini : The terminal
365 bases at both ends of the genome molecules are palindromes and can base-
pair internally. C: A single-stranded molecule with double-stranded ªfold-backº
termini. The nonpalindromic complementary parts (white rectangles) can base-
pair to form the forked termini. D : A single-stranded molecule with double-
stranded extended termini. The structure inside the dashed box can be formed by
BssH I-digested B 19 DNA. E: An annealed double-stranded molecule with ªfold-
backº termini. The apexes of the hairpins contain nonpaired bases. F: A completely
base-paired extended double-stranded molecule. The arrows point to the
restriction sites of BssH I (the portion between the arrows is left after digestion).
The central parts of the DNA molecules (black rectangles) are not drawn to scale
with respect to the tails.


Results and Discussion


SFM structural analysis of purified viral DNA


The two complementary forms of parvovirus B 19 single-strand-
ed DNA contained in different virions can hybridize to fully
paired double-stranded molecules when isolated in solution
with classical methods. The resulting more stable double-
stranded structures assume base-pairing arrangements different
from those available to the viral single-stranded DNA (see
Figure 1). The purified extracted viral DNA was deposited on the
surface of freshly cleaved mica and observed with the SFM.[2]


Most of the DNA molecules (92 % out of 78 observed molecules)
appeared in a linear form (Figure 2 A): Their mean length was


Figure 2. Tapping-mode scanning force microscopy (TM-SFM) images of purified
B 19 DNA adsorbed on the surface of freshly cleaved mica before and after heat
denaturation. The height data is coded in shades of color (see colorbar).
A : Micrograph of a linear double-stranded molecule purified from virions. No
terminal structures are evident in most of the molecules. B ± E: Micrographs of
heat-denatured and quickly reannealed B 19 DNA molecules: B: A linear
reannealed double-stranded molecule showing forked double-stranded termini ;
C ± E: examples of reannealed coiled single-stranded B 19 DNA presenting forked
termini protruding from their compact, irregularly coiled bodies. The size bars are
100 nm long in these enlargements.


(1.86� 0.10) mm (mean � standard deviation), a value near that
expected for a 5600-base-pair (bp) DNA in the B (hydrated) form
(1.89 mm). A few molecules (8 %) appeared with one bifurcated
terminus; none of the molecules displayed two bifurcated
termini (see Figure 1 E). These linear double-stranded molecules
with bifurcated ends form if the intermolecular base-pairing
coexists with an intramolecular folding at one or both the
palindromic termini of the molecules (as sketched in Figure 1 E).
The observed double-stranded forked termini had a mean
length of (56� 14) nm, as expected for the pairing of the
complementary 365 bases of the palindrome (365/2 bp, 62 nm if
B-DNA); the cumulative length of the forked molecules ((1.84�
0.12) mm) was identical to that of the unforked ones. In this
conventional DNA isolation process, the annealing of the
complementary strands is under thermodynamic control: The
most favored state is a double-stranded molecule with the most
extensive base pairing. In fact, only a few molecules have
bifurcated termini.


Single-stranded forms were reobtained by a process of heat
denaturation followed by a rapid cooling of a very dilute solution
of the purified viral DNA. In this way the renaturation process
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occurs under kinetic control. Both single-stranded coiled and
double-stranded forms were observed on the surface of mica
(Figures 2 B ± E): The coils corresponded to the 88 % of the
molecules analyzed under the given conditions (48 molecules
globally). We found bifurcated termini both in the double-
stranded and in the single-stranded molecules. Most of the
double-stranded molecules, contrary to the case under thermo-
dynamic control, had one or two bifurcated termini (67 %). Only
a limited number of coils (31 %) presented this feature.


As mentioned above, a forked double-stranded molecule is
the result of coexisting intra- and intermolecular base pairing
(Figure 1 E). In the renatured single-stranded molecules (Fig-
ures 2 C ± E), the two double-stranded termini, generated by the
intramolecular pairing of the terminal palindromes, can still pair
with each other through the remaining short stretch of
complementary bases (the white rectangles in Figure 1) to form
a bifurcated terminus (Figure 1 C). Their compact coiled structure
is due to a high number of short base pairings involving the
central 4830 bases (and possibly the termini). These single-
stranded coiled forms, characterized by a high shape variability,
have been termed ªbush-likeº by authors that obtained them
under the same conditions from similar DNA.[5]


In the single-stranded coils and in the double-stranded
molecules the lengths of the arms of the forked termini were
equal within measurement error ((52�7) nm for the single-
stranded coils and (60�8) nm for the double-stranded mole-
cules) and correspond to what is expected for the folding of the
palindromic part of the termini. In a single-stranded coil, a
complete pairing of the tails would produce a nonforked 130-
nm-long double-stranded protrusion (Figure 1 D). These longer
double-stranded ends have never been observed under the
experimental conditions we chose. We have seen linear tracts in
3 out of the 42 observed coiled molecules, but these tracts were
significantly shorter than expected for the annealing of 383 bp:
They were most likely due to the internal pairing of only one of
the two termini. This experiment clearly demonstrated the
tendency of the terminal palindromes to fold back.


To confirm that the formation of these double-stranded
termini is driven by the sequence of the palindromes, one half of
the terminal palindromes was removed by cleavage with the
restriction endonuclease BssH I (the location of the restriction
sites is shown in Figure 1 F). The cut double-stranded molecules
deposited on the mica surface for SFM observation appeared to
be linear, without any bifurcated terminal structures : Their mean
length was (1.72� 0.08) mm, as expected for a double-stranded
DNA molecule of 5200 bp. When a solution of these molecules
was heat-denatured and then rapidly cooled, the DNA rean-
nealed again either to form coiled single-stranded (Figure 3 B) or
linear double-stranded molecules (Figure 3 A): In this experiment
conditions were such that nearly all the molecules deposited on
the surface were coiled single-strands (1074 observations). In
17 % of the coils, we could identify linear straight double-
stranded tracts, which had a mean length of (69�12) nm
(Figure 3 B). These stems were due to the annealing of the
incomplete terminal sequences present at both ends of the
single-stranded molecules: They are still complementary to each
other, even if they cannot base-pair within themselves (a


Figure 3. TM-SFM images of the B 19 DNA fragment obtained after digestion
with BssH I, heat-denaturation and deposition onto the mica surface after
reannealing. A: A detail of a molecule reannealed as a completely double-
stranded form without any terminal structures. B: BssH I fragments reannealed as
coiled single-stranded forms. The arrows point to the putative double-stranded
nonforked tail formed by the annealing of the two remaining halves of the
terminal palindromes.


schematic drawing of these coiled single-stranded molecules is
shown inside the dashed box of Figure 1 D; the expected length
of the protrusions is 68 nm). Only in a very small fraction of the
coils (1.2 %, 14 out of 1074) we could find structures apparently
similar in shape to the forks found in the experiment performed
on the complete genome. The arms of these bifurcated
structures were often of different lengths; their mean length
was (35� 8) nm, that is, considerably smaller than that found for
the termini of the forks in the coils of the complete genome.


Analogous imaging experiments were performed on the
single-stranded DNA of bacteriophage M13mp18 (7 kb): This led
to single-stranded renatured coils with highly variable shapes
not displaying any of the striking structural peculiarities
observed for B 19 DNA (data not shown).


In situ lysis of B 19 virions: The released DNA is completely
single-stranded


The experiments described above indicate that there is a strong
tendency of the two terminal palindromes of the B 19 single-
stranded genome to fold internally and to form terminal
hairpins. Nevertheless, this result does not indicate whether
the viral DNA molecule inside the virion assumes this conforma-
tion. To gain information on the secondary structure of the
genome molecule inside the capsid, it is necessary to avoid the
sample preparation step in which the two complementary single
strands of DNA can base-pair and form a double-stranded
molecule. This improvement was achieved thanks to the
capability of the SFM of producing meaningful data for the
same specimen before and after a series of treatments, since the
observation is done under mild nondestructive conditions. We
performed a lysis of the B 19 virions adsorbed onto the mica
surface and then we inspected the area and were able to
visualize the molecules released from the capsids. A spread of
viral particles adsorbed on a mica surface is shown in Figure 4 A.
We exposed the same deposition of virions to the lytic treatment
(Proteinase K and sodium dodecyl sulfate (SDS)), and inspected it
again afterwards. We kept the density of virions deposited on
the substrate low; consequently, the probability for single-
stranded DNA molecules of one polarity to anneal to molecules
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of the opposite polarity to form double-stranded molecules was
also low.


DNA molecules like those shown in Figure 4 B were observed.
They were adsorbed onto the surface of mica with a great
number of objects identifiable as proteins. None of these objects
were present in the spread of viral particles (Figure 4A). These
proteins could be fragments of Proteinase K molecules and
residual subunits of the incompletely digested viral capsids. The
DNA molecules appeared to be linear and without terminal
structures. The density of the DNA molecules on the surface was
lower than that expected on the basis of the density of the
virions that had been deposited on it (0.25 DNA molecules per
mm2 vs. 10 ± 15 virions per mm2). This could be partly due to the
well-known presence of empty viral capsids that are erroneously
counted in virion spreads, but more likely to the strong
competition between proteins and DNA for the adsorption onto
mica. In a control experiment we verified that SDS, at the
concentration used in the in situ lysis experiment, did not
interfere with the deposition of DNA molecules or proteins (data
not shown).


The DNA molecules released from the virions had a highly
variable length, ranging from 1.94 to 3.33 mm, with a mean value
of (2.33� 0.6) mm (nine molecules). Single-stranded DNA is
known to be very flexible and to have fewer structural
constraints than double-stranded DNA, so it can be found in
compact or extended conformations. In fact, while in some cases
the helical rise of single-stranded DNA was measured to be as
low as 2.9 �,[6] the length of overstretched double-stranded DNA
(similar, in principle, to two facing extended nonhelical single
strands in which the dihedral bond angles are not distorted) was
found to be 1.7 to 2.1 times greater than that of B-DNA.[7±9] This
implies that the length of a 5600-base DNA could range from 1.6
to 4 mm, and intermediate lengths are also possible due to the


noncooperative base-stacking interaction in single-
stranded DNA.[6]


Single-stranded parvovirus DNA molecules had al-
ready been observed, for instance in the case of the
minute virus of mice (MVM).[10] These authors obtained
images with an electron microscope under fully or
partially denaturing conditions. The DNA molecules
displayed an extended shape that is very similar to that
of the molecules shown in Figure 4 of the present study.
The many short double-stranded pairings that we have
seen to stabilize the single-stranded coils (see above and
Figures 2 and 3) were not present in the case reported in
ref. [12], due to the use of formamide that denatures the
double-stranded DNA.


The SFM capability to image single-stranded DNA had
already been proved by Hansma et al.[11, 12] In an experi-
ment of partial denaturation performed on the DNA of
phage l, we could show that SFM can also distinguish
between single- and double-stranded DNA tracts in the
same molecule. We identified bubbles of denaturation
formed by two narrow single-stranded tracts, in a
prevalently double-stranded molecule (Figure 5). In the
SFM image, the difference in height and width between


Figure 5. A : TM-SFM image of partly denatured l phage DNA. Two uncoiled
single-stranded bubbles are evident in the image. The SFM allows the unequivocal
distinction between single-stranded and double-stranded DNA tracts when
contemporarily present in the same image. B: Height trace of the SFM data along
the lines marked in Figure 5 A. The height profile displays the difference in height
and width of the single-stranded and double-stranded DNA tracts (trace 1 and 2,
respectively ; the height peaks corresponding to the DNA strands are marked by
the arrows). The height and width differences depend on the conditions of
imaging and on the probe used. On the axes, h stands for the height of the
features on the surface, d for the distance across it.


Figure 4. TM-SFM micrograph of the outcome of the in situ lysis experiment. A : TM-SFM image
of the spread of viral particles onto the surface of freshly cleaved mica. On the surface, the round
particles of smaller height (and apparent size) could be empty virions (with no DNA inside) that
more easily collapse on the surface upon dehydration, or virion fragments produced by the
forces involved in dehydration. B: SFM micrograph of the same surface after Proteinase K/SDS
digestion in situ. The numerous round particles on the substrate are presumably enzyme
molecules or fragments of the viral capsids not completely digested during the lysis. The
localization of protein fragments of variable apparent size on the DNA can be easily seen in the
SFM image. Globular protein fragments are localized on most of the imaged tails of the
presumably single-stranded viral genome molecules.
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single- and double-stranded tracts is evident. We can therefore
conclude that in none of the DNA molecules observed in our in
situ lysis experiment double-stranded tracts were present and in
particular the two palindromic termini were not folded or paired.


Is the DNA completely single-stranded also inside the capsid?


We estimated the melting temperature of a double-stranded
DNA with the same base composition and length of the terminal
palindromes to be approximately 60 8C at the ionic strength
used in the lysis experiment:[13] This temperature is considerably
higher than that employed by us during the lysis (50 8C). We have
observed normal-looking double-stranded DNA deposited on
mica from a solution containing up to 0.5 % (w/v) SDS, so that we
can also exclude any interference of SDS with DNA base pairing
(at the concentration used in our experiments; data not shown).
We can therefore rule out that the base pairing in the terminal
regions (or between them)Ðif it is already present under the
conditions used for the lysisÐis disrupted.


The very extended shape of the released DNA molecules, with
respect to their highly compact state inside the virion, might be
explained with the abrupt release of the elastic tension (entropic
in nature) subsequent to the disruption of the association
between the subunits of the capsid. Along their entire lengths,
the adsorbed molecules do not present the short double-
stranded stretches that stabilize single-stranded molecules in a
coiled ªbush-likeº form in aqueous solution: This was expected
because the experimental temperature was higher than the
melting temperature of a duplex consisting of a few bases.


Double-stranded DNA is significantly more rigid than single-
stranded DNA (it has a mean persistence length of 53 nm as
compared to that of about 1 nm measured for single-stranded
DNA[7, 14] ). In solution the two double-stranded tails should have
a contour length of 62 nm and a root mean square end-to-end
distance of 52 nm.[15] Furthermore, methods of prediction of the
conformation of double-stranded DNA molecules[16, 17] did not
provide us with any indication that the palindromic tails of B 19
are intrinsically curved in their double-stranded state (data not
shown). This is also confirmed by our images of the tails (see
Figures 2 and 3). To force one or two stretches of noncurved
double-stranded DNA longer than 180 bp into a capsid with an
external diameter of no more than 30 nm (which must also
contain all the rest of the single-stranded genome), certainly
requires the assistance of very strong DNA ± protein interactions,
of the kind found in the nucleosome. Such very strong protein ±
DNA interactions have not been found by researchers in B 19 or
other parvoviruses.


It must be pointed out that we could reproduce the in situ
lysis successfully only once in a number of attempts; we also
tried all possible experimental variations of the successful
attempt (including the exclusion of SDS) with the only result
of seeing surfaces that were either perfectly clean or completely
cluttered with proteins. The success rate of the experiment could
not be improved due to the extreme difficulty of imaging the
system at the right stage of lysis in a layer of proteins strongly
competing with DNA for the adsorption onto mica. While the
lysis itself should occur with a good success rate (it is indeed very


similar to the method employed to prepare soluble viral DNA),
the difficulty lies in the visualization process. On the basis of the
reported considerations of single- and double-stranded DNA
flexibility and conformation and the findings that similar DNAs
are packaged as single strands in other animal viruses,[18] we
believe that what we observed after the lytic treatment of the
virions corresponds to the state of the viral DNA inside the
capsid.


Structural considerations and hypotheses on the interaction
of the genome with capsid proteins


The SFM image in Figure 4 B shows that many proteins seem to
be bound directly on the DNA strands. Proteinase K is not
expected to bind to the DNA and possible residual serum
proteins have not been found in SFM images of integer virions
(Figure 4 A), so they are assumed to be present in very small
amounts. We can infer that these proteins could very well be
residual (perhaps partly digested) subunits of the capsids. This
would suggest an association of the viral single-stranded DNA
with the capsid proteins in the virion, as has been verified for
integer virions of parvoviruses from other animal sources.[18]


Such an association (not demonstrated before for B 19) could
help in the packaging of DNA in the viral particle when strong
forces are necessary to compact a roughly 2-mm-long DNA
molecule in a shell of 20 ± 30 nm outer diameter. Capsid
formation does not itself require DNA, as empty virions are
frequently found.


A stimulating hypothesis on the function of the viral proteins
comes from a consideration of the energetic state of the viral
genome inside the capsid. The ªunfoldedº structure of the
termini is energetically unfavorable for the DNA sequence of the
B19 genome, unless some proteins are involved in its main-
tenance, acting as a sort of ªanti-chaperonsº for DNA. A careful
inspection of Figure 4 B reveals that proteins seem to be
distributed over the entire length of the molecules, but with a
preference for the tails (there they are twice as dense as in the
rest of the contour). We propose that these proteins could be
helping in keeping the tails unfolded even outside the capsid (as
under our condition, which were designed to be nondenaturing)
and, more interestingly, inside the virion and during its assembly.


We could speculate that the unfolded state of B 19 could be a
requirement for easy and correct DNA packaging in the viral
particle; it could also be necessary in the infection phase, for
instance to facilitate entry of the DNA into the cell nucleus. As
shown in this paper, the DNA alone can very easily form the
terminal hairpin structures believed to be the natural substrate
for DNA polymerase. It can be presumed that the viral protein ±
DNA interactions are disrupted inside the host cell, during the
processes that lead to infection, so that the ends can fold back
and become a substrate for DNA polymerase.


Conclusion


We have shown that if the B 19 DNA is imaged after extraction
and purification from all the proteins present in the virions, the
two palindromic termini fold intramolecularly and form terminal
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hairpins. On the other hand, if the viral genome is imaged at the
right stage of virion lysis and prevented from interacting with
DNA molecules of the opposite polarity, it appears to be
completely linear and without any terminal pairings. We propose
that this state of the viral genome could be maintained by an
association between the DNA and capsid proteins. Our experi-
ment on the in situ lysis of single virions of B 19 measured
conformational properties not accessible to date with any other
analytical techniques.


The analysis conducted on renatured single-stranded mole-
cules singled out peculiar structural features from the apparently
random structure of the coiled molecules. The structural
regularity of the bifurcated double-stranded termini found in
our experiments for the coiled single-stranded molecules, whose
three-dimensional shape is a complex result of the kinetics of
renaturation, is astonishing. The local loss of entropy (due to the
high stability of the extended duplexes at the termini of the B 19
DNA) creates a structurally distinguished feature in the coils. The
microscope analysis can localize this feature very efficiently in
single molecules, even if conditions are such that only a fraction
of the population displays it. This analytical strategy could very
well be used for other structural/topological determinations
where relatively small and very local structural regularities could
be highlighted, even if evident only in a fraction of the
molecules.


Experimental Section


SFM imaging of B 19 virions and of native and denatured B 19
DNA: A B 19 viremic serum sample was obtained from an
experimental infection in a human volunteer and was used as a
source of virus for molecular studies. B 19 virus was purified from
serum by centrifugation through a cushion of 30 % glycerol in STE
buffer (150 mM NaCl, 10 mM Tris-HCl, pH 7.5, 1 mM EDTA) at 40 000 g
and 4 8C for 4 h. Pelleted virions were resuspended in STE buffer.
Virions were lysed by incubation with 100 mg mLÿ1 Proteinase K, 1 %
(w/v) SDS at 50 8C for 2 h. Viral DNA was purified by adsorption onto
QIAEX silica matrix (Qiagen, Hilden, Germany) following manufac-
turer's instructions and eluted in TE buffer (10 mM Tris-HCl, pH 7.5,
1 mM EDTA) as annealed double-stranded DNA.


Native B 19 virions and purified DNA molecules were deposited on
freshly cleaved ruby mica (B&M Mica Co. Inc. , New York, NY) from a
nanomolar DNA solution containing 4 mM HEPES buffer (pH 7.4),
10 mM NaCl, 2 mM MgCl2 (HEPES� 2-[4-(2-hydroxyethyl)-1-piperazi-
nyl]ethanesulfonic acid). The MgII ions are added to promote DNA
adsorption on mica.[19, 20] 10 ± 15 mL of DNA solution were deposited
on a 1 ± 1.5 cm2 mica disc and left there for approximately 1 min, then
rinsed with 2 ± 3 mL of milliQ-deionized water (Millipore, USA), which
was added dropwise, and dried under a gentle flow of nitrogen gas.


Imaging was performed in tapping mode with PointProbe non-
contact silicon probes (NanoSensors, Germany) on a NanoScope IIIa
scanning force microscope system equipped with a multimode head
and a type E piezoelectric scanner (Digital Instruments, Santa Bar-
bara, CA, USA). Images were recorded with a 10 ± 15 mm linear
scanning speed at a sampling density of 4 ± 9 nm2 per pixel.


Heat denaturation of double-stranded purified B 19 DNA was
performed on the diluted specimens prepared for imaging. After
1 min at 95 8C the specimens were quickly cooled (on ice) and spread
onto freshly cleaved mica in the same way as native DNA specimens.


Lysis on the mica surface: B 19 virion spreads on mica (obtained as
described above) were subjected to SFM analysis to check for the
density of deposition. The spreads were treated with a solution
containing 10 mg mLÿ1 Proteinase K, 0.1 % (w/v) SDS in 4 mM HEPES
buffer (pH 7.4) at 50 8C for 10 min, rinsed with milliQ-deionized water,
dried with nitrogen, and observed with the SFM.


Imaging of partially denatured DNA molecules: Partially denatured
l phage DNA molecules were obtained by adding 10 % form-
aldehyde to the diluted 4 mM HEPES buffer (pH 7.4), 10 mM NaCl, 2 mM


MgCl2 solution used for deposition on mica (modified from ref. [21]).
The solutions were kept for 10 min at 65 8C and then cooled on ice
for 10 min. The formaldehyde-containing DNA solution was depos-
ited on freshly cleaved mica as described above for the other
specimens and imaged with the SFM.


Image processing and molecule measurements: Raw SFM images
were processed only for background removal (flattening) using the
microscope manufacturer's image-processing software. DNA mole-
cule lengths were measured from the SFM images using ALEX, a
software package written for probe microscopy image processing.[22]
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In Vitro and In Vivo Ligand Binding to the 5HT3


Serotonin Receptor Characterised
by Time-Resolved Fluorescence Spectroscopy
Pascal Vallotton, Ruud Hovius, Horst Pick, and Horst Vogel*[a]


The binding of the fluorescein-labelled antagonist GR-flu ([1,2,3,9-
tetrahydro-3-[(5-methyl-1H-imidazol-4-yl)methyl]-9-(3-amino-
(N-fluoresceinthiocarbamoyl)propyl)-4H-carbazol-4-one] ) to a pu-
rified, detergent-solubilised ligand-gated ion channel, the type-3
serotonin (5-hydroxytryptamine, 5HT) receptor (5HT3R), was char-
acterised by frequency-domain time-resolved fluorescence spectros-
copy (TRFS). Detailed understanding of how ligands interact with
the homopentameric receptor was obtained. While a 1:1 stoichi-
ometry was observed for the GR-flu ± receptor complex, the agonist
quipazine bound cooperatively to the receptor, suggesting multiple
binding sites for this ligand. The GR-flu-binding site of the receptor
was proven to provide an acidic environment as shown by
determining the fraction of bound GR-flu in the protonated state.


Fluorescence anisotropy relaxation experiments indicated a hin-
dered but still high mobility for the receptor-bound GR-flu. Hence,
the binding site is expected to present a wide opening to the ligand.
Finally, we succeeded in measuring the binding of GR-flu to 5HT3


receptors in live cells. These results show that the purified and the
native receptor behave identically and demonstrate that time-
resolved fluorescence measurements are suited to selectively
investigate biomolecular interactions in live cells.


KEYWORDS:


drug research ´ fluorescence spectroscopy ´ ion channels ´
molecular recognition ´ receptors


Introduction


Ligand-gated ion channels play a central role in fast signal
transduction in the nervous system. Despite intensive research in
this field, the detailed molecular mechanism underlying this
process has not been elucidated yet. The best studied ligand-
gated ion channel is the nicotinic acetylcholine receptor,[1±5]


which can be purified relatively easily in quantities sufficient
for further studies. It belongs to a superfamily that includes
ionotropic receptors for serotonin (5-hydroxytryptamine, 5HT),
g-amino-n-butyric acid (GABA) and glycine. This report concerns
another ligand-gated ion channel: the serotonin type-3 receptor
(5HT3R),[6] which can be found in tiny amounts in the enthorinal
cortex, the hypocampus, the nucleus tractus solaritus and the
area postrema.[7] It has also been detected in the peripheral
system in the gut, skin and blood vessel walls. We recently
overexpressed 5HT3R in several mammalian cell lines and
succeeded in purifying the functional receptor in detergent-
solubilised form in sufficient quantities for biophysical studies.[8]


The great pharmaceutical interest in 5HT3R stems from its
involvement in emesis caused by anticancer chemotherapy, in
colonal dysfunction and possibly in schizophrenia and drug
abuse.[9] 5HT3R assembles as a functional homopentameric
receptor.[8, 10] A four-transmembrane domain topology is pre-
dicted for each subunit, based on sequence analysis.[11] The
secondary structure of purified 5HT3R was shown to be rich in
a helices (50 %) and b strands (24 %).[8]


Here, we concentrate on the characterisation of the receptor's
ligand-binding site by time-resolved fluorescence spectroscopy


(TRFS). First, we exploit the dependence of the fluorescence
lifetime of GR-flu on its microenvironment (Figure 1) to monitor
and quantify ligand binding to the receptor. By using this
technique, the local pH value of the binding site could be
determined as well as the stoichiometry for the binding of GR-flu


Figure 1. Structure of the fluorescent 5HT3 antagonist GR-flu. The xanthene
hydroxy group is deprotonated under basic conditions.
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to the receptor. This reaction was also investigated by time-
resolved fluorescence anisotropy experiments. We could deter-
mine the orientational order parameter of the fluorescein moiety
of the receptor-bound ligand[12±14] as well as the time scale for
the segmental movements of this fluorophore, thereby provid-
ing insight into the conformation and dynamics of the complex.


In the final part of this work, time-resolved fluorescence
measurements were performed on 5HT3R in live cells. Differences
in the properties of native and purified receptors in most
instances strongly limit the relevance of detailed biophysical
studies on purified material. In the present case, however, the
results obtained in vivo and in vitro agreed well. The purified
receptor is therefore representative of the native receptor. This
was further confirmed by confocal microscopy, which was used
to deliver an estimate of the dissociation constant of the
receptor ± ligand complex in whole cells. These results shed new
light on an important receptor ± ligand system and, together
with previous work,[15±17] they illustrate the possibilities offered
by time-resolved fluorescence spectroscopy for the selective
investigation of ligand ± receptor interactions under minimal
sample consumption and even in a complex environment such
as live cells.


Experimental Section[18]


Preparation of purified 5HT3R: The protein was overexpressed in
HEK 293 cells and purified as described elsewhere.[8] The receptor
preparations were stored at ÿ80 8C in buffer A (10 mM 2-[4-(2-
hydroxyethyl)-1-piperazinyl]ethanesulfonic acid (HEPES), 0.4 mM


nonaethylene glycol monododecyl ether (C12E9), pH 7.4) until use.


Fluorescence measurements: Steady-state fluorescence measure-
ments were performed with a SPEX Fluorolog II apparatus (Instru-
ments S.A. , Stanmore, UK) as described elsewhere.[19] Time-resolved
data (total intensity and anisotropy decays) were acquired with an
ISS K2 multifrequency cross-correlation phase and modulation
fluorimeter (ISS Inc. , Champaign, USA). Fluorescence confocal
imaging was performed using an LSM 510 microscope (Zeiss, Jena,
Germany).


Processing of fluorescence data: The fluorescence intensity decay
I(t) could be represented according to Equation (1),


I(t)� I0


Xn


i�1


ai exp(ÿ t/ti) (1)


where I0 is the intensity at time t� 0 of excitation and ai is the
preexponential factor of the fluorescent species of lifetime ti. The
anisotropy decay for a single fluorescent species can be described by
Equation (2),


r(t)� r0


Xm


j�1


bi exp(ÿ t/fi) (2)


where r0 , the limiting anisotropy, is the value of the anisotropy at
time t� 0 of excitation and bi is the fractional amplitudes with
associated rotational correlation time fi. The specification of a
photophysical model for the sample uniquely defines the expression
to be used for fitting of its anisotropy decay. These equations, and
their corresponding expressions in the frequency domain, were
generated automatically by the software used in this work (Globals
Unlimited and Miniglobal packages, Laboratory for Fluorescence
Dynamics, University of Illinois, Urbana-Champaign, USA).[20]


Results


Characterisation of GR-flu by TRFS


First, the sensitivity of GR-flu to the pH value was characterised in
buffer solutions. When freshly prepared in 10 mM HEPES at
pH 7.4, GR-flu displayed a single fluorescence lifetime of 3.7�
0.1 ns. The presence of 0.4 mM of the detergent C12E9 did not
change the fluorescence lifetime. Upon lowering the pH, an
additional lifetime species of 0.9�0.3 ns appeared suggesting
that in the investigated pH range, GR-flu is in equilibrium
between a deprotonated and a protonated form. To obtain the
lifetime values given above for these two forms as well as the pKa


for the chemical equilibrium, we performed a series of inde-
pendent experiments at pH values of 4.6, 5.0, 5.4, 5.6, 6.0, 6.7 and
7.8, and analysed all the corresponding phase and modulation
data simultaneously using the global analysis approach. The
lifetime values for the protonated and deprotonated species
were linked individually across all experiments during the global
c2 minimisation because only the proportion between the
protonated and deprotonated forms of GR-flu, but not their
individual lifetimes are expected to vary with pH. A value of c2�
6.38 was obtained for the global fit, which could not be
improved by introducing a third lifetime species. Generally, one
would expect values around one for c2 if a model is suited to
describe a data set. We suspect that the standard errors on the
phase and modulation which we have used (0.28 and 0.04,
respectively, as advised by the manufacturer of the instrument)
underestimate the real errors when the fluorescence signals are
low as in our case, creating this apparent discrepancy.


Using the Henderson ± Hasselbalch equation [Eq. (3)]


pH � pKa� log
�base�
�acid� (3)


a pKa of 6.0� 0.2 was determined. The changes in the phase and
modulation data could be reversed when the pH was adjusted to
its original value excluding the possibility that they might have
been caused by hydrolysis of the probe. We have also
investigated the influence of the polarity of the medium on
the fluorescence of GR-flu by measuring the phase and
modulation data using either methanol, ethanol, butanol or
octanol, but observed no significant changes in the lifetime as
compared to an aqueous solution at a pH value equal to 7.4.


Ligand binding measured by TRFS


In the absence of receptor, GR-flu showed a single fluorescence
lifetime of t1� 3.7�0.1 ns at pH 7.4. Hence, under these
conditions GR-flu is deprotonated. In the presence of receptor,
an additional lifetime component was obtained, similar to the
one measured for the protonated form of GR-flu in aqueous
solution without receptor. The contribution of this short lifetime
species increased with the amount of receptor added. This
indicates that the receptor-bound probe is in equilibrium
between a deprotonated and a protonated form. Therefore,
the time-resolved fluorescence decay can be described by
Equation (4).


I(t)� I0[a1 exp(ÿ t/t1)�a2 exp(ÿ t/t2)�a3 exp(ÿ t/t3)] (4)







Ligand Binding to the 5HT3 Serotonin Receptor


CHEMBIOCHEM 2001, 2, 205 ± 211 207


Subscript ª1º corresponds to the free deprotonated ligand,
subscript ª2º designates the bound deprotonated ligand and
subscript ª3º the bound protonated ligand. Actually, the
fluorescence decay was fitted with a biexponential function as
the quality of the fits did not improve by introducing a third
component. This is reasonable as t1 and t2 both represent the
lifetime of the deprotonated free and bound forms of GR-flu,
respectively, which are obviously identical.


A representative example of the experimental data is shown in
Figure 2. The phase and modulation data of all independent
experiments performed at different receptor/ligand molar ratios


Figure 2. Frequency response of phase (a) and modulation (m) data for GR-flu
bound to purified 5HT3R at a receptor/ligand molar ratio of 6:1. The fit delivered
lifetime values of t1� t2� 3.5� 0.1 ns for the deprotonated species and t3�
0.90� 0.2 ns for the protonated species. The corresponding preexponential
factors were a1�a2� 0.43� 0.02 and a3� 0.57� 0.02. Buffer A was used, the
concentration of GR-flu was 3 nM, the excitation wavelength was 488 nm,
emission was collected through an interference filter (full width at half-
maximum� 45 nm at 530 nm).


were analysed globally[20] to recover the lifetimes and preexpo-
nential factors of the deprotonated and protonated ligands. The
recovered lifetimes for the deprotonated and protonated
species were equal to 3.6�0.1 ns and 0.8� 0.3 ns, respectively
(c2� 11.9), which is in excellent agreement with the results of
experiments performed at various pH values in the absence of
receptor. Figure 3 shows the preexponential factor a3 , corre-
sponding to the protonated, bound ligand, as a function of the
receptor/ligand molar ratio. The dissociation constant obtained
by fitting these results (see Supporting Information) was equal to
Kd� 0.6�0.2 nM and the concentration ratio (c2/c3) of the bound
deprotonated to the bound protonated ligand was equal to 0.38.


Figure 3. Saturation binding of GR-flu to purified 5HT3R. The graph represents
the preexponential factor a3 corresponding to the bound protonated form of the
ligand as a function of the receptor/ligand molar ratio. The fit (see Supporting
Information) yielded Kd� 0.6� 0.2 nM. Conditions were identical to those
described in Figure 2.


Applying the Henderson ± Hasselbalch equation [Eq. (3)] to the
protonation equilibrium of the bound ligand and using the
measured value of pKa� 6.0 for GR-flu, the local pH value of the
binding site is estimated to be 5.6. Analysing each set of phase
and modulation data individually delivered similar results
although the scattering of the data points was higher. There
was no systematic change of the individual lifetimes as a
function of the receptor/ligand molar ratio. Such a tendency
would have been expected if several ligands would bind
simultaneously to the receptor leading to fluorescence reso-
nance energy homotransfer. Hence, the experimental results
strongly indicate that only one GR-flu molecule binds per
receptor molecule.


Competition between GR-flu and quipazine for binding to
5HT3R analysed by TRFS


The specificity of the binding of GR-flu to 5HT3R was investigated
in the presence of increasing concentrations of the competitive,
nonfluorescent agonist quipazine. Both probes were mixed prior
to incubation with the receptor and the phase and modulation
data for the independent experiments were evaluated by global
analysis as before. The two recovered lifetimes were equal to
3.6�0.1 ns and 0.7�0.2 ns (global c2� 3.7) in good agreement
with the lifetimes determined before for the deprotonated and
protonated forms of the ligand. The preexponential factor
[Eq. (4)] corresponding to the bound protonated ligand is
reported in Figure 4 as a function of the concentration of


Figure 4. Competition of GR-flu with the agonist quipazine for binding to
purified 5HT3R monitored by the preexponential factor a3 of the protonated
bound ligand. The fit yielded a Kd value of 2.1� 0.4 nM and a Hill coefficient of
2.6� 0.7 for quipazine. Conditions were identical to those described in Figure 2.


competitor. Fitting of the data (see Supporting Information)
yielded an IC50 value of 12.8�2 nM and a Hill coefficient of 2.6�
0.7. To reduce the number of free parameters during the analysis,
the concentration ratio c3/(c2� c3) of the bound deprotonated
probe to that of the total bound probe was taken to be equal to
the one obtained by fitting the saturation binding curve. This
choice reduces the visual quality of the fit in Figure 4, but
increases the robustness of the parameter recovery. A dissoci-
ation constant of Kd� 2.1�0.4 nM as calculated with the
Cheng ± Prusoff equation[19] was obtained for the quipazine ±
receptor complex (see Supporting Information). When analysing
the spectra individually, no systematic trend in the lifetime
values as a function of the concentration of the competitor was
observed.
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Time-resolved fluorescence anisotropy measurements


First, the anisotropy decay of GR-flu in 10 mM HEPES at pH 7.4
was measured. The best fit (c2�4.6) was obtained by using a
monoexponential anisotropy decay of rotational correlation
time of the free ligand Ff� 0.31� 0.04 ns and a limiting
anisotropy r0�0.34�0.04. The lifetime of the deprotonated
form of GR-flu, 3.7�0.1 ns, was used as a fixed parameter in the
present and in all the anisotropy decay analyses that follow in
order to facilitate the parameter recovery. The same holds for the
protonated form of GR-flu having a lifetime of 0.8� 0.2 ns.
Unexpectedly, considering the asymmetric shape of the probe,
the fit of the anisotropy decay was not improved when we used
two rotational correlation times. The presence of 0.4 mM of C12E9


had no influence on the observed anisotropy decay of GR-flu
indicating that the probe did not partition significantly into the
detergent micelles. The results of this analysis were used to fix
the parameters describing the free GR-flu species in the
following receptor titration experiments. For these experiments,
eight sets of phase and modulation data were measured at
different receptor/ligand molar ratios and fitted globally, assum-
ing the three species (as defined above) to be present. In
contrast to the fluorescence lifetime experiments, these forms
can now all be resolved because the bound and free deproto-
nated species undergo different rotational motions. The bound
probe was assumed to undergo restricted motions, resulting in
an anisotropy decay described by Equation (5).[21]


r(t)� (r0ÿ r1) exp(ÿ t/fb)� r1 (5)


Considering that the protonation state which distinguishes
the second and third species has most probably no influence on
their rotational motions, the parameters describing the aniso-
tropy decay for these two receptor-bound species were assumed
to be identical. Hence, each of them was characterised by the
same rotational correlation times Fb and the same limiting
anisotropy.[22] Moreover, we have assumed that the limiting
anisotropies r0 for the three species were identical, expecting
that neither the interaction of the probe with the receptor, nor
its protonation state would affect this parameter. Indeed,
relaxing this constraint had little influence on the recovered
parameters. A global c2 value of 4.3 was obtained by fitting the
data as described. It has been shown[12] that independent of the
exact shape of the anisotropy decay curve, the ratio r0/r1 is equal
to the square of the orientational order parameter S of the
fluorophore. S is defined by Equation (6) as


S�h(3 cos2qÿ1)/2i (6)


where q is the angle between an instantaneous orientation of
the fluorophore and the average orientation. The angle brackets
denote the average of the orientational distribution of the
fluorophore within its lifetime. Therefore, S is a measure of the
orientational order of the fluorophore in this time regime.[12±14, 23]


S2 was recovered to be 0.21, indicating considerable segmental
motions of the fluorophore in the excited state. The time scale of
these movements is equal to the rotational correlation time Fb


of the bound probe for which the fit recovered a value of 0.76�


0.2 ns. This value is shorter than the average lifetime displayed
by the bound probe, meaning that the probe has sufficient time
to explore its configurational space during the anisotropy decay,
in agreement with the important segmental movements
observed.


The sum of the fluorescence intensity decay preexponential
factors a2�a3 corresponding to the bound species for each
experiment performed at a different receptor/ligand molar ratio
is shown in Figure 5. By proceeding as described in the
Supporting Information, a value of Kd� 0.8� 0.2 nM was ob-
tained by fitting these data. In the presence of an excess (10 mM)
of the competitor quipazine, the preexponential factor for the
free ligand, a1, was recovered to be 1.0 indicating the absence of
nonspecific binding.


Figure 5. Anisotropy decay binding curve obtained by plotting the fraction
a2�a3 of the fluorescence decay that can be attributed to the bound ligand as a
function of the receptor/ligand molar ratio. The fit delivered a Kd value of
0.8� 0.2 nM. Conditions were identical to those described in Figure 2.


Measurements on whole cells


In order to verify the relevance of the data obtained on the
detergent-solubilised receptor and to demonstrate the possibil-
ity to perform ligand-binding studies by TRFS in vivo, measure-
ments were also performed on living cells.


Confocal microscopy


Laser confocal microscopy was performed in 10 mM HEPES at
pH 7.4 on whole cells stably overexpressing 5HT3R. Addition of
low concentrations of GR-flu resulted in labelling of extended
regions in the plasma membrane (Figure 6 A). In the presence of
10 mM of the nonfluorescent competitive agonist quipazine, this
staining was almost absent, indicating that nonspecific binding
was very low (Figure 6 B). A binding curve was constructed by
calculating the normalised average pixel intensity per cell
resulting from bound GR-flu as a function of GR-flu concen-
tration (Figure 6 C). Based on these data, the dissociation
constant was estimated as Kd� 0.6�0.2 nM.


Time-resolved fluorescence spectroscopy


Under the experimental conditions chosen, the excess of
receptor-binding sites as compared to the ligand was fivefold
so that most of the ligand is expected to be bound. By using an
optimal combination of excitation wavelength and interference
filter, it was possible to select the GR-flu fluorescence emission
and exclude the Raman scattering peak. Indeed, the contribution
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Figure 6. Binding of GR-flu to 5HT3R in live cells. A) HEK 293 cells stably overex-
pressing 5HT3R were incubated in buffer A in the presence of 0.5 nM of GR-flu for
15 min at 20 8C. B) Same conditions as in Figure A, but 10 mM quipazine were
present. C) Average fluorescence signal F per cell as function of the concentration
of GR-flu in the surrounding medium. The signal of the specifically bound GR-flu
ligands (*) was obtained by subtracting the background fluorescence signal (&)
as obseved in figure B) from the total fluorescence signal (~) as observed in
figure A). Fitting the data with a binding isotherm yielded a Kd value of 0.6�0.2 nM.


of GR-flu to the total fluorescence signal was higher than 96 % as
determined by measuring cells before and after incubation with
GR-flu. To analyse the data, we fitted the spectrum using two
lifetime components whose values were fixed to those obtained
previously for the deprotonated and protonated GR-flu (3.7 ns
and 0.9 ns, respectively). The preexponential factors were
recovered to be equal to (a1�a2)�0.41� 0.02 and a3�
0.59�0.02, respectively, in good agreement with the values
obtained for the purified receptor when the latter was in excess
over the ligand (see Figure 3). In the presence of 10 mM quipazine,
binding of GR-flu to the receptor was suppressed as shown by a
monoexponential decay of fluorescence lifetime equal to 3.5�
0.2 ns. The morphology of the cells as examined by widefield
optical microscopy and laser confocal imaging after they had
been measured by time-resolved fluorescence spectroscopy
gave no indication that they had suffered from this treatment.
Moreover, examining the same cells by confocal imaging
confirmed that nonspecific binding was less than 5 % under
the conditions chosen.


Anisotropy decay


Binding of GR-flu to whole cells was also investigated by using
time-resolved anisotropy measurements. The samples were pre-
pared exactly as for the whole-cell lifetime experiments. Unfortu-
nately, we did not succeed in performing a complete time-re-
solved anisotropy analysis on live cells. However, the difference in
the GR-flu anisotropy decay phase and modulation data between
cells incubated in the absence or in the presence of a 10 mM


concentration of quipazine was striking, as was the similarity
between the anisotropy spectrum performed on stable cells and
the corresponding spectrum for the purified receptor (Figure 7).


Figure 7. Anisotropy phase (a) and modulation (m) data for GR-flu under various
conditions: bound to 5HT3R-expressing cells suspended in buffer (*), added to a
suspension of 5HT3R-expressing cells in the presence of 10 mM quipazine (*),
bound to purified, detergent-solubilised 5HT3R (~), added to purified, detergent-
solubilised 5HT3R in the presence of 10 mM quipazine (!). The ratio of the
modulated intensities (upper curves) and the phase difference between the
vertical and horizontal polarisations (lower curves) is plotted.


Discussion


Stoichiometry and cooperativity


The fitting of the time-resolved saturation binding curve for GR-
flu provided no indication of cooperativity effects, suggesting
that either a single ligand molecule binds per receptor or that
several ligand molecules bind per receptor to identical and
independent binding sites. Our measurements favour the former
conclusion because several GR-flu molecules bound on the
receptor would undergo fluorescence energy homotransfer and
the efficiency of the process would depend on the number of
ligand molecules bound. Comparing the Förster distance for the
couple fluorescein ± fluorescein (4.4 nm)[24] with the diameter of
the receptor (8 nm) estimated by electron microscopy,[10] we
expect such an effect to be easily measurable. We observed no
change in either the short or the long lifetime component in any
of the experiments. Thus, the binding of one GR-flu molecule
seems to exclude the binding of other GR-flu molecules. This
issue has also been investigated by fluorescence correlation
spectroscopy,[25] and those results confirm our conclusions.


In contrast to the antagonist GR-flu, the agonist quipazine
displayed a Hill coefficient equal to 2.6 in competition with GR-
flu, a hallmark for positive cooperativity. A Hill coefficient of 2.5
was found for quipazine by analysis of the recovery of ionic
conductance of desensitised receptors.[26] Electrophysiology
measurements performed on HEK 293 cells overexpressing
5HT3R delivered a Hill coefficient of 2.2 for the natural agonist
serotonin.[35] This indicates that several agonist molecules are
able to bind to one receptor. In this respect, the behaviour of the
antagonist GR-flu is surprising and suggests that the probe binds
close to the fivefold symmetry axis of the receptor, sterically
hindering the binding of other GR-flu molecules. Several smaller
ligands like quipazine possibly bind to the same site without
sterical hindrance. Strong inhibitory allosteric mechanisms,
however, cannot be completely excluded as the cause of the
1:1 stoichiometry observed for GR-flu.


The Kd values that we have measured for the GR-flu ± receptor
complex by frequency-domain TRFS (Kd� 0.6� 0.2 nM), time-
resolved fluorescence anisotropy (Kd�0.8� 0.2 nM) and confocal
microscopy (Kd� 0.6�0.2 nM) are consistent. They also agree
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with a value of Kd� 0.8�0.2 nM that we have determined by
steady-state fluorescence anisotropy (data not shown). The
dissociation constant for quipazine of Kd� 2.1�0.4 nM recov-
ered from the competition experiment with GR-flu compares
favourably with values spreading around Kd� 2 nM reported by
other authors for the wild-type receptor.[27±30]


Fluorescence anisotropy decay experiments


For evaluating our time-resolved anisotropy data, various
parameters had to be fitted (two fluorescence intensity pre-
exponential factors, a1�a2�a3�1; one rotational correlation
time, Fb ; and the limiting anisotropy of the bound probe, r1)
reflecting the fact that the technique addresses aspects of the
biological system at a very detailed level. The number of free
fitting parameters was limited to only these four by measuring
the other relevant parameters such as those describing the
decay of the free probe or the lifetimes in independent
experiments. The recovery of the unknown parameters was also
made possible by using the global analysis approach, which
allowed to simultaneously analyse all the experiments per-
formed at different receptor/ligand molar ratios. This technique
demanded that reasonable hypotheses be made for the photo-
physical model but increased the confidence in the recovered
parameters.


Concerning the photophysical model itself, we assumed that
the protonated and deprotonated forms of the bound ligand are
distinct species (undergoing identical rotational motions). This
model is only sound if the time scale of protonation is much
greater than the fluorescence lifetime of the ligand. Indeed, the
typical time scale for protonation in the pH range and ionic
concentration explored here is three orders of magnitude
greater than the fluorescence lifetime of GR-flu.[31]


Although the overall mobility of GR-flu was restricted, we
found considerable rotational freedom for the chromophore of
the bound probe in the nanosecond time regime. As has been
shown by comparing various ligands specific for 5HT3R, the
pharmacophore seems to be bound by three major functional
groups in the receptor binding site. A close look at the structure
of GR-flu shows that it shares the structural features of a typical
5HT3R ligand indicated by Cappelli et al.[32] Therefore, it is likely
that the GR moiety is immobilised in its binding site and that the
rotational motions of the fluorescein moiety are due mostly to
the internal flexibility of the GR-flu molecule. The structure of the
molecule (Figure 1), notably at the level of the propyl linker,
indicates that such internal movements are possible. Moreover,
this high internal flexibility could explain why the fit of the
anisotropy decay for free GR-flu could not be improved by
introducing a second rotational correlation time. Indeed, the
time scale of the internal motions, given by the rotational
correlation time, was much shorter than the lifetime of the probe
so that, on this time scale, the probe appears spherical.


Previous experiments performed by two of us[33] to character-
ise 5-carboxyfluorescein have established that the lifetimes
corresponding to the deprotonated and protonated species
described in the present contribution had lifetime values equal
to 4.0 and 3.0 ns, respectively. Identical values, although for


fluorescein, were obtained by Klonis and Sawyer.[34] Hence, the
properties of the dye seem not to depend significantly on the
functional groups attached to its benzene ring. In fact, it is
common practice to assume that a dye and its conjugates have
similar spectrophysical properties. In the light of our present
data, however, the situation is different for GR-flu. The lifetime of
the protonated GR-flu species was determined to be equal to
0.8 ns as compared to 3 ns for fluorescein. To explain this
difference, we propose that the fluorescein moiety is quenched
by the GR moiety by a mechanism that precisely relies on the
high internal flexibility of the molecule. The aromatic amine
portions of the pharmacophore are potential quenchers[21] for
this putative mechanism.


An essential advantage of anisotropy decay experiments over
other fluorescence assays is the absolute character of the results.
For example, if for any reason, only a fraction of the ligand was
able to bind, the assay would recover naturally this fraction. For
comparison and in the same situation, we would only attribute a
reduced anisotropy to the bound species if only steady-state
anisotropy measurements were performed. This potential prob-
lem is particularly acute in the case of GR-flu because of the
limited stability of this ligand in an aqueous environment. As
shown by our results, the asymptotic value for the bound
fraction is close to 100 % (Figure 5).


Conclusion


The fluorescence experiments delivered a detailed picture of the
complex formed between GR-flu and 5HT3R. The receptor offers
an acidic binding site providing a large opening to the
fluorescent ligand. As a result, an equilibrium between the
protonated and the deprotonated form of the ligand is observed
and the latter moves relatively freely. This interaction was also
studied in whole cells. The similarity of the results obtained on
whole cells with those obtained on purified receptors indicate
1) that the purified receptor is fully functional and 2) that TRFS
can be used to study receptor ± ligand interactions in their native
environment. Considering that all these experiments were
performed at very low (nanomolar) concentrations of receptor,
we are confident that the assays as developed here will be
useful, for example, in the rapidly expanding field of high-
throughput screening of ligand ± receptor interactions. Experi-
ments based on site-directed mutagenesis are in progress to
determine whether and which amino acids are responsible for
the acidity sensed by the bound probe, thus permitting to map
the binding site.
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An Error-Prone T7 RNA Polymerase Mutant
Generated by Directed Evolution
Susanne Brakmann* and Sandra Grzeszik[a]


Viruses replicate their genomes at exceptionally high mutation
rates. Their offspring evolve rapidly and therefore, are able to evade
common immunological and chemical antiviral agents. In parallel,
virus genomes cannot tolerate a further increase in mutation rate:
Experimental evidence exists that even few additional mutations
are sufficient for the extinction of a viral population. A future
antiviral strategy might therefore aim at increasing the error-
producing capacity of viral replication enzymes. We employed the
principles of directed evolution and developed a scheme for the
stringent positive selection of error-prone polymerase activity. A


mutant T7 RNA polymerase with a nucleotide substitution error
rate at least 20-fold greater than that of the wild-type was selected.
This enzyme synthesized highly heterogeneous RNA products in
vitro or in vivo and also decreased the replication efficiency of wild-
type bacteriophage T7 during infection.
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Introduction


During the past two decades, experiments with a steadily
increasing number of viruses have demonstrated that the
offspring of these viruses within one infected organism are
mutated at such high rates that each virus genome differs from
another in one or more nucleotides on average. A majority of
viruses have also been shown to deviate from the average or
consensus sequence.[1±3] The resulting populations of virus
genomes therefore exist as complex distributions of nonident-
ical, but closely related sequences called ªquasispeciesº.[4, 5] The
inhomogeneous nature of the quasispecies gives virus popula-
tions an enormous flexibility, which supports their rapid
adaptation to less favorable replication conditions, for example
in circumventing the influence of antiviral therapeutics, or, in the
case of a mammalian host, escaping from the organism's
immune response. Obviously, high variability is a tremendous
selective advantage for any virus but, from the medical point of
view, represents a major disadvantage in disease control and in
vaccine development.


The exceptionally high flexibility of virus populations usually
has the disadvantage of leading to a large fraction of partially
defective or even lethal offspring. In fact, it has been established
experimentally that a minor fraction of bacteriophage Qb


population of only 0.7 ± 1.6 % contained infectious particles.[6]


With eukaryotic picorna viruses, the relation of infectious to total
virus particles even decreases to the level of 10ÿ3 ± 10ÿ4.[7] These
findings suggest that virus genomes cannot tolerate many
additional mutations without substantially losing their viability.
Even with a small increase in the mutation rate, virus populations
reach an error threshold beyond which their replication capacity
and infectivity are completely lost. This fact has already been
recognized as an opportune way to influence viral infections[8±10]


and recently led to the finding of proof of ªlethal mutagenesisº
of HIV. This was achieved by decreasing the replication fidelity


with mutagenic deoxynucleoside analogues during sequential
passages in culture.[11]


Considering a future antiviral strategy, a promising and
challenging alternative to the application of mutagenic nucleo-
sides might directly aim at increasing the error-producing
capacity of viral replication enzymes beyond their limiting
threshold. An error-prone polymerase would intrinsically cata-
lyze the transition from ªreadableº genetic information to
ªnonsense messagesº without any ability to control the neces-
sary replication pathways. As a consequence, the virus popula-
tion would die out. Although a true ªerror catastropheº could
only be achieved at the level of genome replication, in certain
cases inaccurate transcription and translation may also lead to
permanent and inheritable changes within the genome. Indeed,
evidence has recently been presented that translational miscod-
ing may give rise to a mutator phenotype in Escherichia coli due
to the production of mutant DNA polymerases lacking proof-
reading activity.[12] Similarly, erroneous transcripts may result in
dysfunctional proteins after translation that are highly delete-
rious in maintaining integrity and stability of the genetic
information.


We started the search for an error-prone polymerase with the
RNA polymerase of bacteriophage T7 (T7 RNAP). This enzyme
has several advantages for use in directed evolution of polymer-
ase function. Unlike the multi-subunit DNA-dependent RNA
polymerases of eukaryotes and prokaryotes, T7 RNAP consists of
a single 98-kDa protein chain that is responsible for the
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transcription of complete phage
DNA. The enzyme initiates transcrip-
tion after stringent recognition of
T7 promoter DNA in vivo and in vitro,
and therefore allows for specific
high-level transcription and expres-
sion of cloned genes.[13] Beyond that,
extensive mutational[14±20] and struc-
tural studies[21±23] with T7 RNAP pro-
vide substantial information for un-
derstanding and exploring the differ-
ences between wild-type enzyme
and its functional variants. These
insights, together with the unique
catalytic features of T7 RNAP, allowed
us to successfully develop a bacterial
in vivo system to select RNA poly-
merases capable of erroneous copy-
ing.


Results


Selection of an error-prone T7 RNA
polymerase mutant


The isolation of an error-prone RNA
polymerase from a plasmid library
containing random sequence substi-
tutions was enabled through a strin-
gent positive selection scheme, that
is, by rewarding inaccurate transcrip-
tion by a T7 RNAP mutant with the
survival of bacteria. Therefore, a
system of two compatible plasmids
was constructed, which couples mu-
tant polymerase genes in a feedback
loop to the essential, but inactivated
tetracycline resistance gene (Fig-
ure 1).


Feedback coupling was achieved
by introducing a T7 promoter up-
stream of the tetracycline resistance
gene of plasmid pACYC184 for ex-
pressing the resistance under the
exclusive control of a T7 promoter.
Bacteria transformed with this con-
struct (pACYC-T7Tet) did not survive
exposure to tetracycline (10 ±
25 mg mLÿ1) without T7 RNAP being present at the same time.
In the presence of wild-type T7 RNAP, however, viable trans-
formants retained resistance to 25 mg mLÿ1 of the antibiotic.
Subsequently, the tetracycline resistance of pACYC184, which is
mediated by a hydrophobic, membrane-associated efflux
pump,[24] was inactivated by the single amino acid replacement
Tyr 100!Pro (Y100P) (Figure 2 B). This mutation is located within
a periplasmic region of the membrane-bound protein which
previously had been identified to be critical for the performance


of resistance.[25] Bacteria transformed with the resulting plasmid
pACYC-T7Nontet, and expressing wild-type T7 RNAP, did not
survive upon exposure to tetracycline (10 mg mLÿ1). This finding
verified that substitution of a single residue abolished the
antibiotic resistance. Genetic analysis of the tetracycline resist-
ance also indicated that functional interactions exist between
the N- and C-terminal domains of the tetracycline efflux pump.[26]


As a consequence of this interaction, a deleterious mutation in
one domain of the protein might be suppressed by some


Figure 1. Positive selection of an error-prone T7 RNA polymerase (T7 RNAP). Plasmid pPolStar contains the ColE1
origin of replication (ori), which is compatible with the p15A ori of pACYC-T7Nontet. Bacteria co-transformed with
both plasmids start expressing a T7 RNAP mutant upon induction with isopropyl-b-thiogalactoside (IPTG). The
enzyme subsequently recognizes the T7 promoter on pACYC-T7Nontet and produces a pool of randomly altered
transcripts among which one or more might exist that encode restored resistance activity, for example as a
consequence of a second-site mutation, and that support the survival of the respective host bacteria. Ampres, Camres,
Tetres� genes for resistance to ampicillin, chloramphenicol, and tetracycline, respectively.


Figure 2. A : Genetic construction of vectors pPolHisTA and pPolStar. B: Genetic construction of pACYC-T7Tet (wild-
type), pACYC-T7Nontet (Y100P), and pACYC-T7N2 (Y100P, G102R). C: Genetic construction of pAlterGFP.
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second-site mutation within the other domain and thus enables
the selection scheme described here.


Selection experiments were performed after co-transforma-
tion of XL1-Blue cells harboring plasmid pACYC-T7Nontet with a
pool of plasmids carrying randomly mutated T7 RNAP genes
(pPolStar). These mutant libraries were generated by either PCR
mutagenesis or mutator strain passage. In accordance with the
error-prone PCR protocol of Joyce and Cadwell,[27] genes were
randomized at frequencies of 0.93� 0.06 % per position over the
total course of amplification. PCR-generated fragments were
submitted to forced cloning (i.e. using two incompatible
restriction overhangs and dephosphorylated vector), or were
ligated directly into a linear T vector.[45] Ligation efficiencies were
limited with both strategies, yielding on average 103 colony-
forming units (cfu) per mg of linearized vector DNA. Therefore,
mutator strain passage of the target T7 RNAP gene cloned into
an expression construct (pPolHisTA) was chosen as an alternative
to the PCR mutagenesis ± cloning procedure. E. coli strain XL1-
Red on average exhibits a mutation frequency of 10ÿ6 per
replication cycle and cell.[28] The overall mutation rate was
increased to a maximum of ca. 10ÿ3 by repeating mutator strain
passage five times. In parallel, however, recombination events
accumulated significantly to reach 5 % after the fourth passage,
and 20 % after the fifth passage.


For selection, a bacterial culture comprising a population of
ca. 106 T7 RNAP mutants (originating from mutator strain
passage) was grown in liquid media containing 40 % of the
standard tetracycline dose. The combined selective constraints
aimed at rewarding bacteria expressing T7 RNAP variants
capable of transcribing both fast as well as with decreased
fidelity. Surviving bacteria emerged immediately and amplified
for 15 h until a steady state was reached. Purification of both
plasmids and the sequencing of the 2.7-kb T7 RNAP gene
fragment of pPolStar demonstrated the predominance of a
single variant with three amino acid substitutions, F11!L,
C515!Y, and T613!A. Sequencing of plasmid pACYC-T7Non-
tet harbored by the same culture revealed that the correct
transcription context, as well as the inactivation of the tet gene,
had been retained. These findings suggested that indeed an
error-prone T7 RNAP mutantÐand not an artefactÐhad been
isolated.


Fidelity of in vitro transcription


Mutant T7 RNAP protein encoded on plasmid pPolStar was
overexpressed in E. coli strain BL21/pRep4 and purified in
accordance with a protocol that was initially developed for the
wild-type enzyme.[29] Both wild-type and mutant T7 RNAP were
tested in run-off transcription experiments by using linearized


plasmid pAlterGFP (rsGFP under T7 promoter control ; see below)
as a template. Differences in amount and composition of RNA
products synthesized by either wild-type or mutant T7 RNAP
already became apparent upon electrophoretic analysis in 1.2 %
(w/v) agarose gels: In contrast to the wild-type enzyme that
synthesized few RNA products of distinct length, RNA resulting
from transcription by mutant enzyme was homogeneously
distributed between DNA marker bands at 500 and 8000 bp,
respectively. Isolation, subcloning, and sequencing of the
appertaining cDNA revealed a nucleotide substitution error rate
of <6�10ÿ5, and an error rate of 6�10ÿ5 for nucleotide
deletions produced by the wild-type enzyme. The implementa-
tion of the same procedure with RNA of comparable mobility
synthesized by mutant enzyme demonstrated a nucleotide
substitution error rate of 1.25� 10ÿ3. The error rate for single-
nucleotide deletions was estimated to be lower than 4�10ÿ5


because frameshift mutations (insertions or deletions) had not
been detected so far (ca. 23 000 bp analyzed; Table 1). Thus, the
frequency of substitution errors produced by the selected
T7 RNAP mutant was increased at least 20-fold as compared to
the wild-type enzyme, whereas the frequency of single-nucleo-
tide deletions remained almost unchanged. Among all substi-
tutions 55 % transversions and 45 % transitions were observed,
which showed almost no preference for a certain sequence
context (Figure 3).


In vivo fidelity assays


In an initial test, the influence of mutant T7 RNAP (F11!L,
C515!Y, T613!A) on the infection cycle of wild-type phage T7
was monitored. This test was based on the finding that
bacteriophage T7 populations that grow on bacterial hosts
harboring a certain T7 gene, for example that coding for RNA
polymerase, tend to be outgrown by phage mutants defective in
the respective part of their genome: These mutants occur by
spontaneous recombination (once in �104 phage replications)
and obtain a substantial advantage by complementation, that is,
by utilizing the host-expressed enzyme which is supplied by a
plasmid. Consequently, the mutants replicate more efficiently
than the wild-type.[30]


Differences between wild-type and mutant T7 RNAP became
apparent upon growth of wild-type bacteriophage T7 in shaker
cultures of host bacteria harboring either of the plasmid-
encoded enzymes. In a normal lytic cycle at 30 8C, lysis of the
bacterial culture begins about 25 min after infection.[31] In our
experiments, the first burst of wild-type phage progeny
appeared 35 ± 40 min after the addition of phage stock solution
and reduced the cell densities to 25 ± 35 %, and to 10 ± 15 % after
a further burst. The remaining bacteria represent a fraction of


Table 1. Mutation frequency and mutation types observed in the run-off transcription assay with the rsGFP gene as a template.


Nucleotide substitutions Single-nucleotide frameshifts
T7 RNAP bp sequenced transitions transversions total mutation frequency insertions deletions total mutation frequency


wild-type 16 750 ± ± ± < 6� 10ÿ5 ± 1 1 6�10ÿ5


mutant 23 076 13 16 29 1.25� 10ÿ3 ± ± ± <4�10ÿ5
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naturally occurring mutants with an altered surface that does not
permit adsorption and penetration of T7 phage. In contrast to
these findings, lysis of the bacteria harboring mutant T7 RNAP
proceeded more slowly and to a lesser extent (Figure 4): About
60 % of the cell density remained after the first infection cycle,
and eventually reached 25 ± 30 %. This observation suggested
that the efficiency of viral replication was significantly influenced
by the mutant T7 RNAP.


In a further test, the transcriptional activity and accuracy of the
isolated T7 RNAP mutant was assayed in vivo by using another
system of two functionally linked plasmids which resembles the
selection system described above: Plasmid pAlterGFP was
constructed for expressing Green Fluorescent Protein (GFP) with


Figure 4. Dependence of bacterial lysis on the presence of plasmid-encoded
T7 RNAP mutant F11L/C515Y/T613A. Wild-type bacteriophage T7 was grown in
25-mL shaker cultures of E. coli XL1-Blue MR cells harboring no plasmid, plasmid
pACYC-T7Nontet with no T7 polymerase encoded, plasmid pAR1219 with wild-
type T7 RNAP, or plasmid pPolStar with mutant T7 RNAP. Following infection the
lysis of cells was monitored by determining the absorbance (OD600) in 30-min
intervals.


a red-shifted (rs) excitation maximum under the control of a
T7 promoter carried on a p15A vector compatible with ColE1
plasmids pPolStar (mutant T7 RNAP) or pAR1219 (wild-type
T7 RNAP), respectively (Figure 2 C). Mutational studies with GFP
variants have recently demonstrated that mutant GFPs usually
retain the overall structural organization of the wild-type, but
often display significant wavelength shifts or alterations of
fluorescence intensity.[32±34] Error-prone transcription by a
T7 RNAP mutant and consequent expression of GFP variants in
E. coli therefore should be detectable by screening bacterial
cultures for changes in fluorescence behavior. Experiments
performed in parallel with cells expressing GFP under control of
either wild-type or mutant T7 RNAP clearly revealed mutator
activity for the selected variant F11!L/C515!Y/T613!A
(Figure 5): Bacterial cultures expressing rsGFP after transcription
by wild-type polymerase showed a uniform (Gaussian) distribu-
tion of fluorescence with an average relative intensity of 7525�
448. In contrast to these, cultures expressing rsGFP following
transcription by the selected polymerase mutant exhibited a
wide, non-Gaussian distribution of fluorescence intensities with
an average relative intensity of 8163� 173. The observed
deviation from standard wild-type behavior was attributed to
contributions of GFP mutants exhibiting wavelength shifts of the
normal excitation wavelength of 485 nm.


Discussion


We have used random mutagenesis together with a genetic
selection scheme to discover active T7 RNA polymerase mutants
with decreased transcriptional fidelity. The wild-type enzyme is
the most commonly used DNA-dependent RNA polymerase for
synthesizing RNA in vitro. Studies of its error rate revealed


Figure 3. Distribution of point mutations generated by T7 RNAP using the rsGFP template.
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estimates of ca. 0.7� 10ÿ5 by using a mutation assay in vivo,[35]


and of ca. 3� 10ÿ5 by using an in vitro system for quantitative
assessment of RNA synthesis.[36] Both findings confirm that the
fidelity of transcription lacks proofreading mechanisms and
therefore is limited by base pairing of base tautomers, leading to
mutation frequencies of 10ÿ4 ± 10ÿ5.[37]


The selective constraints generated with the plasmid-based
selection system described here required erroneous transcrip-
tion for compensating one mutation within the tet gene. The
idea was based on the finding that inactive tetracycline mutants
may be reverted by random second-site mutagenesis.[26] By
compensating one missense mutation, the error rate of potential
T7 RNAP mutants could theoretically reach ca. 0.7�10ÿ3. Indeed,
bacteria surviving the applied selective constraint expressed a
mutant T7 RNAP that exhibited a substitution error rate of 1.25�
10ÿ3. By yielding a variant polymerase with a mutation frequency
of the expected order of magnitude (10ÿ3), the applied selection
system completely fulfilled the expectations. Attempts to obtain
a further increase in the transcriptional error rate by compensat-
ing two missense mutations failed: Surviving bacteria repre-
sented artefacts harboring either no T7 RNAP gene or nonfunc-
tional polymerase fragments.


The selected mutant F11!L/C515!Y/T613!A introduced
base substitutions without significant preference for a certain


type of mutation (Table 1) or a
certain sequence context (Fig-
ure 3). Due to a mutation fre-
quency that is in the range of
error-prone PCR,[38] RNA synthe-
sized by mutant T7 RNAP in vivo
or in vitro is highly heteroge-
neous. This fact had already
been observed by analyzing
the crude RNA products with
gel electrophoresis under native
conditions and, most strikingly,
was demonstrated by detecting
the variance of rsGFP fluores-
cence after transcription in vivo:
Assuming that every cell con-
tained only about 1000 copies
of rsGFP mRNA, at least one
mRNA would have been trans-
lated into a mutant protein with
spectral properties different
from those of the wild-type.
However, the copy number of
rsGFP mRNA is certainly much
higher than 1000: RNA tran-
scription by the host RNA poly-
merase is outrivaled, and almost
all transcription is effected by
T7 RNAP.[13] Indeed, mRNA con-
centrations in cells containing
pACYC-T7Nontet, or pAlterGFP
accumulated to levels observa-
ble by ethidium bromide stain-


ing of electropherograms (ca. 5 mg RNA per mL of culture; data
not shown) and most likely were capable of saturating the
protein-synthesizing machinery of E. coli. Consequently, large
amounts of GFP mutants with spectral properties different from
wild-type rsGFP were synthesized.


To determine the nucleotide substitution errors of comparable
RNA products, transcripts generated in vitro by either wild-type
or mutant T7 RNAP were size-selected by using electrophoretic
separation. Thereby, the broad size distribution of in vitro
transcripts generated by the mutant enzyme became obvious.
This observation might indicate an altered processivity or an
improper termination behavior of the mutant T7 RNAP, in
addition to the increased error rate. Despite this indication, a
major contribution of immature transcripts to the observed in
vivo effects remains doubtful because 3'-end heterogeneity
would result in dysfunctional protein fragments. By studying the
transcription of rsGFP by mutant T7 RNAP in vivo, however, we
observed an increase in the average fluorescence intensity.


Structural considerations


The three mutations that give rise to a T7 RNAP with mutator
phenotype map to three different subdomains of the protein
(Figure 6): Mutation F11!L is located within the N-terminal


Figure 5. Relation between rsGFP fluorescence intensity and transcriptional fidelity of T7 RNA polymerase. Cultures of
bacteria grown overnight at 37 8C in a microtiter format were measured for fluorescence intensity at 535 nm (excitation at
485 nm), and for optical density at 590 nm (OD590). To account for varying amounts of bacteria, all fluorescence intensity
data were normalized by the respective cell densities. A: Fluorescence intensity of rsGFP in dependence of wild-type
T7 RNAP (bars A ± G in row 6 show the background fluorescence intensity of the LB medium). B: Fluorescence intensity of
rsGFP in cells harboring mutant T7 RNAP. C: Gaussian distribution of fluorescence intensities exhibited in cells expressing
wild-type T7 RNAP (n� 32). D: Distribution of fluorescence intensities resulting from mutant T7 RNAP (n� 280).
n�number of clones screened.
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Figure 6. Modified secondary-structure representation of the crystal structure of
T7 RNAP.[23] The coordinates (PDB file 1CEZ) were displayed using the program
VMD[44] on a Silicon Graphics workstation. Residues phenylalanine 11, cys-
teine 515, and threonine 613, which were identified to be mutated, are high-
lighted in orange, residues aspartate 537 and 812 indicating the active site are
highlighted in red, and the C-terminal residues 880 ± 883 are colored yellow.


region, which has been associated with the establishment of
processivity,[22] as well as with binding upstream regions of
promoter DNA[20, 39] and binding of nascent, single-stranded
RNA.[40, 41] The second mutation, C515!Y, can be attributed to
the palm subdomain of T7 RNAP that is central to the catalytic
activity of the protein and involved in the distiction between
rNTP and dNTP substrates.[22] The third mutation, T613!A, is
located in the fingers subdomain, which enables a contact to the
triphosphate moiety of the incoming ribonucleotide sub-
strate.[23]


The T7 RNAP in pPolStar contained a C-terminal six-histidine
tag still present in the selected mutant. Although the C-terminal
four-residue stretch of wild-type T7 RNAP is known to be flexible
in solution,[42] and was only poorly ordered in a crystal of
T7 RNAP complexed with its inhibitor T7 lysozyme,[22] it is not
clear whether the artificial tag affects the increased mutation
rate: On the one hand, mutation of the penultimate residue of
the unmodified enzyme, F882, suggests a role in binding the
elongating rNTP.[14] Also, F882 and A883 of the wild-type protein
were observed to be bound beneath three central b strands in
the recently solved structure of a transcribing complex.[23] On the
other hand, experiments performed by us to control the
selection scheme showed that bacteria harboring the histidine-
tagged T7 RNAP did not survive upon exposure to tetracycline.
Therefore, an exclusive dependence between error rate and
histidine tag seems rather unlikely.


Conclusion and perspectives


Erroneous replication is a necessary prerequisite for the antiviral
concept described above. Our approach represents a promising


model for selecting error-prone polymerase activity that could,
in principle, be adopted to the positive selection of DNA-
dependent DNA polymerases and also, of reverse transcriptases.
Beyond that, the selected T7 RNAP variant may be a valuable
tool for the generation of RNA or DNA mutant libraries, for
example, for in vitro selection by using isothermal amplification
reactions (self-sustained sequence replication, 3SR; nucleic acid
sequence-based amplification, NASBA) or in vitro transcription.
Because of its relaxed interaction with mispaired bases, the
mutant polymerase will probably also facilitate the incorporation
of a series of modified nucleotides into RNA and thus open up
the horizon for generating RNAs with modified properties that
are of interest in the fields of antisense RNA, RNA aptamers, and
ribozymes.


Experimental Section


Generation of functional T7 RNAP mutant libraries: A 2.8-kb
fragment coding for T7 RNAP was PCR-amplified starting from
plasmid pAR1219[43] using the primer pair 5'-AGC TAG CTA GC-
TAAG CTT CGATCATGG CGA CCA CAC CC-3' and 5'-AGC TAG CTA GCT-
GAATTC GAT CCC GGATTTACTAAC TGG AAG AGG-3' (restriction sites
are underlined). Mutagenizing PCR conditions were achieved
according to Cadwell and Joyce.[27] The PCR-generated wild-type
fragment was ligated into pKK223-3 (Pharmacia) yielding plasmid
pPol4-1. For TA cloning and expression of wild-type and mutant
T7 RNAP genes, the upper primer 5'-GGC GTTAGT GAT GGT GAT GGT-
GAT GCG CGA ACG CGA AGT CCG ACT CTA AG-3' introduced the se-
quence coding for a six-histidine tag (underlined) upstream of the
stop codon, and the lower primer 5'-TTG ACA ATTAAT-
CAT CGG CTC GTATAATGT GTG GAATTG TGA GCG GATAAC AAT TTC A-
CA CAG GAA ACA GAATTC GAT CCC G-3' inserted the hybrid tac pro-
moter sequence (underlined) flanking the opposite end of the gene.
Amplification with this primer pair was achieved starting from
template pPol4-1. PCR-generated fragments, either wild-type or
randomized, were directly ligated into linear vector pCR2.1 (Invi-
trogen) yielding plasmid pPolHisTA (wild-type T7 RNAP), or mutant
library pPolStar (randomized gene). Alternatively, the mutant library
pPolStar was produced by submitting the expression construct
pPolHisTA to five successive passages in mutator strain XL1-Red
(Stratagene) by using the supplier's protocol.


Purification of T7 RNA polymerases: Purification of wild-type or
mutant polymerase was achieved by using a standard protocol,[29]


starting from strain BL21 (Stratagene) co-transformed with pREP4
(Qiagen) and a compatible T7 RNAP expression plasmid.


Plasmid-based selection system: A synthetic 208-bp fragment, 5'-
CTA GAT TTC AGT GCA ATT TAT CTC TTC AAATGTAGC ACC TGA AGT-
CAG CCC CATACG ATATAA GTT GCG AAC TTC TGATAG ACT TCG AAA-
TTA ATA CGA CTC ACTATA GGG AGA CCT TAT CAC AGT TAA ATT GCT-
AAC GCA GTC AGG CAC CGT GTATGA AAT CTA ACA ATG CGC TCATCG-
TCATCC TCG GCA CCG TCA CCC TGG ATG C-3', with 49 bp substituting
the original plasmid DNA with the T7 F10 promoter sequence (ÿ41
to �8; underlined) was inserted into pACYC184 (New England
Biolabs) upstream of tet to yield plasmid pACYC-T7Tet. Co-trans-
formation with pPolHisTA (wild-type T7 RNAP) in XL1-Blue MR
(Stratagene) confirmed the correct transcriptional context for the
expression of tetracycline resistance and also the full activity of
cloned wild-type T7 RNAP. For inactivation of the tetracycline
resistance, a synthetic 114-bp fragment, 5'-G ATC CTC CCC GCC-
GGA CGC ATC GTG GCC GGC ATC ACC GGC GCC ACA GGT GCG GTT-
GCT GGC GCC TATATC GCC GAC ATC ACC GAT GGG GAA GAT CGG-
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GCT CGC CAC TTC GGG CT-3', (substituting Tyr 100 (codon TAC) by Pro
(codon CCC; underlined)) was inserted into pACYC-T7Tet substitut-
ing the original sequence. Co-transformation of the resulting plasmid
pACYC-T7Nontet with pPolHisTA (wild-type T7 RNAP) in XL1-
Blue MR, and replica-plating of ampicillin/chloramphenicol-resistant
colonies onto plates supplemented with tetracycline (10 mg mLÿ1)
did not reveal any surviving bacteria over a period of three days.


Selection experiments: Competent cells of XL1-Blue MR/pACYC-
T7Nontet (100 mL) were co-transformed with pPolStar (T7 RNAP
mutant library; ca. 109 molecules; originating from mutator strain
passage). An overnight culture of ampicillin/chloramphenicol-resist-
ant transformants was diluted 100-fold into 2 L Luria ± Bertani (LB)
medium containing standard ampicillin and chloramphenicol con-
centrations, as well as tetracycline (10 mg mLÿ1), and allowed to
incubate. Tetracycline-resistant cells were grown until the stationary
phase after 15 h of incubation. Both plasmids were isolated and
analyzed by sequencing of the T7 promoter ± tetracycline resistance
gene cassette (pACYC-T7Nontet) or the mutant T7 RNAP gene
(pPolStar).


Determination of transcriptional error rates in vitro: Run-off
transcription with either wild-type T7 RNAP or selected mutant
polymerase was performed with linear template pAlterGFP (6 mg)
and enzyme (2 mg) by using standard conditions.[43] RNA of discrete
length was purified by electrophoresis (1.2 % (w/v) agarose),
recovered by electroelution, and reverse-transcribed with Super-
script Reverse Transcriptase (Gibco) and primer 5'-GCT TTG TTA G-
CA GCC GGATCC TCA GTT GTA CAG TTC ATC CAT G-3' (restriction site
underlined). Second-strand synthesis was achieved by adding
Vent Exoÿ polymerase (New England Biolabs) as well as primer 5'-
CTT TAA GAA GGA GAT CTG CAG ATG GCTAGC AAA GGA GAA G-3' (re-
striction site underlined), and followed by PCR amplification of
double-stranded cDNA using Pfu polymerase (Stratagene). The PCR
product was ligated into pUC18, and the ligation reaction was used
to transform XL1-Blue MR. Plasmids from individual clones were
purified and submitted to sequence analysis of the respective GFP
fragment.


Influence of the transcriptional error rate on phage replication: A
logarithmic-phase culture of selected bacteria XL1-Blue MR/pACYC-
T7Nontet/pPolStar was infected with wild-type T7 phage[30] at a
multiplicity of infection of 0.1, and incubation was continued. The
time course of bacterial lysis was followed by monitoring the optical
density at 600 nm (OD600) in 30-min intervals. Analogous experiments
were performed in parallel with XL1-Blue MR (no plasmid), XL1-
Blue MR/pPolHisTA (wild-type T7 RNAP), and XL1-Blue MR/pACYC-
T7Nontet (plasmid; no polymerase encoded).


Assay of transcriptional error rates in vivo: The T7 promoter ±
rsGFP gene cassette from plasmid pQBI63 (ColE1 ori ; Quantum
Biotechnologies) was ligated into plasmid pAlter-Ex2 (p15A ori ;
Promega). Co-transformation of the resulting plasmid pAlterGFP
with pAR1219 (wild-type T7 RNAP) yielded transformants that
exhibited an intense green color upon irradiation with UV light
(352 nm; excitation maximum: 473 nm; emission maximum:
509 nm). The distribution of rsGFP fluorescence among large
numbers of clones was monitored in a 96-well format by using a
fluorescence microplate reader (Tecan Spectra Fluor Plus): Microtiter
plates with 250-mL wells and planar bottom (Costar 3595) were filled
with LB medium containing appropriate antibiotics, inoculated with
individual cultures of XL1-Blue MR/pAlterGFP/pAR1219, and incu-
bated for 15 h. Absorbance was determined at 590 nm, and
fluorescence emission was measured at 535 nm (excitation at
485 nm). Analogous experiments were performed by using plasmid


pPolStar (T7 RNAP mutant) instead of pAR1219. Fluorescence data
were normalized by the respective cell densities.


Nucleotide sequence analysis: Dideoxy-sequencing was performed
by using the Taq dye terminator FS sequencing kit (PE Biosystems)
with resolution of the products on an ABI 373A sequencer.
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The question of how the function of an integral membrane
protein depends on its phospholipid-bilayer environment is
important in biological chemistry.[1] In particular, the interplay of
the lipid-bilayer thickness and a membrane protein in terms of
their hydrophobic match or mismatch is of current interest.[2]


Ion-channel-active proteins are especially suited to correlate
biological function (for example, single-channel characteristics)
with a change in membrane properties.[3] Here we present the
synthesis of novel ion channels derived from the gramicidin A
motif[4] and report on a remarkable change in channel behavior
upon variation of the lipid-bilayer thickness.


Gramicidin A (gA) is a peptide formed from 15
amino acid residues with formyl and aminoethanol
as the N and C termini, respectively (Scheme 1).[5]


The alternation of L- and D-amino acids favors the
formation of b-helical secondary structures.[6] The
accepted ion-channel-active conformation in the
membrane is a hydrogen-bridged, head-to-head
dimer of two gA molecules, each having a right-
handed, single-stranded b6.3-helical conformation.[7]


The gA channel has a size of 26 � with a hydro-
phobic length of 22 �.[7] With the goal of investigat-
ing smaller L-/D-peptides as potential ion channels,
we chose the minigramicidins 1 ± 4 as synthetic
targets. In these compounds the functionally im-
portant D-Leu-L-Trp domain of gA is conserved,
while four amino acids from the N terminus have
been omitted. We report on the first synthesis and
functional analysis of these novel minigramicidins.[8]


Compounds 1 and 2 consist of 11 amino acids
which lead to a b-helical channel of 20 � total length
and a hydrophobic part of 17 � based on the gA
channel model. The tert-butyldiphenylsilyl (TBDPS)
group in 1 should increase the lipophilic length and could
contribute to the hydrophobic stabilization of the channel


Scheme 1. Gramicidin A and the minigramicidins 1 ± 4.


within the membrane. In compounds 3 and 4 the two channel
halves are covalently linked by succinic acid.[9] This link should
stabilize the active channel form relative to the monomers 1 and
2 under conditions of severe hydrophobic mismatch.


The synthesis of the minigramicidin channels used the
undecamer 5[4c] as a common building block (Scheme 2).
Hydrogenolytic deprotection of 5 to 6 was best accomplished
in the solvent system MeOH/DMF (10/1) at 40 8C. N-Formylation
of 6 with HOBT/EDC afforded the monomer minigramicidin 1.
The fluoride-mediated deprotection of 1 to 2 was accomplished


in the biphasic solvent system H2O/CH3CN/CHCl3. Treatment of 6
with an excess of succinic anhydride gave the carboxylic acid 7 in
92 % yield, which was coupled with the undecamer 6 to afford
the covalently linked minigramicidin 3. The deprotection of 3 to
4 was first complicated by low reactivity which may arise from
aggregation phenomena.[6] But with MeOH as the solvent,
removal of TBDPS occurred smoothly to give 4 in 92 % yield.
Compounds 1 ± 4 were stringently purified by semipreparative
RP8-HPLC (CH3CN/iPrOH/H2O) before their ion-channel activity
was quantified.[10]


[a] Prof. Dr. U. Koert, Dipl.-Chem. H.-D. Arndt, Dr. A. Knoll
Institut für Chemie der Humboldt-Universität
Hessische Strasse 1 ± 2, 10115 Berlin (Germany)
Fax: (�49) 30-2093-7266
E-mail : koert@chemie.hu-berlin.de


Supporting information for this article is available on the WWW under
http ://www.chembiochem.com or from the author.


Scheme 2. a) H2 , Pd/C (5 %), MeOH/DMF (10/1), 40 8C, 4 h, 96 %; b) HCOOH (6 equiv), cat. HOBT,
EDC (6 equiv), EtNiPr2 (6 equiv), CHCl3 , 0!20 8C, 3 h, 87 %; c) 48 % HF/CH3CN/CHCl3 (1/25/75),
0!20 8C, 4 h, 59 %; d) succinic anhydride (10 equiv), cat. pyridine, CH2Cl2/DMF (10/1), 0 8C, 1 h,
92 %; e) 6, HATU (2 equiv), HOAT (5 equiv), EtNiPr2 (4 equiv), CH2Cl2/DMF (3/1), 0!20 8C, 4 h, 89 %;
f) 48 % HF/CH3CN/MeOH (1/20/80), 20 8C, 16 h, 92 % after silica gel filtration to remove TBDPSOH ;
35 % after preparative RP(8)-HPLC. Cbz� benzyloxycarbonyl, HOBT� 1-hydroxy-1H-benzotri-
azole, EDC� 3-(3-dimethylaminopropyl)-1-ethylcarbodiimide hydrochloride, HATU�O-(7-aza-
benzotriazol-1-yl)-N,N-N',N'-tetramethyluronium hexafluorophosphate, HOAT� 7-aza-1-hy-
droxy-1H-benzotriazole.
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The ion-channel activity of compounds 1 ± 4 in membranes of
different thickness was investigated with the planar lipid-bilayer
technique.[11] Three lipids, Z-unsaturated at C9, were used: 1,2-
dioleoylphosphatidylcholine or DOPC(18:1), 1,2-dipalmitoleoyl-
phosphatidylcholine or DPPC(16:1), and 1,2-dimyristoleoylphos-
phatidylcholine or DMPC(14:1). Compound 1 showed no typical
single-channel events in DOPC(18:1) (Figure 1 a). With


Figure 1. Representative current traces of compounds 1 and 3 in planar lipid
bilayers. a) 1 in DOPC(18:1) ; b) 1 in DPPC(16:1) ; c) 1 in DMPC(14:1) ; d) 3 in
DOPC(18 :1) ; e) 3 in DPPC(16:1) ; f) 3 in DMPC(14:1). For further details, see the
Experimental Section.


DPPC(16:1) single-channel events were observed for 1 with a
mean dwell time of 211 ms and a conductance of 16 pS
(Figure 1 b). The dwell time of 1 increased to 1020 ms when
the lipid was changed to DMPC(14:1) but the conductance was
left nearly unaffected at 17 pS (Figure 1 c). In the case of the
covalently-linked compound 3 short-lived channels (15 ms,


21 pS) were detected in DOPC(18:1) (Figure 1 d). The mean
channel life-times and conductances increased to 630 ms and
33 pS in DPPC(16:1), and to 3670 ms and 41 pS in DMPC(14:1)
(Figures 1 e and f, respectively).


These results clearly show that 1 and 3 are potent channel
formers in thin membranes, whilst they remain virtually ªsilentº
in thick DOPC(18:1) bilayers. The covalent linker in 3 leads to a
twofold increase in the channel conductivities. The deprotected
compounds 2 and 4 showed a comparable activity pattern in the
three phospholipids studied (2 : no channels in DOPC(18:1),
82 ms/21 pS in DPPC(16:1), 346 ms/26 pS in DMPC(14:1); 4 :
9 ms/33 pS in DOPC(18:1), 214 ms/40 pS in DPPC(16:1), 7160 ms/
47 pS in DMPC(14:1); see the Supporting Information). Again the
longest dwell times for 2 and 4 were observed in DMPC(14:1).
Gramicidin A (gA) formed channels in all three membranes with
increased dwell times and conductivities in the shorter lipids
(245 ms/39 pS in DOPC(18:1), 2445 ms/43 pS in DPPC(16:1),
20 800 ms/50 pS in DMPC(14:1); see the Supporting Informa-
tion).[3a, 12]


Figure 2 gives a schematic rationalization for the results
obtained. DOPC(18:1) has a hydrophobic thickness of 27 �.[13] In
this case, the hydrophobic mismatch with 1 is so strong, that no
stable channel-active dimer (1)2 is formed (Figure 2 a). Fitting the
hydrophobic surface of (1)2 in its b6.3-helical conformation into
the hydrophobic interior of the lipid bilayer would induce
enormous strain in the membrane and is therefore energetically
disfavored. By contrast, the longer gA is able to dimerize to (gA)2 ,
however with some hydrophobic mismatch leading to short
dwell times (Figure 2 b).[14] The hydrophobic thickness of
DMPC(14:1) can be estimated as 22 �. In DMPC(14:1) 1 forms
the channel-active dimer (1)2 but still with some hydrophobic
mismatch (Figure 2 c). For (gA)2 a good hydrophobic match is
now found between the channel and the lipid-bilayer environ-
ment (Figure 2 d).


The covalent linker in 3 and 4 avoids the monomer/dimer
equilibrium and stabilizes the channel structure against hydro-
phobic mismatch. This leads to longer dwell times and a
remarkable increase in the channel conductance.


The strong improvement in the performance of the mini-
gramicidins 1 ± 4 in thinner membranes shows the significance
of hydrophobic matching between the peptide and its phos-
pholipid environment. Compounds of this type could be
valuable models for the biologically important process of
protein sorting, for example, by selectively targeting thin-walled
cell organelles.[2b] Investigations into the effect of the hydro-
phobic mismatch on the ion selectivity as well as structural
studies to clarify the membrane-bound structure of the mini-
gramicidins are important future topics.


Experimental Section


Planar lipid bilayers were prepared by painting a solution of 1,2-
diacyl-sn-3-glycerophosphocholine (Avanti Polar Lipids, Alabaster,
AL) and cholesterol (4.5/1 w/w) in n-decane over the aperture of a
polystyrene cuvette with a diameter of 0.15 mm.[10] Lipid concen-
tration in the painting solution: 25 mg of lipid per ml of n-decane;
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22 8C; electrolyte solution: 1 M CsCl; membrane potential : 50 mV. The
samples, dissolved in methanol, were added to the trans side of the
recording chamber. Single-channel recording was started after the
system had reached equilibrium (15 min). Generally the linked
compounds 3 and 4 required concentrations which were 2 ± 3 orders
of magnitude lower than their monomeric counterparts 1 and 2. The
end concentration in the chamber was adjusted to the appearance
of a few single-channel events and covered a range from 10ÿ8 ±
10ÿ14 M. Current detection and recording was performed with a
patch-clamp Axopatch 200 amplifier, a DigiData A/D converter, and
pClamp6 software (Axon Instruments, Foster City, MA). The acqui-
sition frequency was 5 kHz. The data were filtered with an analogue
filter at 100 or 500 Hz for further analysis. Mean dwell times were
determined by fitting the dwell-time histograms of single-channel
events with a simplex least-squares algorithm.


This work was supported by the Deutsche Forschungsgemein-
schaft, the Fonds der Chemischen Industrie, the Volkswagen
Foundation, and the Pinguin Foundation.
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Figure 2. Schematic representation of the channel formation of 1 and gA in
membranes of different thickness. a) 1 is too short to dimerize and form (1)2 in
DOPC(18 :1), while in (b) the longer gA forms the channel active dimer (gA)2 with
some hydrophobic mismatch. c) In DMPC(14:1) 1 forms the channel active dimer
(1)2 with some hydrophobic mismatch, while in (d) a good match is realized for
(gA)2 .
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We recently disclosed that a-helical peptide nucleic acids
(aPNAs), hybrid molecules that combine structural properties
of peptides with the codified molecular recognition elements of
nucleic acids, bind to complementary tracks of single-stranded
DNA (ssDNA) with high affinity and sequence specificity.[1] Under
equivalent hybridization conditions, aPNA ´ DNA complexes
exhibit considerably higher melting temperatures than the
corresponding DNA duplexes. An interesting facet of aPNA ´
DNA complexation was the preferred directionality of binding,
with the ªparallelº (N/5') orientation being favored both
thermodynamically and kinetically over the ªantiparallelº (N/3')
orientation. This is analogous to the well-known antiparallel (5'/
3') strand orientation which is generally observed in nucleic acid
duplexes. Evidence that the parallel complex Ac-CTCCT ´ d(A3-
GAGGAA3) and its antiparallel counterpart Ac-CTCCT ´ d(A3AG-
GAGA3) (noncomplementary ªdanglingº bases are italicized)
possessed different secondary structures could be gleaned from
their circular dichroism (CD) profiles, especially in the 230 ± 290-
nm region where the interaction of asymmetrically disposed
nucleobases is expected to dominate the CD spectrum.[2] The
spectrum of the complex formed from an aPNA with a
symmetrical base sequence (Ac-CCTCC), capable of forming
either a parallel or antiparallel complex, was consistent with the
former orientation.


To gain a better understanding of (and control over) this
remarkable platform for nucleic acid recognition, we set out to
examine the binding properties of a series of aPNAs that
incorporated a variety of arenyl (p-stacking and hydrophophic
effects) as well as aliphatic (hydrophobic effect only) N-caps
(Scheme 1). (Experimental details for the synthesis, purification,
and characterization of N-capped aPNAs, purification protocols
for DNAs, thermal denaturation profiles, and CD spectra for
aPNA ´ DNA complexes can be found in the Supporting Infor-
mation.) Our design reasoning was based on the assumption
that tighter binding would result if ªend-frayingº were mini-
mized by incorporating stabilizing interactions at one or both


Scheme 1. Proposed model for binding of hydrophobic a-helical peptide nucleic
acids (aPNAs; shown in green) to single-stranded DNA (red).


ends of the aPNA chain. This could be important since our aPNA
modules rely on only five base-pair interactions and end-fraying
could adversely affect up to 50 % (in CTTTC) of the interstrand
Watson ± Crick hydrogen bonds. The enhancement of duplex
stability through such p ± p interactions had been demonstrated
with unpaired ªdanglingº nucleobases at the 5' ends of RNA,[3]


and analogous effects were observed when nucleobases as well
as their unnatural aromatic counterparts were incorporated at
the 5' ends of DNA.[4, 5] A stabilizing effect on oligonucleotide
duplexes has also been noted when they were 5'-capped with
aliphatic steroids.[6±8] We now report that N-capped aPNAs lead
to both enhanced affinity as well as orientational specificity with
complementary ssDNA targets. Unexpectedly, the observed N-
cap effects in the preferred parallel series were found to be more
strongly correlated to N-cap hydrophobicity rather than p-
stacking potential.


The N-capped aPNAs were synthesized following our usual
solid-phase peptide synthesis (SPPS) protocol, but substituting
the appropriate carboxylic acid in the N-capping step.[9] The N-
caps investigated consisted of a series of commercially available
arenyl-substituted and aliphatic carboxylic acids (Scheme 1).
Both sets of N-caps included a flexible methylene linker to allow
for the anticipated cap ± base interaction without significantly
disrupting the complex structure. Thermal UV denaturation
(given in form of the melting temperature Tm) data for the N-cap-
CTCCT ´ d(A3GAGGAA3) (N/5' or parallel orientation) and N-cap-
CTCCT ´ d(A3AGGAGA3) (N/3' or antiparallel orientation) com-
plexes are collected in Table 1.[10, 11] A number of interesting
trends emerge from these data. First, all of the N-cap modifica-
tions resulted in higher Tm values for the parallel aPNA ´ DNA
complexes relative to the ªparentº N-acetylated compounds.
However, contrary to our expectations, the most striking
enhancement occurred in the parallel aliphatic N-cap series,
with the 4-(cyclohexyl)butyryl-N-cap resulting in the highest
Tm value (47.9 8C). This represented an increase of 11 8C com-
pared to the parent N-acetylated aPNA. We also prepared a
cholic-acid-capped aPNA to make a comparison with the nucleic
acid literature data[8] and found that parallel cholyl-CTCCT ´
d(A3GAGGAA3) exhibited a Tm of 45.6 8C. Aliphatic N-caps would


[a] Prof. P. Garner, Y. Huang, S. Dey
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Case Western Reserve University
Cleveland, OH 44106-7078 (USA)
Fax: (�1) 216-368-3006
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http ://www.chembiochem.com or from the author.







CHEMBIOCHEM 2001, No. 3 � WILEY-VCH-Verlag GmbH, D-69451 Weinheim, 2001 1439-4227/01/02/03 $ 17.50+.50/0 225


not be expected to have a greater effect than arenyl N-caps if
p stacking were responsible for the additional stabilization of
these aPNA ´ DNA complexes. The relative insensitivity of the
melting temperatures of 4-(aryl)butyryl-N-capped compounds to
substitutions with electron-donating and electron-withdrawing
groups is consistent with this interpretation.[12]


Analogous Tm enhancements were observed (Table 2) with
the symmetrical sequences N-4-(cyclohexyl)butyryl-CCTCC ´
d(A3GGAGGA3) (60.8 8C) and N-4-(cyclohexyl)butyryl-CCCCC ´
d(TA3GGGGGA3T) (64.9 8C), thus excluding the possibility that
these trends were related solely to the base sequence. The


incorporation of a single base-pair mismatch (N-4-(cyclohexyl)-
butyryl-CCTCC ´ d(TA3GGGGGA3T)) lowered the Tm value by 15 8C,
which is consistent with our previous observations in the N-
acetyl series and indicates that the N-cap effect is decoupled
from base pairing. This reduction in melting temperature
presumably arises from residual hydration of the mismatched
nucleobases and provides additional support for our proposed
Watson ± Crick binding model.


In keeping with our earlier studies, the antiparallel N-capped
aPNA ´ DNA complexes exhibited lower Tm values than their
parallel counterparts. However, contrary to our results in the
parallel series, the highest antiparallel Tm values were obtained
with the 4-(2-naphthyl)butyryl and 4-(1-pyrenyl)butyryl N-caps
(36.3 and 39.0 8C, respectively). In no case was cooperative
binding observed during the cooling cycle of these antiparallel
melting experiments, indicating relatively slow annealing kinet-
ics. Except for the complexes that incorporate the pyrene


chromophore, the CD spectra of the parallel N-capped aPNA ´
DNA complexes are nearly superimposable on the CD spectra of
the corresponding N-acetyl-substituted complexes (see Figure 1
and Supporting Information), suggesting that the N-caps are not
changing the overall structure of the parallel aPNA ´ DNA
complexes. Significantly, the N-4-(cyclohexyl)butyryl N-cap led
to enhanced orientational specificity, with DTm (parallel Tmÿ
antiparallel Tm) increasing from 5 to 15 8C.


Figure 1. Comparative CD spectra of parallel and antiparallel aPNA ´ DNA
complexes. Samples were made by combining 5 mM solutions of each component
in HPLC-grade water in a stoppered optical quartz cell (1 cm path length) ; the
spectra were recorded at 5 8C. Nitrogen gas was purged through the sample
compartment. Each data point is the average of eight (baseline-corrected) points.


A plot of Tm versus calculated octanol/H2O partition coef-
ficients (log P values) for each N-cap (Figure 2) clearly shows that
the melting temperatures of aPNA ´ DNA complexes is propor-
tional to N-cap hydrophobicity.[13] We hypothesize that the
strong dependence of Tm on log P in the parallel aliphatic N-cap
series is due to a combination of ªclassicalº (entropically driven)
desolvation and ªnonclassicalº (enthalpically driven) packing
hydrophobic effects.[14] For the antiparallel complexes, which
exhibit uniformly lower Tm values than their parallel counter-
parts, a weaker dependence is found for the arenyl N-caps. This
suggests the existence of compensating p-stacking effects
superimposed on the hydrophobic effects and is probably
related to different overall structures (see CD data, Table 1), but
this is still conjecture that will have to await the completion of
aPNA ´ DNA structural studies. On the other hand, melting
temperature is essentially independent of N-cap hydrophobicity
in both the parallel/aromatic and antiparallel/aliphatic series.


By demonstrating that strategically placed aliphatic groups
can be used to modulate the affinity and orientational specificity
of aPNA complexation to DNA, we have expanded the repertoire
of binding interactions available to these novel nucleic acid
surrogates. These studies provide a direct comparison between
aliphatic and aromatic end caps showing thatÐat least for
aPNAsÐthe former can have a stronger effect on hybridization
than the latter.


Table 1. UV melting data for parallel and antiparallel N-capped aPNA ´ DNA
complexes.


Cap-CTCCT d(A3-GAGGA-A3) d(A3-AGGAG-A3)
cap � Tm [8C] (parallel) Tm [8C] (antiparallel)[a]


CH3CO 37.0 32.0
CH3CH2CH2CO 40.0 30.2
CH3CH2CH2CH2CH2CO 41.0 33.4
C5H9CH2CH2CO 43.7 33.8
C6H11CH2CH2CH2CO 47.9 33.4
cholyl 45.6 34.6
C6H5(CH2)3CO 41.8 33.6
p-MeOC6H4(CH2)3CO 41.3 34.2
p-NO2C6H4(CH2)3CO 41.6 34.4
2-naphthyl-(CH2)3CO 42.7 36.3
1-pyrenyl-(CH2)3CO 42.6 39.0


[a] No cooperative transition was observed during the cooling cycle.


Table 2. UV melting data for symmetrical N-4-(cyclohexyl)butyryl-aPNA ´ DNA
complexes.


aPNA ´ DNA complex Tm [8C]


C6H11(CH2)3CO-CCTC C 60
5'-d(A3-GGAGG-A3)-3'


C6H11(CH2)3CO-CCCCC 65
5'-d(TA3-GGGGG-A3T)-3'


C6H11(CH2)3CO-CCTC C 50
5'-d(TA3-GGGGG-A3T)-3'
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Figure 2. Plots of Tm versus calculated log P values for parallel N-capped CTCCT ´
d(A3GAGGAA3) (upper data points, &) and antiparallel N-capped CTCCT ´
d(A3AGGAGA3) (lower data points, *). A : Aliphatic N-caps. B: Arenyl N-caps. The
correlation coefficient r2 (Pearson's correlation) is shown for each data set (see
Supporting Information for details).
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