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RNA Interference and Small Interfering RNAs
Thomas Tuschl*[a]


1. Introduction


The term ªRNA interferenceº (RNAi) was coined after the ground-
breaking discovery that injection of double-stranded RNA
(dsRNA) into the nematode Caenorhabditis elegans leads to
specific silencing of genes highly homologous in sequence to
the delivered dsRNA.[1] The RNAi phenotype is either identical to
the genetic null mutant or resembles an allelic series of mutants.
The dsRNA can also be delivered by feeding bacteria that express
dsRNA from recombinant plasmids to the worm or by soaking
the worm in a solution containing the dsRNA.[2, 3] In rapid
sequence, RNAi was observed in other animals including
mice,[4, 5] and therefore this process possibly exists also in
humans.


RNAi appears to be related to the posttranscriptional gene
silencing (PTGS) mechanism of cosuppression in plants and
quelling in fungi.[6±12] Cosuppression is the ability of some
transgenes to silence both themselves and homologous chro-
mosomal loci simultaneously. The initiator molecule for cosup-
pression is believed to be aberrant RNA, possibly dsRNA, and
some components of the RNAi machinery are required for
posttranscriptional silencing by cosuppression.[7, 8, 13]


The natural function of RNAi and cosuppression is thought to
be protection of the genome against invasion by mobile genetic
elements such as transposons and viruses, which produce
aberrant RNA or dsRNA in the host cell when they become
active.[14±17] Thus, specific mRNA degradation is thought to
prevent transposon and virus replication.


This minireview will highlight recent advances in understand-
ing the molecular mechanism of RNAi and its biological function.
The reader is also referred to a number of excellent reviews that
have appeared recently (see refs. [18 ± 24]).


2. Posttranscriptional gene silencing and RNA
interference


Posttranscriptional gene silencing (PTGS) is a regulatory process
in which the steady-state level of a specific messenger RNA
(mRNA) is reduced by sequence-specific degradation of the
transcribed, usually fully processed mRNA without an alteration
in the rate of transcription of the target gene itself. If PTGS is
explicitly mediated by dsRNA, the term RNA interference (RNAi)
is preferred, but there may also be non-dsRNA sources, often
termed aberrant RNAs, that may function as initiators of PTGS.
Such aberrant RNAs may serve as templates for the putative


RNA-dependent RNA polymerases (RdRPs) which have been
identified in plants,[10, 11, 25±27] fungi,[28] and C. elegans[9] and which
are believed to produce dsRNA in order to initiate and maintain
silencing. This idea was derived from the pioneering biochemical
analysis of RdRP purified from tomato leaves.[25] Tomato RdRP
synthesizes short RNAs from single-stranded RNA or DNA
oligonucleotide templates and it initiates transcription near the
3' end of an RNA template without the requirement for an
oligonucleotide primer. It should, however, be noted, that RdRP
activity has not yet been demonstrated for any other RdRP
homologue.


Natural sources for aberrant RNAs or dsRNAs may be repetitive
and mobile genetic elements such as transposons, or natural
viruses. Integration of such elements nearby the promoters of
endogenous genes is hypothesized to lead to unexpected
antisense transcripts that at least partially anneal to the sense
transcript to form dsRNA. Similarly, randomly integrated trans-
genes are responsible for activation of PTGS in plants. The
probability of inducing PTGS by transgene integration is
especially high if sense and antisense transcripts are expressed
simultaneously,[29] or if inverted repeat genes are introduced, in
which the RNA transcript can fold back on itself to produce a
dsRNA hairpin.[30] It is also debated whether tandem or dispersed
copies of genes, which are subject to transcriptional silencing,
are capable of triggering posttranscriptional silencing.[31]


Calculations of the amount of dsRNA injected into C. elegans
or Drosophila melanogaster suggest that only a few molecules of
dsRNA per cell are sufficient to mount an RNAi response.[32, 33] It
may therefore be extremely difficult to detect aberrant RNAs or
dsRNAs that trigger cosuppression and RNAi in an organism. The
extraordinary sensitivity of the cell towards aberrant RNAs or
dsRNA is also illustrated by the success of earlier experiments in
C. elegans in which silencing was observed after injection of what
was thought to be single-stranded sense or antisense RNAs.[34] It
was only realized later that the effect was due to the small
amount of dsRNA that generally contaminates RNA transcribed
in vitro.[1]


3. The mechanism of RNAi


3.1. Sequence-specific mRNA degradation and the role of
siRNAs


It has long been thought that sequence-specific PTGS required a
nucleic acid polymer to guide mRNA cleavage.[35] The presence
of an antisense RNA species complementary to the target mRNA
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was anticipated, yet it was not detected by conventional RNA
analysis. The breakthrough in the identification of the sequence-
specific mediator came when an unexpectedly short (approx-
imately 25 nucleotides) abundant RNA species was identified in
cosuppressing or virus-infected plants. This RNA corresponded
to both the sense and antisense sequences of the cosuppressed
gene.[36] The 25-nt RNA species are absent from transgenic plants
that do not show cosuppression. An improved protocol for the
detection of such short RNAs in plants has been described
recently.[37]


Biochemical analysis of the mechanism of RNAi became
possible with the development of a D. melanogaster in vitro
system that recapitulates many of the features of RNAi observed
in vivo.[38] In this system, dsRNA is not only processed to an RNA
species of 21 ± 23 nt in length, but also some target mRNAs are
cleaved in regular intervals of 21 ± 23 nt only within the region
spanned by the dsRNA.[39] This suggested that the dsRNA-
derived 21 ± 23-nt RNAs may function as the guide RNAs for
target RNA degradation. These short RNAs were also detected in
extracts from D. melanogaster Schneider 2 (S2) cells that had
been transfected with dsRNA prior to cell lysis.[40] A sequence-
specific nuclease activity was partially purified and it was shown
that the active fractions contained 21 ± 23-nt fragments, al-
though some residual dsRNA was probably still present.[40]


Formation of 21 ± 23-nt fragments was also detected in vivo
when radiolabeled dsRNA was injected into D. melanogaster
embryos[41] or C. elegans adults.[42] The hypothesis that the 21 ±
23-nt RNAs are indeed the mediators of sequence-specific mRNA
degradation was only recently proven by showing that chemi-
cally synthesized 21- and 22-nt RNA duplexes are capable of
guiding target RNA cleavage.[43] These short RNAs were therefore
named siRNAs (short interfering RNAs) and the mRNA-cleaving
RNA ± protein complexes were referred to as siRNPs (small
interfering ribonucleoprotein particles). It is interesting to note
that dsRNAs of less than 38 bp are ineffecient mediators of RNAi
because the reaction rate of siRNA formation is significantly
reduced in comparison with longer dsRNAs.[43]


Chemical composition analysis of the 21 ± 23-nt siRNAs,
isolated from dsRNA processing in D. melanogaster embryo
lysate, showed the presence of a 5'-monophosphate group and
a free 3'-hydroxy group, and the absence of base or sugar ±
phosphate backbone modifications.[43] Sequence analysis further
demonstrated that over 50 % of the siRNAs are exactly 21 nt in
length, and that dsRNA processing occurs with no apparent
sequence specificity for the 5' and 3' nucleotides flanking the
cleavage site.[43] These observations support the idea that dsRNA
may be processed by an RNase III-like reaction.[18] Escherichia coli
RNase III cleaves both strands of the dsRNA and generates
dsRNA fragments of about 15 bp in length with a 2-nt 3' over-
hang.[44] Consistent with an RNase III-like cleavage reaction, it
was observed that 21- and 22-nt siRNA duplexes with 3' over-
hangs were more efficient in degrading target RNA than similar
blunt-ended duplexes.[43] Taken together, these observations
indicate that the mRNA targeting step can occur independently
of the dsRNA processing reaction, and that 21- and 22-nt siRNA
duplexes readily associate with the protein components re-
quired for the targeting step.


Two families of RNase III-like proteins are known in animals
and plants.[45, 46] The first family is represented by the
D. melanogaster protein Drosha (GenBank accession number
AAD31170). It contains a conserved N terminus of unknown
function, and in its C terminus, two RNase III motifs and one
dsRNA-binding motif. The human homologue of Drosha
RNase III has recently been characterized and was shown to be
involved in ribosomal RNA processing.[47] The second family is
represented by the C. elegans protein K12H4.8 (GenBank acces-
sion number S44849). It is composed of an N-terminal ATP-
dependent RNA helicase domain, and the C terminus contains a
repeated RNase III motif and a dsRNA-binding domain. A role of
the K12H4.8 RNase III/helicase in dsRNA processing is further
supported by the ATP requirement for RNAi in D. melanogaster
lysate.[39] Lysate depleted of ATP showed a reduced rate of siRNA
production and a 1-nt increase in the average size of the siRNAs.
The dislocation of the dsRNA cleavage sites may be a
consequence of insufficient dsRNA unwinding prior to cleavage.
Recent biochemical evidence for a role of the RNase III/helicase
protein (now termed ªDicerº) in the production of siRNAs has just
emerged.[96] RNA helicase activity may also be evoked in other
steps of RNAi, including siRNP assembly and target RNA
recognition.


The position of target mRNA cleavage relative to the guide
siRNAs has been mapped.[43] The cleavage site is located near the
center of the region covered by the 21- or 22-nt siRNA, 11 or
12 nt downstream of the first nucleotide opposite to the
complementary siRNA. Because the target cleavage site is
displaced 10 ± 12 nt relative to the dsRNA-processing site, a
conformational rearrangement or a change in the composition
of an siRNP must occur prior to target RNA cleavage. One of the
future key questions is whether the nuclease that cleaves dsRNA
also cleaves the target RNA.


Another surprising result from the biochemical analysis of
RNAi was the observation that the two strands of an siRNA
duplex have distinct roles within an siRNP.[43] Depending upon
the orientation of an siRNA duplex relative to the protein
components of the siRNP, only one of the two strands is engaged
in target RNA recognition. It also explains why certain chemical
modifications (e.g. , 2'-aminouridine, 2'-deoxythymidine, or 5-io-
douridine) incorporated into dsRNA are well tolerated in the
sense strand, but not in the cleavage-guiding antisense strand.[42]


The relative orientation of the siRNA duplex within an siRNP is
generally determined by the direction of dsRNA processing,
presumably by proteins which are involved in the dsRNA
processing and which remain associated with the released
siRNA duplex. A model of the mechanism of RNAi is illustrated in
Figure 1. Future questions that may need to be answered will
concern the specificity of siRNPs in target RNA recognition, the
identification of the protein components involved in RNAi, and
the elucidation of their biochemical function.


3.2. Systemic spread of PTGS and inheritance of RNAi


One remarkable property of RNAi and cosuppression is that in
both processes a signal appears to be generated, which travels
through the organism to induce sequence-specific gene silenc-
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ing at a considerable distance. In plants, grafting experi-
ments[48, 49] as well as the localized introduction of transgenes
through bombardment of leaves with DNA-coated particles
(biolistics)[50, 51] provide evidence for such a systemic process. The
sequence-specific signals appear to spread from cell to cell via
plasmodesmata until they reach the vascular system and spread
through the entire plant. Even though the plant cell connections
are different from those in animals, spreading of silencing signals
is also observed in injected C. elegans.[1] The spreading signal
may be the siRNAs itself, which could be continuously produced
in cells that express dsRNA. It could also be envisioned that the
siRNAs are replicated by the action of RdRPs.


It is remarkable that in C. elegans RNAi can be passed on to
several consecutive generations without alterations of the
genomic DNA sequence of the targeted gene.[32] Therefore,
targeting of an essential gene not only compromises the viability
of the dsRNA-exposed animal but also kills its developing


embryos.[1, 52] The ratio of dead to developing embryos
is typically used to assess the essential character of a
gene in C. elegans. Genes expressed in the germ line
are particularily sensitive to RNAi and the respective
phenotype can be observed for several generations,
whereas the effect on other genes is less lasting.[53]


Long-lasting RNAi is considered heritable and must
require replication of a heritable agent, while RNAi that
is only passed on to the next generation may still be
explained by simple perdurance of the injected
dsRNA.[53] In either case, the wild-type gene activity
will finally be restored, probably due to dilution of the
siRNAs through cell division and degradation of the
siRNAs.


Heritable RNAi can be observed in the absence of
the target gene locus,[53] suggesting the production of
a dominant extragenic heritable agent produced from
the once injected dsRNA. This agent may also be
responsible for the systemic spreading of RNAi in the
worm. It is interesting to note that the heritable agent
is still maintained and most likely replicated in rde-1
mutant worms (see Section 3.3) that can no longer
initiate RNAi by injection of long dsRNAs.[53] This could
suggest that dsRNA processing is not required for
maintenance of RNAi, and that siRNAs rather than long
dsRNAs are replicated.


In plants, in addition to PTGS, introduced transgenes
can also lead to transcriptional gene silencing through
RNA-directed DNA methylation of cytosines (see
ref. [54] and references therein). Genomic targets as
short as 30 bp are methylated in plants in an RNA-
directed manner.[55] Together with the finding that a
virus-encoded suppressor affects accumulation of
siRNAs and genomic DNA methylation,[56] it is con-
ceivable that siRNAs are also involved in directing DNA
methylation and subsequent transcriptional silencing.


If RNAi is used as a genetic tool to mimic a gene
knockout it is desirable to prevent the gradual loss of
RNAi in the injected animal or its offspring. This is
possible by the introduction of transgenes composed


of inverted repeats which produce dsRNA hairpins after tran-
scription. In C. elegans, for which targeted recombination-based
gene knock-out techniquesÐunlike for the mouse modelÐare
not available, it has been demonstrated that integrated inverted
repeat genes confer potent and long-lasting specific gene
inactivation, including neuronally expressed genes that other-
wise appeared resistant to dsRNA injection.[15, 57] Stable RNAi by
expression of dsRNA from transgenes has also been demon-
strated in D. melanogaster,[58, 59] trypanosomes,[60] and plants.[61]


3.3. Genes involved in RNAi and cosuppression


Table 1 summarizes the genes identified in mutants defective for
RNAi or cosuppression in the nematode C. elegans, the fungus
Neurospora crassa, the plant Arabidopsis thaliana, and the green
alga Chlamydomonas reinhardtii. It is tempting to assign a
function to these genes according to the different steps of the


Figure 1. A model for the mechanism of RNA interference (RNAi). RNAi is initiated by the
processing of dsRNA to siRNAs (21 ± 23-nt fragments). The dsRNA-processing proteins
(represented as yellow and blue ovals), which remain to be characterized, assemble on the
dsRNA in an asymmetric fashion. These proteins (or a subset thereof) remain associated with
the siRNA duplex and preserve the orientation as determined by the direction of dsRNA
processing. Only the siRNA sequences associated with the hypothetical protein (blue) are able
to guide target RNA cleavage. The siRNA duplex is thought to be temporarily disrupted during
target recognition and the siRNA duplex is reformed after release of the cleaved mRNA. RNA
cleavage sites are shown in red. The possible function of RdRP in replicating dsRNA or the
siRNAs is indicated.
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silencing process: production of dsRNA, processing of dsRNA to
siRNAs and concomitant formation of siRNPs, degradation of
target mRNA by siRNPs, and maintenance and systemic spread
of silencing. However, because biochemical systems that
recapitulate RNAi or cosuppression in vitro are not established
for the above organisms, the function of the gene products
could not be tested directly and was often only inferred from
database homology searches. At the same time, the proteins
that mediate RNAi in the D. melanogaster biochemical systems
remain to be identified and D. melanogaster RNAi mutants are
not available. The gap between biochemical and genetic studies
is expected to be closed in the near future.


Genetic studies in C. elegans indicate that cosuppression and
RNAi have overlapping but distinct genetic requirements (Fig-
ure 2). The rde-1 and rde-4 mutants are only defective in RNAi,
but not in cosuppression or transposon silencing, while mutants
in rde-2, rde-3, mut-2, mut-7, mut-8, and mut-9 are defective in all
processes.[8, 13±15, 53] Genes required for all forms of silencing are
most likely involved in dsRNA processing and mRNA targeting.
The rde-1 gene product is only required for the initial formation
of the heritable interfering agent from injected dsRNA, and not
needed for interference thereafter, while rde-2 and mut-7 are
dispensable for initial formation of the interfering agent, but are
required at a later step to achieve interference.[53] The rde-1 gene
is a member of a large piwi/argonaute/zwille gene family with 22
homologues in C. elegans, as well as numerous homologues in
plants, animals, and fungi. It was suggested that other homo-
logues of rde-1 may be involved in mediating silencing by
recognizing stimuli distinct from dsRNA.[53] Indeed, members of
this gene family, ago-1 in A. thaliana[12] and qde-2 in N. crassa,[7]


are required for transgene-mediated PTGS and may contribute in
some unknown manner to formation, stabilization, or local-


Figure 2. Assignment of gene function to the steps involved in RNAi and
cosuppression of C. elegans. Injected dsRNA or RNA from aberrant transcripts of
transposons, viruses, or cosuppressing transgenes is converted into dsRNA*, a
hypothetical form of dsRNA or dsRNA ± protein complex, which is committed to
dsRNA processing. Processing of dsRNA* leads to the formation of siRNAs or
siRNPs, which mediate the degradation of target mRNA. Genes that affect the
individual steps when mutated and the respective effect on transposon activity
(mutator phenotype) are indicated. Steps at which RdRPs may generate or
amplify the initiator molecules or siRNAs are also shown.


ization of dsRNA prior to siRNA and siRNP formation. The Mut-7
protein contains a 3',5'-exonuclease motif similar to DNA
polymerases, WRN protein, and E. coli ribonuclease D and was


Table 1. Genes essential for cosuppression and RNA interference.


Gene Accession code[a] Organism Protein domains Putative function Reference


rde-1 AAF06159 C. elegans PAZ, piwi[b] initiation of RNAi, not involved in cosuppression [8, 13, 15, 53]
rde-2 not cloned C. elegans ± RNAi, cosuppression, inhibition of transposon jumping [13, 15, 53]
rde-3 not cloned C. elegans ± RNAi, inhibition of transposon jumping [15, 53]
rde-4 not cloned C. elegans ± initiation of RNAi [15, 53]
mut-2 not cloned C. elegans ± RNAi, cosuppression, inhibition of transposon jumping [8, 14]
mut-7 CAA80137 C. elegans 3',5'-exonuclease RNAi, cosuppression, inhibition of transposon jumping [13, 14]
mut-8 not cloned C. elegans ± RNAi, cosuppression, inhibition of transposon jumping [8, 14]
mut-9 not cloned C. elegans ± RNAi, cosuppression, inhibition of transposon jumping [8, 14]
smg-2 AAC26789 C. elegans group I RNA helicase nonsense-mediated mRNA decay, persistence of RNAi [62]
smg-5 Q94994 C. elegans ± nonsense-mediated mRNA decay, persistence of RNAi [62]
smg-6 not cloned C. elegans ± nonsense-mediated mRNA decay, persistence of RNAi [62]
ego-1 AAF80367 C. elegans RdRP cosuppression, dsRNA synthesis, germ line development [9]
qde-1 CAB42634 N. crassa RdRP cosuppression, dsRNA synthesis [28]
qde-2 AAF43641 N. crassa PAZ, piwi[b] cosuppression [7]
qde-3 AAF31695 N. crassa similar to RecQ DNA helicase cosuppression [63]
sgs-1 not cloned A. thaliana ± cosuppression [64]
sgs-2/sde-1 AAF73959/AAF74208 A. thaliana RdRP cosuppression, dsRNA synthesis [10, 11]
sgs-3 AAF73960 A. thaliana no homologue in animals cosuppression [11]
ago-1 AAC18440 A. thaliana PAZ, piwi[b] cosuppression, development [12]
mut-6 AAG33228 C. reinhardtii DEAH RNA helicase cosuppression, inhibition of retrotransposition [65]


[a] Accession codes for sequence retrieval in the GenBank database (www.ncbi.nlm.nih.gov). [b] The PAZ domain is named after the proteins Piwi, Argonaute,
and Zwille. In these proteins, the PAZ domain is typically followed by a second domain which has been termed piwi domain (Pfam 5.4 database, St. Louis
(pfam.wustl.edu)). The functions of these domains are unknown. Interestingly, an isolated PAZ domain is found in the class of RNA helicase/RNase III
homologues represented by the C. elegans protein K12H4.8 (accession code S44849).[66]
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therefore suggested to play a role in mRNA degradation.[14] The
other mut genes as well as rde-2, rde-3, and rde-4 remain to be
characterized.


Some members of the eukaryotic multigene family of putative
RdRPs are also required for RNAi and cosuppression: ego-1 in
C. elegans,[9] qde-1 in N. crassa,[28] and sgs-2/sde-1 in A. thali-
ana.[10, 11] RdRPs could be required for replication and main-
tenance of silencing signals or for triggering of silencing by
synthesizing dsRNA from aberrant RNAs. Interestingly, there is no
obvious homologue of an RdRP in the recently completed
genome sequence of D. melanogaster, which may indicate the
absence of autonomous replication of siRNAs or dsRNAs in this
organism.


Cosuppression in N. crassa also requires the qde-3 gene, which
encodes a homologue of the RecQ DNA helicase family.[63] It has
been proposed that qde-3 is involved in sensing repetitive DNA
elements and thereby contributes to the initiation of gene
silencing. This may also point to a link between transcriptional
and posttranscriptional silencing.


Some of the genes involved in nonsense-mediated mRNA
decay in C. elegans, smg-2, smg-5, and smg-6, have also an effect
on RNAi.[62] Mutants of these particular smg genes recover from
the effect of injected dsRNA more rapidly than wild-type animals,
suggesting that the corresponding gene products contribute in
some manner to the persistence of RNAi.


Finally, the mut-6 gene from the unicellular green alga
C. reinhardtii is required for the silencing of a transgene and
two transposon families.[65] The mut-6 gene encodes a protein
that is highly homologous to RNA helicases of the DEAH box
family and closely related to the splicing factor Prp16. It may be
envisioned that RNA helicase activity may be required during
dsRNA processing or target RNA recognition.


Genetic analysis is far from complete and the identification of
new genes involved in RNAi and cosuppression will continue to
provide hints for the understanding of the process of PTGS.
Direct biochemical roles for the genetically identified factors
have yet to be assigned.


4. The biological function of RNAi


One natural function of RNAi seems to be protection of the
genome against endogenous transposable elements.[14, 15] Trans-
posons are present in many copies (ten to tens of thousands) in a
cell and transposon dsRNA could be produced when a trans-
poson copy integrates near an endogenous promoter in the
antisense direction. Similar to transposition, integration of
transgenes into the genome is a rather random event and can
activate PTGS of sequences similar to those of the introduced
transgenes. In plants, cytoplasmically replicating RNA viruses
also act as both targets and inducers of PTGS, thereby
suggesting an additional function of PTGS as an antiviral defense
mechanism.[67] Consistent with this hypothesis, it has been found
that certain plant viruses encode proteins that suppress
PTGS.[56, 68±72]


In D. melanogaster, bursts of transposon mobilization are
observed in the daughters from crosses between males of a
strain containing active transposons (inducer strain, I) and


females of a strain devoid of active transposons (reactive strain,
R) (for a review, see ref. [73]). The uncontrolled transposon
activity leads to a syndrome of female sterility : the daughters lay
normal amounts of eggs, but most of them fail to hatch.
Reciprocal crosses, I mothers with R fathers, do not show a
fertility defect of their daughters, suggesting that a repressor of
transposon mobilization is transferred with the egg of the I strain
and is not present in the egg of the R strain or in sperm. There is
mounting evidence that the repressor molecules may be
produced from aberrant RNA transcripts in the I strain as a
consequence of transposition in the germ line.[16, 74, 75] The I ± R
hybrid dysgenesis syndrome is abolished when transgenes
expressing transposon fragments from the I element are intro-
duced into the R strain prior to mating with the I strain.[16, 75, 76]


The inhibition of hybrid dysgenesis requires only transcription of
the transgenic I element fragment but no protein synthesis and
is reminiscent of cosuppression. Because any transgene is able to
induce cosuppression of its homologous genes, it yet remains to
be demonstrated that transposons are indeed silenced by
cosuppression or RNAi in the absence of an expressed transgene.
It should be noted that for at least some transposons, trans-
poson-encoded proteins also act as repressors that are mater-
nally inherited[77] and that regulation of transposable elements
occurs at many other levels including their expression and
insertional specificity. When dsRNA is used to target an
endogenous, single-copy gene for silencing, the machinery
underlying this sequence-specific control of transposons is
hijacked and redirected towards destruction of the endogenous
mRNA.


5. Biomedical and functional genomics
applications of RNAi


The extraordinary sequence-specificity of RNAi and the simplicity
of administering dsRNA to organisms whose genomes have
already been sequenced will make RNAi a first choice in studying
genome function. RNAi has already proven to be an efficient and
robust tool for functional genomics studies in C. elegans[78, 79]


although possibly some of its genes, for example those
specifically expressed in neurons, are difficult to silence by
dsRNA microinjection.[57] In D. melanogaster, targeted degrada-
tion of maternal and early zygotic mRNAs is efficient by dsRNA
injection in the fertilized egg,[33] yet targeting of genes in tissues
that give rise to adult structures such as the wings, legs, eyes,
and brain has been difficult, and it appears only possible when
dsRNA is expressed from transgenes in the form of an extended
hairpin loop RNA.[58, 59] This could be due to the lack of an
efficient amplification mechanism in this organism (see Sec-
tion 2). Heritable RNAi due to transgenic expression of RNA
hairpins has also been established in trypanosomes[60] and
plants.[61] Injection of dsRNA in Xenopus laevis embryos specif-
ically interferes with target gene expression,[80, 81] but RNAi is
only moderately efficient in zebrafish embryos,[82, 83] in which the
specific phenotype may be obscured by nonspecific effects.[84] In
mice, RNAi is active in the oocyte and the preimplantation
embryo[4, 5] and persists for several rounds of cell divisions after
microinjection of the dsRNA.
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RNAi is not believed to function in later stages of mammalian
development or in adult mammals, because dsRNA will activate
a nonspecific viral defense mechanism, the interferon response,
that leads to an arrest of protein synthesis and nonspecific
mRNA degradation in the affected cells (for a review, see
ref. [85]). Interferons are a group of signaling molecules which
are induced and secreted when cells are infected by RNA viruses
or exposed to dsRNA. The interferon response is sequence-
unspecific and generally activated by dsRNAs greater than 80 bp
in length. The most potent inducers of interferons are duplexes
of the homopolymers of inosine and cytidine. Interferons trigger
the expression of many genes[86] which may all contribute to the
arrest of viral replication and the establishment of the antiviral
state of the cell. So far, only the most abundantly expressed
interferon-induced genes have been characterized. It has
recently been shown that cultured embryonic fibroblasts of
knock-out mice deficient in RNase L and PKR (the RNA-activated
protein kinase that phosphorylates eukaryotic initiation factor 2
(eIF2)), the major player in the sequence-nonspecific interferon
response, were still able to mount a substantial antiviral
response after interferon treatment.[87] Perhaps the residual
antiviral response is RNAi, which is normally hidden under the
major interferon response. Knock-out animals or cell lines
defective in the interferon-regulated pathways are certainly
interesting objects in the future search for RNAi in mammals.


Genetic analysis with RNAi is particularly valuable in studying
organisms for which only a limited number of genetic tools are
available such as the milkweed bug (Oncopeltus fasciatus),[88] the
red flour beetle (Tribolium castaneum),[89, 90] the planarian
Schmidtea mediterranea,[91] or the freshwater polyp (Hydra
magnipapillata).[92] RNAi will therefore significantly advance
comparative evolutionary biology aimed at understanding the
morphological and developmental variability between species.


The use of RNAi in cultured cells should dramatically facilitate
the dissection of signaling pathways and the study of cell growth
and division in order to understand the biology of cancer.
Currently, the applications are restricted to D. melanogaster S2
cells, into which dsRNA is introduced by transient transfection or
by direct addition to the culture medium.[40, 93±95] A screen of
mammalian cells from three different species showed no
evidence for the specific down-regulation of gene expression
by dsRNA.[94] Also, rabbit reticulocyte lysate, in contrast to
D. melanogaster lysates, does not support RNAi in vitro.[38] For
cultured CHO-K1 cells (CHO�Chinese hamster ovary), it seems
possible to down-regulate a reporter gene by dsRNA trans-
fection, but this requires at least a 2500-fold higher concen-
tration of dsRNA when compared to S2 cells.[95] It is unclear
whether CHO-K1 cells are defective in their interferon response,
as exposure of mammalian cells to dsRNA generally blocks
protein synthesis and can also lead to apoptosis. It may, however,
be envisioned that a combination of dsRNA and inhibitors of the
interferon response, or cells deficient in components of the
interferon pathway[87] may enable the use of RNAi for the study
of mammalian gene function in tissue culture.


Due to the danger of activating the interferon response, it is
difficult to imagine the application of RNAi to cure genetic
diseases or viral infections in humans. Yet, it may be possible to


discover dsRNA analogues that do not activate the interferon
response but mediate RNAi. Alternatively, it is conceivable that
by administering short, maybe chemically modified siRNAs, one
might be able to reconstitute a functional siRNP complex in vivo.
Independent of a biomedical application, sequence-specific
tools that interfere with gene expression will be of great
demand as tools for functional genomics and as therapeutics,
and RNAi will undoubtedly grow to one of the leading method-
ologies in the field.
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comments on the manuscript.
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Carbon-Detected NMR Experiments
To Investigate Structure and Dynamics
of Biological Macromolecules
Zach Serber,[b] Christian Richter,[c] and Volker Dötsch*[a]


Introduction


During the last two decades the demand for stronger magnets
to increase the sensitivity of NMR experiments has dominated
the development of new NMR spectrometers. The very recent
introduction of cryogenic probe heads in the field of high-
resolution NMR spectroscopy, however, has opened a new route
to achieve high sensitivity even at relatively low/weak magnetic
fields.[1±3] In these cryogenic probe heads the receiver coil and
part of the electronics is cooled to a few kelvins which reduces
the noise and, therefore, enhances the sensitivity of the probe
head. Depending on the sample an increase by a factor of 3 ± 4 in
the signal-to-noise ratio can be readily achieved. Practically, this
means that a certain NMR experiment will become more
sensitive by this factor of 3 ± 4. Alternatively, to reach the same
sensitivity as with a conventional probe head, the measurement
time can be reduced by a factor of 9 ± 16.[1]


Cryogenic probe heads not only increase the sensitivity of
conventional NMR experiments, but also allow the development
of new NMR techniques. A large class of NMR experiments,
consisting of pulse sequences that detect carbon rather than
proton magnetization, has long been considered too insensitive
for biomolecular applications. Virtually all modern biomolecular
NMR experiments detect proton magnetization during acqui-
sition due to the dependence of the sensitivity on the gyromag-
netic ratio of the detected nucleus, g. The sensitivity increases
with g3/2, making carbon- and nitrogen-detected experiments
less sensitive by a factor of 8 and 30, respectively, relative to
proton-detected experiments.[4±7] Consequently, carbon detec-
tion has been so far restricted to small organic molecules with
few protons and to solid-state applications. Although cryogenic
probe heads do not change the relative sensitivity of the
different nuclei, they push the absolute sensitivity of carbon-
detected experiments into a range that makes them attractive
even for biomolecular applications.[3, 5] In this article we want to
discuss the advantages and disadvantages of carbon detection
and present some applications of this technique.


Detection on carbon atoms that lack covalently
bound protons


Proton detection is, of course, only possible if protons are
present in a molecule. While biological macromolecules usually
provide a high density of protons, they also contain carbon
atoms that are not covalently attached to protons. To obtain
information about these carbon atoms with conventional
proton-detected experiments, the magnetization has to be
relayed through at least one additional heteronucleus (carbon or
nitrogen) that has directly attached protons. In contrast, carbon
detection allows for direct observation of the carbon magnet-
ization during acquisition and, therefore, simplifies the pulse
sequences. In proteins, carbon atoms without covalently at-
tached protons include main-chain and side-chain carbonyl
groups, the z-carbon atom of arginines, the g-carbon atoms of
all aromatic amino acids as well as the z-carbon atom of
tyrosines and the e2- and d2-carbon atoms of tryptophan.
Nucleic acid bases also contain a number of carbon atoms
without directly attached protons, including carbonyl groups in
cytosine, thymine, uracil, and guanine, the C4 atom in cytosine,
C5 in thymine, C4, C5, C6 in adenine, and C2, C4, and C5 in
guanine. Direct detection of these carbon atoms offers an
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We have started to develop new NMR pulse sequences that detect
carbon magnetization during the acquisition period. These experi-
ments have become possible with the recent introduction of
cryogenic probe heads. We show that a careful design of these
carbon-detected experiments can at least partially compensate for
the inherent lower sensitivity of carbon detection compared to


proton detection. We discuss potential applications of carbon
detection and demonstrate a deconvolution technique that
removes the effects of carbon ± carbon couplings from the spectra.
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attractive new method for obtaining chemical shift information
or for investigating macromolecular dynamics.


Deuteration of carbon atoms is an important technique that
allows investigation of large (>30 kDa) proteins by NMR
spectroscopy[8±11] and high levels of deuteration can lead to
additional carbon atoms without directly attached protons. In
perdeuterated proteins the only protons present are the amide
protons, forcing all proton-detected experiments to transfer the
magnetization to them for detection during acquisition.[8] For
these highly deuterated proteins, carbon detection offers addi-
tional possibilities for pulse sequence development.


Solvent suppression


While the concentration of water in an aqueous NMR sample is
55 M (or 110 M in terms of protons), the concentration of the
biological macromolecule of interest is usually in the 0.5 ± 5 mM


range. This enormous difference in concentration leads to a
water proton signal that is several orders of magnitude larger
than the signal of the macromolecule. The signal that is received
by the coils in the probe head has to be converted into a digital
signal that can be stored in a computer with the help of an
analog-to-digital converter (ADC).[4] Digitization of a very small
signal in the presence of a large one, however, reduces the
sensitivity for the small signals. For this reason, many different
water suppression techniques that range from presaturation
with a weak radio frequency field to gradient selection methods
have been designed that aim at reducing the water signal to
levels comparable to the signals of the dissolved macromole-
cules.[4, 12±14] Although some of the currently available methods
almost completely eliminate the water signal,[14] they all produce
spectral artifacts that are usually manifested as a noise band at
the position of the water signal along the indirect detection
dimension. These noise bands are a particular problem in NMR
experiments that detect a protons. Their chemical shift range
overlaps with the water signal and their signals can be obscured
by artifacts produced by water suppression. In contrast to
proton detection, carbon-detected experiments do not require
any form of water suppression, which also eliminates all
associated artifacts. Carbon detection becomes even more
advantageous for samples that are dissolved in aqueous
protonated buffers, such as acetate, Tris or HEPES buffer.
Although their concentration range is 20 ± 50 mMÐconsiderably
smaller than the concentration of waterÐthe long relaxation
times of the small organic molecules make a complete
suppression impossible, causing additional artifacts in the
spectrum. While the natural abundance of the 1H proton isotope
is almost 100 %, the natural abundance of the NMR-active carbon
isotope 13C is only 1.1 %, which reduces the signals and artifacts
produced by the buffer molecules considerably in carbon-
detected experiments.


Sensitivity


As mentioned in the Introduction, carbon detection is less
sensitive than proton detection by a theoretical factor of eight.
This huge loss in sensitivity has so far prevented most


applications of carbon detection. However, a careful design of
the pulse sequence combined with certain advantages of carbon
detection can at least partially compensate for this sensitivity
loss. In general, carbon-detected experiments are shorter than
proton-detected ones due to the elimination of one or more
magnetization transfer steps that are necessary to bring the
magnetization back to protons prior to detection.[3] This short-
ening of the pulse sequence reduces the signal loss caused by
relaxation, which is particularly important for the investigation of
large macromolecules. In addition, the elimination of transfer
steps also reduces the number of radio frequency pulses in the
NMR experiment, which minimizes losses due to off-resonance
effects and B1-field inhomogeneity. As an example, we show a
direct comparison of a conventional proton-detected HCCH-
TOCSY experiment and a carbon-detected version. This experi-
ment is used to assign the side-chain resonances of proteins by
transferring the magnetization throughout the side chain.[15, 16]


The first part of the two pulse sequences that are shown in
Figure 1 is identical and consists of a series of steps that transfers


Figure 1. Comparison of the pulse sequences of a conventional proton-detected
HCCH-TOCSY (A) and a carbon-detected HCC-TOCSY experiment (B). 908 radio
frequency pulses are shown as narrow bars, 1808 pulses as wide bars, and
gradient pulses as shapes on the line-labeled gradient. Pulses and gradients in
Figure A that are omitted from the pulse sequence in Figure B are shown in gray.


the magnetization form protons to carbon atoms. During the
spin lock period, this carbon magnetization is transferred to
other carbon spins within the same side chain, which creates
characteristic peak patterns in the resulting NMR spectra that
can be used to assign the side-chain resonances. In the
conventional HCCH experiment, this spin lock period is followed
by a water suppression module that consists of two orthogonal
proton trim pulses and two strong gradient pulses.[16] The
magnetization is then transferred through two steps back to
protons for detection. In contrast, in the carbon-detected
experiment, the acquisition period starts right after the end of
the spin lock period. This eliminates the entire water suppression
module as well as the two magnetization transfer steps including
a total of eight radio frequency pulses. Similar reductions in time
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and number of pulses can be achieved with other pulse
sequences.


The sensitivity of carbon-detected NMR experiments can be
further increased if carbon spins without directly attached
proton spins are detected during acquisition. These carbon spins
show favorable relaxation characteristics due to their reduced
dipole ± dipole interaction with protons.[17±19] Their slow relaxa-
tion makes it worthwhile to increase the acquisition time, which
results in a higher sensitivity.


Furthermore, the absence of a large signal like the water signal
in carbon-detected experiments allows one to utilize the
maximum sensitivity of the analog-to-digital converter for the
digitization of the signal, which further increases the sensitivity
of these experiments.


Carbon ± carbon coupling and deconvolution


Figure 2 shows the first planes of a conventional, proton-
detected HCCH-TOCSY (Figure 2 A) and of a carbon-detected
HCC-TOCSY experiment (Figure 2 B). These spectra demonstrate


Figure 2. First plane taken from a proton-detected HCCH-TOCSY (A) and from a
carbon-detected HCC-TOCSY experiment (B) with a 0.8 mM sample of a 14-kDa
fragment of the transcription factor Cdc5.[25] In the HCC-TOCSY experiment, each
peak is split by the carbon ± carbon coupling in at least two individual lines. Each
experiment was measured with eight scans per increment, 1024 complex points in
the acquisition dimension, and 64 complex points in the indirect dimension. All
experiments described in this work were measured on a Bruker Avance 500 NMR
spectrometer equipped with either a 5-mm 13C ± 1H dual Cryoprobe or a triple-
resonance Cryoprobe.


that carbon-detected experiments can yield acceptable sensi-
tivities. However, inspection of the HCC-TOCSY spectrum reveals
that all peaks are split into two or more individual lines. This
splitting results from the carbon ± carbon coupling that evolves
during the acquisition period. This coupling is quite uniform
between different types of aliphatic carbon atoms and leads to a
splitting of ca. 35 Hz between the individual lines of a
multiplet.[20] The effect can be seen best in the methyl region
(around d� 10 in the carbon dimension). Methyl group carbon
atoms have only one neighboring carbon atom and their signals
are, therefore, split into a doublet. The pattern for carbon atoms
with couplings to two or three other carbon atoms is more


complicated. The distribution of the signal intensity into two or
more individual lines reduces the sensitivity of the experiment.
Fortunately, data processing techniques have been developed
that can remove the splitting from the spectra, collapse the
individual lines of a multiplet, and restore the full sensitivity of
the experiment.[21] In the following we will discuss the HCACO
experiment as a specific example of how to use data processing
techniques to remove the splitting. In this context we will also
show how the advantages of carbon detection can be combined
to create highly sensitive NMR experiments.


The HCACO experiment


The HCACO experiment is a standard NMR experiment that is
used to assign the backbone signals of proteins.[22±24] It correlates
the frequencies of the a-proton with the frequencies of the a-
carbon atom and of the carbonyl group. The pulse sequence of
the conventional proton-detected experiment is shown in
Figure 3 A and the schematic representation of the carbon-


Figure 3. Comparison of a conventional proton-detected HCACO pulse sequence
(A) with a carbonyl-detected version (B).


detected experiment in Figure 3 B. In the conventional experi-
ment the magnetization is transferred from the a-proton via the
a-carbon atom to the carbonyl spin and back through the a-
carbon spin to the a-proton for detection during acquisition.
This pathway is schematically shown in Figure 4 A. In contrast to
this ªout-and-backº approach that starts on the a-protons and


Figure 4. Schematic diagram of the magnetization transfer pathway for a
conventional ªout-and-backº HCACO experiment (A) and for a carbon-detected
ªout-and-stayº pulse sequence (B). Side chains are omitted in the diagram.
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detects on the a-protons, a carbonyl-detected experiment is of
the ªout-and-stayº type. The magnetization is transferred from
the a-proton via the a-carbon atom to the carbonyl group,
where it is detected during acquisition (Figure 4 B). A comparison
of both pulse sequences demonstrates that the carbonyl-
detected version is shorter and contains a fewer number of
pulses. This minimizes the signal loss due to relaxation and
reduces the loss in sensitivity, caused by switching the detection
nucleus from proton to carbon. This sensitivity loss is further
reduced by the design of the pulse sequence that minimizes the
time that the magnetization spends on fast relaxing nuclei, that
is, by replacing the fast relaxing a-protons with the slowly
relaxing carbonyl spins during acquisition.[3] Figure 5 A shows a
plane from the carbonyl-detected HCACO experiment. Every
peak is split into a doublet by the coupling between the a-
carbon atom and the carbonyl group. In Figure 4 B the
acquisition dimension is not processed with the standard Fourier
transformation method, but with a maximum-entropy algo-
rithm.[3, 21] This method is one of several that can be used to
deconvolve the coupling without the need for time-shared
homonuclear decoupling methods applied during acquisition. A
comparison of the one-dimensional slices shown at the top of
Figures 5 A and B demonstrates that deconvolution of the
coupling increases the sensitivity by almost the theoretical
factor of two. In Figure 5 C, the corresponding plane from a
conventional proton-detected HCACO experiment is shown. A
comparison of the data shown in Figures 5 B and C reveals that
the sensitivities of the carbonyl-detected and the proton-
detected experiments are very similar demonstrating that a
careful design of the pulse sequence can indeed compensate for


the original sensitivity loss of a factor of eight. Moreover, in the
proton-detected experiment many artifacts around d�4.8 in the
proton dimension, arising from water suppression, are visible.
Since water suppression is not necessary in a carbon-detected
experiment, the spectrum in Figure 5 B lacks those artifacts
completely.


Applications of carbon-detected experiments


The principle of converting an ªout-and-backº- into an ªout-and-
stayº-type of experiment with the help of carbon detection can
also be applied to other NMR experiments. Carbon detection will
be particularly useful if carbonyl magnetization can be detected
during acquisition due to the slow relaxation of carbonyl
spins.[17±19] Moreover, carbonyl spins are only coupled to one
additional carbon atom, the a-carbon atom, and this coupling
can be suppressed either by homo-decoupling techniques
during acquisition or with the help of the deconvolution
methods described above. In contrast, most aliphatic carbon
atoms have more than one additional carbon atom they are
coupled to, producing a more complicated multiplet pattern.


The detection of carbonyl spins during acquisition will also be
useful for relaxation experiments that study the dynamics of the
protein backbone.[17] With these experiments, one can observe
the decay of carbonyl magnetization during a variable delay in
the pulse sequence. In the conventional proton-detected
experiments, the magnetization is transferred via another
heteroatom to a proton for detection. Obviously, in carbonyl-
detected experiments, the magnetization can be detected
directly after this relaxation delay without any further transfers.


Other applications of carbon detection that we
currently study include detection on side-chain carbonyl
groups and aromatic carbon atoms for the selective
identification of residues with side-chain carbonyl
groups and of aromatic amino acids. Carbon detection
also provides new methods for the investigation of the
structure and dynamics of nucleic acids, which have a
smaller number of protons for detection than proteins.


A large number of triple-resonance experiments starts
with and detects amide proton magnetization during
acquisition. Although many of these experiments can
also be modified for carbon detection (e.g. the HNCO or
HNCACO experiments), the slower relaxation of the
amide group protons relative to the a-protons allows
only a smaller compensation of the original loss in
sensitivity due to carbon detection. However, at high pH
values the amide protons exchange rapidly with protons
from the water, leading to fast decay of the signal. This
phenomenon, called exchange broadening, can severely
reduce the sensitivity of the experiment. Carbon-
detected experiments do not suffer from these ex-
change effects and can, therefore, provide an alternative
to NMR experiments at high pH.


In conclusion, carbon detection, now possible with
the introduction of cryogenic probe heads, offers new
tools for the investigation of biological macromolecules
by NMR spectroscopy. It will be particularly useful for


Figure 5. Section of a 1Ha ± 13CO plane from a three-dimensional HCACO experiment with
a 0.6 mM sample of a 13C-labeled 17-kDa fragment of the E. coli protein Ada.[26] A: Section
taken from a carbonyl-detected HCACO experiment. The carbonyl acquisition dimension
was processed by using Fourier transformation, showing the approximately 55-Hz coupling
between the 13Ca and the 13CO spins. B: The acquisition dimension was transformed and the
coupling deconvolved by using maximum-entropy reconstruction. C: Section taken from a
conventional proton-detected HCACO experiment measured with a triple-resonance
cryogenic probe head. The one-dimensional slices on top of each section are taken along
the acquisition dimension at the position indicated by the dashed lines (figure reproduced
with permission from ref. [3]).







Carbon-Detected NMR Experiments


CHEMBIOCHEM 2001, 2, 247 ± 251 251


molecules with a low number of protons, such as highly
deuterated proteins and nucleic acids, as well as in situations
where fast chemical exchange is detrimental to the sensitivity or
water suppression problematic.
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Selection of Metalloenzymes by Catalytic Activity
Using Phage Display and Catalytic Elution
Isabelle Ponsard,[a] Moreno Galleni,[b] Patrice Soumillion,[a]


and Jacques Fastrez*[a]


The metallo-b-lactamase bLII from Bacillus cereus 569/H/9 was
displayed on the filamentous phage fd. The phage-bound enzyme
fd-bLII was shown to be active on benzylpenicillin as substrate; it
could be inactivated by complexation of the essential zinc(II) ion
with EDTA and reactivated by addition of a zinc(II) salt. A selection
process was designed to extract active phage-bound enzymes from
libraries of mutants in three steps : 1. inactivation of active phage-
bound enzymes by metal ion complexation, 2. binding to substrate-
coated magnetic beads, 3. release of phages capable of trans-
forming the substrate into product upon zinc salt addition. The
selection process was first successfully tested on model mixtures
containing fd-bLII plus either a dummy phage, a phage displaying


an inactive mutant of the serine b-lactamase TEM-1, or inactive
and low-activity mutants of bLII. The selection was then applied to
extract active phage-bound enzymes from a library of mutants
generated by mutagenic polymerase chain reaction (PCR). The
activity of the library was shown to increase 60-fold after two
rounds of selection. Eleven clones from the second round were
randomly picked for sequencing and to characterize their activity
and stability.


KEYWORDS:


directed evolution ´ enzyme catalysis ´ gene technology ´
metalloenzymes ´ phage display


Introduction


Enzyme engineering can be attempted either by site-directed
mutagenesis or by directed evolution, that is, by creation of large
combinatorial libraries of mutants, followed by selection of those
mutants that show the desired new properties. When a mutation
offers a biological advantage, in vivo selection of the cells
expressing the mutated gene is the easiest way of isolating an
interesting mutant. This approach has been thoroughly used
with proteins conferring antibiotic resistance.[1, 2] However, when
engineered enzymes do not provide a biological advantage,
alternative strategies must be relied upon. Display of peptides or
proteins fused to a coat protein of a filamentous phage has been
developed to find new ligands for specific receptors : Affinity
chromatography on immobilized receptor allowed to extract the
best binders from combinatorial libraries of phage-displayed
peptides.[3] The application of phage display to enzymology has
proved more difficult as selection has to be applied not for
binding but for catalysis. Several strategies have been proposed
for the extraction of catalysts from libraries.[4, 5] In a first
approach, affinity chromatography on immobilized transition-
state analogues has been used to select catalytic antibodies[6, 7]


or mutants of glutathione transferase of modified specificity;[8] it
remains difficult, however, to design transition-state analogues
capable of recruiting the essential features of enzymatic
catalysis. Reaction with biotinylated suicide substrates followed
by capture of biotinylated phages on streptavidin-coated beads
has been shown to provide an efficient selection of enzymes or
abzymes;[9±14] however, the lack of suitable suicide substrates for
many enzymatic activities limits this strategy to a few classes of
enzymes.


Recently, several groups have introduced new methods
aiming at direct selection for catalytic activity. Pedersen et al.[15]


and Demartis et al.[16] have connected both an enzyme and its
substrate to a phage coat protein; after ªintraphageº trans-
formation of the substrate, phages displaying active enzymes
were captured with product-specific binders. By coupling two
independent reactions, the catalytic reaction leading to product
and a chemical reaction connecting the substrate to the phage,
Jestin et al.[17] were able to increase the fraction of active
enzymes in mixtures or libraries of active and inactive phage-
bound enzymes. Expression of enzymes from substrate-labelled
DNA, in droplets of microemulsions in which enzymes and genes
remain physically associated, has allowed Tawfik and Griffiths to
extract the DNA encoding active enzymes by using also product-
specific binders.[18]


In this paper we are exploring the possibility of selecting
phages displaying active enzymes by affinity chromatography
using catalytic elution. The method would be applicable to
enzymes whose activity depends on the presence of a cofactor,
particularly to metalloenzymes provided the apoenzyme is still
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capable of binding its substrate. In this method, after complex-
ation of the metal ion cofactor, the phage-bound enzymes are
adsorbed on a support coated with substrate; the phages
displaying active enzymes are then selectively eluted by addition
of the cofactor. Active enzymes transform the substrate into a
product for which they normally have a significantly lower
affinity (Scheme 1).


Scheme 1. Schematic representation of the catalytic elution protocol. Three
phages displaying, respectively, an active enzyme (green) an inactive enzyme with
affinity for the substrate (red), and a protein devoid of a binding site (yellow) are
represented. The genes encoding the corresponding enzymes are drawn inside the
phage capsid and are color-coded according to the type of enzyme that they
encode. S� substrate, P�product.


Results


As model metalloenzyme for phage display, we have chosen the
metallo-b-lactamase BCII from Bacillus cereus strain 569/H/9
(bLII)[**] , an enzyme made up of 227 amino acid residues
containing two zinc ions and active on penicillins and cepha-
losporins.[19, 20] One zinc ion, coordinated to three histidine
residues, is essential for activity ; the second one appears to play
a structural role, but the activity on cephalosporins decreases in
its absence. The structure of the protein is known: It is folded as a
bb sandwich with a helices on both faces.[21]


The nucleotide sequence coding for mature Bacillus cereus
569/H/9 zinc-b-lactamase was inserted into gene 3 of the
filamentous phage fd-DOG1 (a derivative of fd-tet, which
contains a tetracycline resistance gene).[22] In this construction,
the encoded enzyme is fused to the phage coat protein g3p,
between the signal sequence and the sequence coding for
mature protein. On phage morphogenesis, it is displayed on the
tip of the phage. The phage-bound enzyme was characterized
by complete sequencing of the inserted DNA, analysis of the
fusion proteins, and determination of enzymatic activity.


The phage proteins were separated by SDS-PAGE and
detected on a Western blot with an anti-g3p antibody. The
fusion protein was observed together with free g3p, the latter is
presumably generated by proteolytic cleavage of the peptide
connecting bLII to g3p.[23] The level of display depends on the
temperature of phage culture: At 23, 30, and 37 8C, the
percentage of g3p fused to bLII is of the order of 60, 40, and
20 %, respectively (Figure 1).


Figure 1. Western blot analysis of phage proteins. After SDS-PAGE separation,
the proteins were transferred onto a nitrocellulose membrane and detected with
an anti-g3p antibody. The protein g3p is detected at a molecular weight of
65 000 Da and the fusion protein b-lactamase ± g3p at 95 000 Da. The phages
used and the culture temperatures are indicated above the lanes.


The b-lactamase activity of phages purified by PEG precip-
itation was measured by following spectrophotometrically the
disappearance of benzylpenicillin (Pen-G) ; curve fitting of the
initial rates of hydrolysis versus substrate concentration afforded
Vmax and Km values. Dividing Vmax by the concentration of phage-
bound enzyme determined from the absorbance of the phage
solution at 265 nm gave the kcat value of the phage-bound
enzymes. The specific activity of the phage-bound enzymes was
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observed to be quite sensitive to both the temperature of the
culture and the composition of the medium used to prepare the
phages. The following values were obtained for phages
prepared at 23 8C in medium A: kcat� 2750 sÿ1, Km� 0.6 mM. The
corresponding parameters have been reported for the soluble
enzyme: kcat� 833 sÿ1, Km�0.83 mM (at 30 8C).[24] A comparison
of the values obtained with the phage-bound enzymes and the
soluble enzyme allows the determination of the mean number
of enzymes displayed per phage to be 3.3. The phage-bound
enzymes could be inactivated by incubation with EDTA, the
activity could be fully restored by addition of zinc sulfate.


Despite this level of display, phages isolated from culture at
23 8C retained their infectivity. This was
monitored by determining the number of
cells transduced to express tetracycline re-
sistance by solutions of phage-bound en-
zymes of known concentration (based on
A265 values): 1 ± 2 % of the fd-bLII phages
were infective; by comparison, the infectivity
of phages fd-DOG1 displaying no foreign
protein amounts to 2 ± 3 %.


While it had been shown earlier that infection of cultures by
phages displaying TEM-1 b-lactamase (fd-Bla(�) phages) trans-
duced resistance to ampicillin at concentrations up to
400 mg Lÿ1,[23] infection by fd-bLII phages did not confer
resistance at 10 mg Lÿ1 (below this concentration, other mech-
anisms allow the bacteria to survive). This difference results from
the 25-fold lower kcat/Km value on this antibiotic of bLII versus the
TEM-1 b-lactamase. However, as the 5/B/6 zinc-b-lactamase,
which is homologous to bLII, is known to hydrolyze cepha-
losporins efficiently,[25] cefotaxime was tested for in vivo
selection: The infected bacteria became resistant to this anti-


biotic at 0.1 mg Lÿ1. This selection was used in the assessment of
the in vitro catalytic elution process.


The feasibility of in vitro selection of phages displaying
metalloenzymes by catalytic elution was first assessed by
running three series of model experiments. In the first one,
mixtures of phages containing EDTA-inactivated bLII phage-
bound enzymes and fd-DOG1 were incubated with streptavidin-
coated magnetic beads whose biotin-binding sites had
been saturated with the biotinylated penicillin derivative 1.[26]


After washing, the bound phages were eluted by addition of a
zinc salt. The percentage of fd-bLII phages recovered was
determined by plating on media containing both cefotaxime


and tetracycline versus plating on media containing tetracycline
alone.


The results of these selection experiments are presented in
Table 1. In entries 1 ± 3, it is seen that the fraction of phages
displaying the active b-lactamase has increased in the elution
mixture: The percentage of fd-bLII is significantly higher than
that of fd-DOG1, whose elution yield is typical of nonspecifically
adsorbed phages. The efficiency of the selection is measured by
the enrichment factor Er defined in Equation (1):


Er � EA Eÿ1
I


LA Lÿ1
I


(1)


Table 1. Enrichment of fd-bLII phage in phage mixtures.


Entry Loaded phages[a] Eluted phages[a] Eluted versus
loaded phages [%]


Er[c] Experimental
conditions[d]


fd-bLII (LA) fd-DOG1 (LI) % fd-bLII spec. act.
of fd-bLII[b]


fd-bLII (EA) fd-DOG1 (EI) % fd-bLII fd-bLII fd-DOG1


1 1.0� 108 6.0� 1010 0.17 670 sÿ1 6.7� 103 2.2�104 23.3 6.7� 10ÿ3 3.7� 10ÿ5 183
2 5.1� 108 8.4� 1010 0.60 1290 sÿ1 1.4� 104 6.0�103 70.0 2.7� 10ÿ3 7.1� 10ÿ6 384
3 9.6� 107 4.6� 1011 0.02 2180 sÿ1 6.0� 104 3.5�105 14.5 6.2� 10ÿ2 7.6� 10ÿ5 821
4 5.0� 108 2.5� 1011 0.20 2180 sÿ1 4.0� 103 3.0�105 1.32 8.0� 10ÿ4 1,2� 10ÿ4 6.7 without EDTA


inactivation
5 6.9� 108 3.9� 1011 0.18 2180 sÿ1 6.4� 103 6.1�105 1.04 9.3� 10ÿ4 1.6� 10ÿ4 5.9 elution


without ZnII


6 2.0� 109 1.3� 1012 0.15 890 sÿ1 3.0� 105 2.3�107 1.28 1.5� 10ÿ2 1.8� 10ÿ3 8.5 selection for
product binding


7 2.0� 109 1.3� 1012 0.15 890 sÿ1 1.0� 107 1.8�107 35.7 5.0� 10ÿ1 1.4� 10ÿ3 360


fd-bLII (LA) fd-Bla(ÿ) (LI) % fd-bLII fd-bLII (EA) fd-Bla(ÿ) (EI) % fd-bLII fd-bLII fd-Bla(ÿ)
8 1.0� 108 4.0� 1010 0.25 1290 sÿ1 5.0� 104 5.5�105 8.33 5.0� 10ÿ2 1.4� 10ÿ3 36
9 1.0� 108 1.2� 1011 0.08 2180 sÿ1 2.0� 104 1.3�105 13.3 2.0� 10ÿ2 1.1� 10ÿ4 185


10 5.0� 109 1.6� 1011 3.03 2180 sÿ1 3.0� 104 1.2�106 2.40 6.0� 10ÿ4 7.5� 10ÿ4 0.8 without EDTA
inactivation


11 5.0� 109 1.6� 1011 3.03 2180 sÿ1 1.4� 104 1.5�106 0.92 2.8� 10ÿ4 9.4� 10ÿ4 0.3 elution
without ZnII


[a] Expressed as the numbers of tetracycline resistance transducing units for fd-DOG1 and tetracycline plus cefotaxime resistance transducing units for fd-bLII as
determined by infection of an E. coli TG1 culture and plating on selective media. [b] Specific activity of loaded phages related to the number of copies of enzyme
present per phage, dependent on the conditions of phage production and measured on PenG as a substrate at a concentration of 10ÿ3 M (see text for details).
[c] The enrichment factor Er is calculated according to Equation (1). [d] Unless stated otherwise, the elution is effected by addition of a zinc(II) salt.
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LA and EA are the numbers of fd-bLII phages loaded and eluted,
respectively, from the substrate-coated beads; LI and EI are the
corresponding numbers of fd-DOG1 phages. The reproducibility
of Er values in three to four independent experiments is within
50 %. The enrichment factor tends to increase with the specific
activity of the phage-bound enzymes engaged in the selection,
that is, with the number of copies of enzyme displayed. It was
also observed that it is essential to saturate the beads with the
biotinylated substrate to get a good enrichment. Three control
experiments were run. In the first one (entry 4 in Table 1), the
phage-bound enzymes were not inactivated by EDTA before
incubation with the substrate-coated beads; in the second one
(entry 5), elution was run without addition of zinc salt. In both
cases, a small enrichment of fd-bLII is observed, but it is at least
25-fold lower than in actual selections (entries 1 ± 3). In the third
control experiment, comparative selection experiments were run
on magnetic beads coated with biotinylated product (entry 6) or
biotinylated substrate (entry 7). The increase in fd-bLII versus fd-
DOG1 on immobilized product is again in the same range as in
the other control experiments. On acidic elution from product-
coated beads (glycine buffer at pH 2.5), only 1.1�10ÿ3 % of fd-
bLII phages are recovered (background level) ; ten times more
phages (1.2� 10ÿ2 %) are recovered from substrate-coated
beads under the same conditions. This confirms that fd-bLII
phages bind better to substrate than to product, but also that
zinc elution is more efficient (% elution� 5�10ÿ1 %) for
releasing the phages.


In the second set of model experiments (Table 1, entries 8 ±
11), selection was attempted between fd-bLII and fd-Bla(ÿ), a
mutant of fd-Bla(�) displaying the inactive S70A mutant of the
TEM-1 b-lactamase.[9] An enrichment of fd-bLII is again observed
whose efficiency depends on the number of copies of metallo-b-
lactamase on the phage surface. The enrichment factors are
lower than in the selection versus fd-DOG1. This is anticipated as
fd-Bla(ÿ) is capable of binding to the immobilized substrate and
is retained more efficiently on the beads off which it is slowly
washed during the catalytic elution of fd-bLII. In the control
experiment where no inactivation of fd-bLII was performed, no
enrichment is observed; a weak enrichment of fd-Bla(ÿ) is
observed on elution without zinc ions.


In the third set of model experiments, selection was attempt-
ed between phages displaying the wild-type b-lactamase and
two mutants of medium or very low activity. Their specific
activity (kcat/Km values measured in the presence of 100 mM ZnCl2)
is reduced compared to that of the wild-type enzyme (7.3�
105 Mÿ1 sÿ1) either because a ligand of the zinc ion has been
replaced (mutant H86S, kcat/Km�8.9� 104 Mÿ1 sÿ1) or because the
general base has been mutated (mutant D90N, kcat/Km<


100 Mÿ1 sÿ1).[31] The genes encoding the mutants were inserted
into fd-DOG1 to give phage-bound enzymes whose apparent
specific activities (moles of PenG hydrolyzed per second and
mole of phage-bound enzyme at a substrate concentration of
10ÿ3 M) were 1.2 sÿ1 and <0.1 sÿ1, respectively, for the H86S and
the D90N mutants (as compared to 630 sÿ1 for the wild-type
enzyme prepared under identical conditions). Two selection
experiments were run with mixtures containing the following
percentages of the wild-type, H86S and D90N phages, respec-


tively: 3/15/82 % or 1/15/84 %. After a single round of selection,
the mean activity of the mixtures increased by a factor of 18
(from 18 sÿ1 to 320 sÿ1) or 38 (from 8 sÿ1 to 300 sÿ1), respectively.
Plating the colonies producing the eluted phages on media
containing both cefotaxime and tetracycline versus plating on
media containing tetracycline alone indicated that 80 % of them
were wild-type fd-bLII.


A library of 5� 106 mutants was then created by error-prone
PCR.[27] Sequencing of seven clones indicated a mean number of
2.6 mutations per bLII gene. This level of mutation is deleterious
to activity as the mean activity of the library produced at 23 8C
was 1.6 % of the activity of the wild-type. When this library was
submitted to two rounds of selection, its activity increased
sevenfold after the first round and 58-fold after the second
round. Eleven clones were randomly picked from plate and the
phage-bound enzymes were prepared. Their sequences were
determined. The activities of the phage-bound enzymes were
measured as a function of PenG concentration up to 7.5 mM.
Fitting of the data afforded kcat and Km values. The data are listed
in Table 2. The specificity constants, kcat/Km , ranged from 20 % to


170 % of the wild-type value (recovered once from the selection).
All except two phage-bound enzymes have activities similar or
higher than that of the wild-type. The stabilities of the displayed
enzymes towards irreversible denaturation were determined by
following the rate of disappearance of activity as a function of
the time of incubation of the phage-bound enzymes at various
temperatures between 55 and 85 8C. The data obtained at 65 8C
are listed in Table 2. All the mutants were less stable than the
wild-type enzyme on phage.


Discussion


A selection protocol based on catalytic elution has been
developed and tested by using a phage-displayed metallo-b-
lactamase as a model system. The experiments were based on
the assumption that, on extraction of the metal ion cofactor, the
enzyme would retain its ability to bind its substrate and that the
activity would be restored on zinc salt addition. Under these
conditions, inactivated phage-bound enzymes would be adsor-


Table 2. Properties of mutant phage-bound enzymes selected from a library
generated by error-prone PCR.


Mutant Mutations kcat [sÿ1] Km [mM] t1/2 [s][a]


1 I83T, K216T 1160� 78 1.0�0.2 100
2 L52S, V213A 792� 92 0.8�0.3 200
3 E141G, Y144C 796� 43 0.6�0.1 75
4 L52S, N204Y 673� 63 0.77� 0.25 400
5 K10E, N132D, E141A 755� 45 1.3�0.23 300
6 V82D, K117R, S192P 240� 33 1.5�0.6 180
7 E69V, K74N, V156E, L225I 830� 155 1.3�0.7 360
8 L52S, L124P, R199Q, V213A 707� 57 0.68� 0.2 310
9[b] V55G, K99R, V155A, K198R 576� 33 0.9�0.17 350
wt ± 727� 86 0.9�0.35 > 2400


[a] Half-life for denaturation at 65 8C. [b] This mutant was isolated twice.







Selection of Phage-Displayed Metalloenzymes


CHEMBIOCHEM 2001, 2, 253 ± 259 257


bed on a solid support on which substrate is immobilized and
released on regain of enzyme activity because the enzymes
would have a lower affinity for their products than for their
substrates. In the first set of model experiments, selection was
attempted between fd-bLII, a phage displaying the wild-type
enzyme, and fd-DOG1 or fd-Bla(ÿ), phages displaying no foreign
protein or an inactive mutant of the serine b-lactamase TEM-1,
respectively. Enrichment of fd-bLII is observed not only com-
pared to fd-DOG1 but also compared to fd-Bla(ÿ), a phage
showing affinity for the immobilized substrate. The efficiency of
selection appears to depend on the number of copies of enzyme
per phage. This observation is probably related to the fact that
the enzyme under investigation does not have a high affinity for
its substrate (Km� 0.6 mM ; the affinity of the zinc-free enzyme is
not known). Consequently, phages displaying only a single copy
of the enzyme will be poorly adsorbed on the support and more
easily washed away. Phages with more than one copy of bound
enzyme will bind more efficiently as a consequence of the avidity
phenomenon. This property is likely to be shared by most
phage-bound enzymes.


A method of selection should ideally be able to extract the
most active enzymes from a library. To test this potentiality of the
method, the selection protocol was applied to a mixture of
mutants of different activities and to a library of low-activity
mutants generated by error-prone PCR.


In the selection from a mixture of wild-type fd-bLII and two
mutants, the most active enzyme is clearly preferentially
selected. Although we could not measure the relative percen-
tages of H86S and D90N in the eluate, we can put a limit on the
maximum enrichment of the H86S mutant by assuming that all
the non-wild-type phage-bound enzymes eluted are this
medium-activity mutant: Er�3. There are two possible reasons
for the preferential selection of the wild-type phage-bound
enzyme: a higher activity, responsible for a more efficient
catalytic elution, or a higher level of display leading to a better
adsorption on the substrate-coated beads. Indeed, the ratio of
specific activities of the H86S mutant versus the wild-type
enzyme is lower with the phage-bound enzymes than with the
free enzymes. This indicates that the mutant is less efficiently
displayed, probably because it is less stable than the wild-type
enzyme. Analysis of the phage proteins by Western blotting
confirms that the level of display of the mutant is approximately
ten times lower than that of the wild-type enzyme (data not
shown).


Mutagenic PCR creates a library of mutants of variable
properties. Some will feature active and stable enzymes, others
will have a disrupted active site, others will be incorrectly folded
or will have a less stable tertiary structure. The last two types of
mutants are likely to be proteolytically removed before or during
phage morphogenesis and will be disfavored in the selection.
Part of the activity increase on selection simply reflects the
potential of the protocol to discard them. Determination of the
properties of a few selected clones shows that the selection does
not tend to extract weakly active clones from the library. Most
phage-bound enzymes had activities similar or even higher than
the wild-type enzyme, and the lower stability of these enzymes
did not prevent them from being selected. Although it might


have been anticipated that active phages could bring about the
elution of weakly active or inactive ones during the progressive
transformation of immobilized substrate into product, this factor
does not appear to prevent the selection of the most active
phages even if it might limit the efficiency of the selection. The
fact that, after the washing step discarding the unbound phages,
the phage concentration (�108 mLÿ1) reaches the same order of
magnitude as the microbead concentration (8�108 particles per
mL, coated with ca. 105 biotin sites per bead), and that both
phages and beads diffuse slowly, may contribute to limiting the
cross-elution of inactive by active phages.


The mutants that have been characterized feature from two to
four mutations. None of them is close to the active site; 70 %
concern residues located at the surface of the protein. Five
mutations involve buried residues: V59G (mutant 9), V82D
(mutant 6), I83T (mutant 1), V155A (mutant 9), and V156E
(mutant 7). These mutations are likely to destabilize the folded
structure as they replace buried hydrophobic residues by
residues capable of hydrogen bonding or, worse, acidic residues,
or because they create cavities. These mutants do not appear to
be much less stable than the other ones. It is possible that other
mutations could contribute a compensatory stabilization (e.g.
the K117R mutation at the C-terminal end of helix H3). Two
mutations in mutant 5 (N132D and E141A) involve residues that
are close together in space; the E141A mutation compensates
for the destabilization that would result from the electrostatic
repulsion between D132 and E141 (the side chain of N132 forms
a hydrogen bond with the carboxylate of E141). A detailed
interpretation of the effect of these mutations on stability and
activity would, however, require extensive mechanistic, thermo-
dynamic, and structural studies on the free enzymes.


In conclusion, the method described allows the selection of
active phage-bound metallo-b-lactamase enzymes from a mix-
ture of mutants. It is expected that it can be applied to other
metalloenzymes.


Experimental Section


Materials: Deoxyoligonucleotides were purchased from Eurogentec
(Belgium). Phages fd-Bla(�) and fd-Bla(ÿ) have been described
previously.[9] The synthesis of the biotinylated penicillin derivative
has been described.[26] The following culture media were used:
medium A: 10 g select peptone 140 (Gibco BRL), 5 g yeast extract
(Merck), and 5 g NaCl per liter, medium B: 20 g LB broth base (Gibco
BRL) per liter. The selective media LB-tet and LB-tet-cef contained
7.5 mg Lÿ1 tetracycline and 7.5 mg Lÿ1 tetracycline plus 0.1 mg Lÿ1 of
cefotaxime, respectively.


Construction of the phages fd-bLII and mutants: The nucleotide
sequence encoding the mature Bacillus cereus 569/H/9 zinc-b-
lactamase was isolated from plasmid pCIP32[28] by PCR amplification
with introduction of ApaL I and Not I restriction sites using primers
BLII3 (5'-TCGTCGTCGCGGCCGCACGCCCCTCAATCCCTTTTAATAAATC-
CAATG-3') and BLII5 (5'-CGACACGTGCACAAAAGGTAGAGAAAAC-3')
(10 min at 94 8C; 30 cycles of 1 min at 94 8C, 1 min at 54 8C, 90 s at
72 8C; 10 min at 72 8C). The 3' primer (BLII3) used for amplification is a
48-mer complementary over 17 bases to the 3' end of the zinc-b-
lactamase gene. It contains an extension that replaces the stop
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codon by a glycine (bases in italics) and introduces the restriction site
Not I for cloning (underlined bases) as well as four codons encoding
an Ile-Glu-Gly-Arg sequence recognized and cleaved by factor Xa
(bases in bold). The 5' primer (BLII5) is a 28-mer complementary over
19 bases to the 5' end of the b-lactamase gene. It contains a GCA
codon (Ala) that replaces the first codon TCA (Ser) of the sequence
coding for mature bLII and allows for the introduction of the
restriction site ApaL I for cloning (underlined bases). After amplifica-
tion and restriction by ApaL I and Not I, the bLII gene was inserted
between the corresponding sites of phage fd-DOG1.[22] Phage fd-
DOG1 is a derivative of fd-tet carrying a tetracycline resistance gene
in the intergenic region and a polylinker between the sequences
encoding the signal peptide and the mature form of coat protein
g3p. This construct was used to transform Escherichia coli strain TG1.
The transformed cells were plated on LB-tet-agar medium. Colonies
were collected and grown in an LB-tet medium to prepare the fd-bLII
phages. For the H86S and D90N mutants, the genes were recovered
by PCR from derivatives of pCIP32[31] and inserted into fd-DOG1
according to the same protocol. The mutants were characterized by
complete sequencing of the bLII gene. The library of randomly
distributed mutants was constructed similarly except that the bLII
gene was amplified by 30 cycles of PCR under conditions of error-
prone mutagenesis.[27]


Preparation of the phages: Phages were prepared at three different
temperatures, 23, 30, and 37 8C, from infected cells grown in 250 mL
of LB-tet medium for 64, 16, and 16 h, respectively. After centrifu-
gation of the cells, the phages were precipitated with 4 % (w/v) PEG,
0.5 M NaCl (final concentration) and resuspended in water (10 mL).
The solutions were filtered on a 0.45-mm Millex-GV unit (Millipore) to
remove contaminating cells and insoluble material. The phages were
precipitated and resuspended in water (1 mL). The concentration of
phage solutions were determined by measuring the absorbance at
265 nm (A265). The extinction coefficients were: for fd-bLII� 9.7�
107 Mÿ1 cmÿ1 (1 A265 unit� 6.2� 1012 phages per mL), for fd-DOG1�
9.09� 107 Mÿ1 cmÿ1. These values were calculated from the extinction
coefficient published for fd[29] adapted for difference in phage size
and composition.


Analysis of the phage proteins: Solutions of 1012 fd-bLII phages in
15 mL were denatured by boiling for 10 min in the presence of 5 mL of
sample buffer (4 mL water, 1 mL 0.5 M Tris-HCl (pH 6.8), 1.8 mL
glycerol, 1.6 mL 10 % (w/v) SDS, 0.4 mL b-mercaptoethanol, 0.2 mL
0.05 % (w/v) bromophenol blue). After boiling, the 20-mL samples
were loaded on a 10 % (w/v) denaturing (SDS) polyacrylamide gel
and separated (miniprotean II apparatus, Biorad). The proteins were
then transferred onto nitrocellulose membranes (minitrans blot,
Biorad) and detected with a mouse anti-g3p antibody (Eurogentec),
followed by a goat anti-mouse antibody conjugated to alkaline
phosphatase (Biorad). The fusion protein bLII-g3p was detected at an
apparent molecular weight of 93 kDa, while free g3p, derived from
fd-DOG1, appears at an abnormal molecular weight of 64 kDa.[30]


Infectivity of fd-bLII phages: A solution containing approximately
1012 fd-bLII phages per mL (concentration determined from A265) was
diluted 103 ± 104-fold, and 100 mL were used to infect 1 mL of E. coli
TG1 cells in exponential growth phase (OD at 600 nm� 0.6). The cells
were incubated without shaking at 37 8C for 30 min. Different
dilutions of the infected cells were then plated on LB-tet-agar
medium and grown at 37 8C overnight. The ratio between the
number of tetracycline-resistant colonies and phages in the starting
solution was used to determine the infectivity of the phages.


In vivo selection of colonies expressing fd-bLII phages: The b-
lactamase II activity of infected colonies was detected on LB-agar


medium containing tetracycline (7.5 mg Lÿ1) and cefotaxime
(0.1 mg Lÿ1).


In vitro selection of the phages displaying active bLII: Streptavidin-
coated magnetic particles (50 mL diluted to 1 mL per experiment)
from Boehringer Mannheim (binding capacity: 350 pmol of free
biotin per mg of particles) were washed three times with TBS buffer
(0.05 M Tris, 0.15 M NaCl, pH 7.5) and blocked for 1 h with 2 % (w/v) of
blotting grade blocker (nonfat dried milk, Biorad) in TBS buffer. The
magnetic beads were then saturated with the biotinylated penicillin
derivative 1 by incubation in a 10ÿ5 M solution of 1 for 30 min, and
they were washed twice with TTBS (TBS containing 0.1 % (w/v)
Tween 20 and 10ÿ4 M EDTA) before use. Mixtures of approximately
5� 1012 phages per mL containing various proportions of fd-bLII and
fd-DOG1 or fd-Bla(ÿ) in TBS or citrate (50 mM, pH 7) buffers were
incubated for 5 min with EDTA (10ÿ3 M final concentration). 1 mL of
this mixture was then incubated for 30 min with the magnetic beads.
These were washed five times with TTBS to remove unbound
phages. The elution of the phages was performed by addition of
1 mL of 50 mM citrate buffer (pH 7) containing 11 mM ZnCl2 , which
restored the bLII activity and led to the hydrolysis of the complexed
substrate. The concentrations of the loaded and eluted phage
solutions were measured by infection of a culture of TG1 cells as
described above.


Activity of the fd-bLII phages: The hydrolysis of benzylpenicillin
(Sigma) in the presence of the purified fd-bLII phages was followed
spectrophotometrically at 232 nm in 50 mM citrate buffer (pH 7)
containing 11 mM ZnCl2 at 25 8C.


Rates of irreversible denaturation of phage-displayed b-lacta-
mase mutants: The phage-bound enzymes were incubated at the
denaturation temperature in the buffer used for the activity
measurements for 0 ± 25 min and were quickly cooled down to
20 8C before measurement of the residual activity.
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Nucleic Acid Supercoiling as a Means for Ionic
Switching of DNA ± Nanoparticle Networks
Christof M. Niemeyer,*[a] Michael Adler,[a] Steven Lenhert,[b] Song Gao,[b]


Harald Fuchs,[b] and Lifeng Chi[b]


Oligomeric nanoparticle networks, generated by the self-assembly
of bis-biotinylated double-stranded DNA fragments and streptavi-
din, have been studied by scanning force microscopy (SFM). SFM
imaging revealed the presence within the networks of irregular
thick DNA molecules, which were often associated with distinct,
Y-shaped structural elements. Closer analysis revealed that the Y
structures are formed by condensation (thickening and shortening)
of two DNA fragments, most likely through the supercoiling of two
DNA molecules bound to adjacent binding sites of the streptavidin


particle. The frequency of supercoiling was found to be dependent
on the ionic strength applied during the immobilization of the
oligomeric networks on mica surfaces. Potential applications of the
structural changes as a means for constructing ion-dependent
molecular switches in nanomaterials are discussed.


KEYWORDS:


molecular switches ´ nanostructures ´ nucleic acids ´
scanning probe microscopy ´ supramolecular chemistry


Introduction


The generation of nanoscale structural and functional devices is
an important goal of nanotechnology. Amongst the various
routes to the fabrication of defined nanostructures, the ªbottom-
upº approach in which small molecular building blocks self-
assemble to form larger entities, is highly attractive.[1] Currently,
an increasing number of research reports concern the utilization
of biological macromolecules as components for the biomimetic
formation of nanostructured elements and materials. For this
purpose, DNA is a highly promising construction material.[2±4]


Due to its unique recognition capabilities, physicochemical
stability, mechanical rigidity, and high-precision processibility,
DNA has been extensively used to fabricate nanostructured
scaffolds,[3] as well as for the selective positioning of proteins,[5,6]


metal or semiconductor nanoclusters,[7] and other molecular
devices. Moreover, protein recognition systems, for instance,
based on bacterial surface layers[8, 9] and the streptavidin ± biotin
system,[6, 9] have been used to assemble inorganic nanoparticles
into organized arrangements.


Recently, we reported on the self-assembly of oligomeric
DNA ± protein networks consisting of bis-biotinylated DNA and
the biotin-binding protein streptavidin (STV) (Figure 1).[10] Char-
acterization of the oligomers by means of scanning force
microscopy (SFM) revealed that the STV functions predomi-
nantly as a bivalent or trivalent linker between adjacent double-
stranded DNA (dsDNA) molecules, despite its tetravalent binding
capacity for biotinylated ligands. As a consequence, the
remaining biotin-binding capacity enables the use of the
nanostructured DNA ± protein networks as powerful reagents
in the immuno polymerase chain reaction (immuno-PCR), a
method for the highly sensitive trace analysis of proteins and
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Figure 1. Schematic representation of the synthesis of nanoparticle networks
using double-stranded DNA (dsDNA) as spacer groups. Two binding sites are
attached to the two 5' ends of the dsDNA. The binding sites are biotinyl groups,
which allow cross-linking through the biotin-binding protein streptavidin (STV);
STV is acting as the model nanoparticle in this report. The assembly of the two
components leads to the formation of oligomeric nanoparticle networks, but
individual aggregates are also formed which could be isolated by electrophoretic
or chromatographic methods. For simplification, complementary DNA strands
are drawn as parallel lines with the 3' ends indicated by arrow heads. b is the
binding site and STV is represented by the crossed circles.
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other antigens. Moreover, the oligomeric networks can be used
as a starting material for the synthesis of well-defined nano-
structures, for instance, supramolecular DNA circles consisting of
a single STV and one dsDNA molecule.[11]


We report here on initial steps towards the development of
switchable DNA ± nanoparticle networks. We demonstrate that a
variation of the ionic strength immediately before immobi-
lization of the oligomeric DNA ± nanoparticle aggregates on
mica surfaces can be used to induce a tertiary conforma-
tional change of the DNA linker fragments attached to
individual particles. This condensation (thickening and
shortening), in which two DNA backbones are brought into
close contact, is probably due to a supercoiling motion of
the nucleic acid fragments. The magnesium concentration
used for immobilization of the DNA ± particle networks on
the solid support was systematically altered. These varia-
tions led to changes in the relative abundance of character-
istic structure elements containing supercoiled DNA frag-
ments. The utilization of these phenomena for the con-
struction of switchable nanoparticle assemblies is discussed.


Results and Discussion


The supramolecular aggregation of nanoparticles by spe-
cific nucleic acid hybridization is considered to be a highly
promising route to the fabrication of nanostructured
materials.[4, 7] For example, Mirkin and co-workers have
impressively demonstrated that the specific recognition of
complementary DNA fragments can be used to generate
oligomeric binary particle networks in which two different kinds
of metal clusters are exclusively interconnected in a heterodi-
meric fashion, thereby forming an oligomeric ª(A ± B)nº system.[7]


Nevertheless, very little is known about the manipulation and
tailoring of such particle networks, for instance, about ways to
influence the structure and topography of the DNA hybrid
materials subsequent to their formation by self-assembly. Within
the context of basic studies on DNA-linked nanoparticle net-
works, the oligomeric aggregates generated from bioorganic
STV particles and bis-biotinylated dsDNA are suitable model
systems to gain insight into the properties of complex particle
networks (Figure 1). The STV functions as a 5 nm model particle
which can realize only a limited variation in its connectivity to
other particles within the network. Either one, two, three, or four
biotinylated DNA fragments can be conjugated with the STV by
means of the high-affinity STV ± biotin interaction. This simplifies
the complexity of the supramolecular particle networks, and
allows for the convenient analysis of effects occurring from
variations, for example, in the immobilization parameters. In
addition, the size of the dsDNA linker fragments, which are
typically about 30 ± 170 nm in length, allows for convenient
direct observation by SFM.[10±12]


Observation and ion-dependency of condensed DNA
fragments


During the SFM analyses, irregular thick DNA molecules and the
appearance of Y-shaped elements between the STV particles


attracted our attention (Figure 2). The section analysis and
height measurement revealed that the thick DNA fragments
were, on average, 1.97�0.05 times as high as the regular DNA
molecules, for instance, 0.9 and 0.45 nm, respectively. Strikingly,
the Y-type structure elements were frequently of a highly
symmetric structure, comprised of one thick and two regular


DNA arms. In some cases, the Y structures were comprised of
three thick arms. From these observations, we concluded that
the thick DNA molecules might contain two double-helical DNA
fragments in which the backbones are brought into close
contact. It is known that salt will condense double helices and
we occasionally observe a shortening and thickening in portions
of a DNA fragment where only one strand is present. However,
due to the clear appearance of the symmetrical Y-type structures
in which two regular strands condense to form a single thick
fragment, we assume that this type of condensation is due to a
supercoiling of two dsDNA molecules which are twisted around
each other, thereby forming a coiled DNA superhelix.


The condensation of double-stranded DNA is a well-known
phenomenon occurring in biological systems to compact the
genetic material within the cell's nucleus. As a conformational
consequence, the contour length of the B-form double-helical
DNA is reduced while the thickness of the supertwisted molecule
is increased. The system studied here resembles a simplified
version of eukaryotic DNA ± protein complexes, with a protein
bound at regularly spaced intervals of about 55 nm. In this
semisynthetic system, ion-dependent condensation was directly
observed in the SFM images. As a consequence of the super-
coiling, the average contour length of dsDNA of 54.3�4 nm is
reduced to about 72 %, that is, 39.6�2 nm. Schaper and co-
workers had previously applied SFM imaging to compare
supercoiled, relaxed, and linearized plasmid DNA.[13] Although
their samples were prepared by a different technique (based on
the spreading action of benzyldimethylalkylammonium chlor-
ide), their height data, obtained by the quantitative analysis of


Figure 2. Scanning force microscopy analysis of a typical oligomeric network
obtained from the assembly of STV and bis-biotinylated 169 base-pair dsDNA
fragments. Individual structure elements are indicated : a) symmetric Y-type structure ;
b) binary assembly linked by two regular DNA fragments ; c) binary assembly linked by
a supercoil of two DNA fragments; d) cross-section through regular and supercoiled
DNA ; e) cross-section through regular and partially supercoiled DNA. Height
measurements h along the lines (d) and (e) are shown on the right. Note that the
supercoiled DNA has about twice the height of the regular DNA.
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SFM images, are in good agreement with the values obtained in
this study. However, since all of the dsDNA fragments used in this
work consist of an identical sequence, it is also be possible that
the Y structures observed might contain movable DNA-
branched junctions. These might be formed by the non-
biotinylated 3'-end nucleotides attacking the neighboring bio-
tinylated 5'-end nucleotides of another dsDNA fragment, bound
to an adjacent binding site of the streptavidin.


It is well know that DNA supercoiling is thermodynamically
favored at high ionic strength.[14] Thus, we investigated whether
the occurrence of supercoiled dsDNA and the abundance of the
Y structures might be affected by an external stimulus, such as a
variation of the magnesium concentration. For this, samples of
the dsDNA ± STV oligomers were treated with varying concen-
trations of Mg2� ions, ranging from 4 to 40 mM MgCl2,
immediately prior to the immobilization on mica for the SFM
analysis. Statistical evaluation of the SFM images indicates a clear
dependency of the supercoiling frequency on the ion strength
(Figure 3). Up to 30 % of the total DNA molecules incorporated


Figure 3. Influence of the ionic strength on the occurrence of DNA condensation,
as determined by statistical analysis of SFM images. The heights of the histograms
represent the percentage of Y-type structures (such as 2 c in Figure 4) and
condensed DNA fragments (for example, 1 d in Figure 4) within the oligomeric
DNA ± STV networks according to the concentration of MgCl2 used for
immobilization. The total number of dsDNA molecules counted was greater than
2000.


into the nanoparticle networks were found to be engaged in
supercoiled structures. Most often, fully condensed cyclic dimers
and symmetrical Y-type structures were observed, such as 1 d
and 2 c in Figure 4, respectively. This result can be attributed to
the compensation of the negative backbone charges by the
increased Mg2� ion concentration, which leads to the enhanced
formation of condensed double helices. Control experiments
with unconjugated dsDNA indicated a similar increase in
supercoiled DNA (data not shown).


Towards switchable elements based on Y structures


A favorable property of the DNA double helical molecule is its
intrinsic susceptibility to external stimuli. For example, the
contour length and the flexibility of a given double helix can be


Figure 4. Ionic switching of nanoparticle networks. The relative orientation of
the STV particles is altered by increased condensation of the interconnecting DNA
linkers. The SFM images indicate structural changes observed in representative
DNA2 ± STV2 (1), DNA2 ± STV3 (2), DNA3 ± STV3 (3), and DNA4 ± STV4 (4) elements
that occur in the random oligomeric networks. Note that the structures of type a
represent the extended species, while types b and c are assigned as intermediates
during the formation of type d, the species that contains fully condensed DNA
fragments.


effectively altered by chemical means. As an example, interca-
lators such as acridinium- or ethidiumbromide derivatives bind
in between the stacked nucleobases within the double helix,
thereby leading to a significant increase in the DNA contour
length.[15] Seeman and co-workers have reported on the change
in torque, induced by ethidiumbromide intercalation and
applied to a circular DNA molecule containing a partially mobile
DNA-branched junction, as a potential supercoiling motion for
nanomechanical devices.[16] Moreover, the same group has
recently published a powerful approach to fabricate nano-
mechanical devices from DNA, by using the ion-dependent
transition of B-form DNA to the Z conformation to alter the
distance between two DNA motifs attached to the switchable
double helix. In this device, atomic displacements of about 2 ±
6 nm have been attained.[17]


We describe here initial approaches for the development of
ion-switchable oligomeric nanoparticle networks containing
dsDNA linker molecules. The change of the magnesium
concentration is a chemical stimulus that leads to an increased
occurrence of supercoiled DNA elements within the particle
networks. As a consequence, the condensation of two adjacent
DNA fragments attached to an individual STV particle alters the
relative position of the said particle within its nanoscopic
environment (Figure 4). For example, individual cyclic dimer
assemblies 1 consisting of two particles interconnected by
two dsDNA spacers are frequently observed. In the elliptical
aggregates, the particles are located at the termini of the
geometric figure, and the interparticle distance observed is
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about 30� 5 nm. The condensation of the two spacer molecules
changes the geometry of the supramolecule, and thereby
increases the interparticle distance to about 39� 2 nm (con-
version of 1 a into 1 d in Figure 3). Another example is illustrated
with the cyclic trimer 3. Without supercoiling (as in 3 a),
aggregates containing three particles appear in the SFM as
nearly equilateral triangles. Average particle distances are about
54�3 nm. Upon condensation of the interconnecting dsDNA
spacers, the particles are drawn towards each other. In the final
aggregate containing entirely condensed spacers, the particles
are arranged by an even Y-shaped linker, with interparticle
distances of about 41�2 nm (conversion of 3 a into 3 d in
Figure 4).[18]


Although the increased supercoiling is a statistical phenom-
enon which cannot yet be controlled on a single-molecule level,
statistical analysis of the SFM images clearly revealed the
influence of the ionic strength on the relative abundance of
the condensed supramolecular species (Figure 5). At low mag-
nesium concentration extended aggregates, such as 1 a, are
predominantly present, and at high magnesium concentration
the amount of condensed species is significantly increased.
Moreover, it is notable that the occurrence of intermediates,
such as the structures 1 b and 1 c in Figure 4, is scarce for the
cyclic dimer 1, while in the case of the cyclic trimer 3 and
tetramer 4, the intermediates 3 b, 4 b, and 4 c occur to a
significantly greater extent. This suggests that the symmetrical
Y-type structure elements present within these species provide
enhanced stability.


DNA-linked aggregates consisting of less than five nano-
particles are often observed as individual structures (Figure 4).
Such aggregates might be isolated on a preparative scale with,
for instance, chromatography or electrophoresis. Subsequently
they might be used as well-defined building blocks in the
ªbottom-upº fabrication of larger nanoelements. Moreover, the
binary and ternary particle aggregates described above often
occur as distinct structural elements within the oligomeric


nanoparticle networks (Figure 2), and thus, they might be used
as switchable elements to change the macroscopic properties of
nanomaterials by means of ion-induced supercoiling.[18] The
DNA ± STV aggregates, in particular, are potentially useful as
backbone or scaffolding structures which can be further
functionalized through coupling of chemical groups with the
high-affinity streptavidin ± biotin interaction or covalent meth-
ods.[5, 11] It has been demonstrated that the alteration of
interparticle distances within networks of metal- and semi-
conductor nanoclusters changes the optical properties of such
organized systems.[7] We conclude that further systematic
exploitation of the chemically induced manipulation of the
DNA conformation and topology might lead to the development
of novel controllable molecular nanomaterials.[19] The use of
molecular inductors, such as organic and inorganic ions,
aromatic intercalators, molecules that bind to the major or
minor grooves, or nucleic acid binding proteins, should provide
a powerful approach to the further establishment of DNA as a
construction material. For instance, the ionic switch described
here could be used both to control nanoparticle spacing and to
regulate the accessibility of the DNA to enzymes.[18] Potential
applications of ion-switchable nanostructures include the man-
ufacturing of addressable supports for bioelectronic devices and
sensors, and the use of neural nanoparticle networks as
configurable logic gates for novel computing devices,[20] nano-
electromechanical systems, and in other emerging fields of
nanotechnology.


Experimental Section


Bis-biotinylated dsDNA fragments were prepared from M13mp18
(Promega) by preparative PCR, with two biotinylated primers, 5'-
biotin-AGC GGATAA CAATTT CAC ACA GGA-3' (bcA) and 5'-biotin-
AAG GCG ATTAAG TTG GG-3' (bG), as previously described.[10] Con-
jugates of recombinant STV (IBA, Göttingen) and the biotinylated
dsDNA were prepared by diluting STV (1 mL; 2 mM in buffer A) with


buffer A (13 mL) and subsequently adding the
dsDNA (1 mL; 3 mM in buffer A). Buffer A was
10 mM tris(hydroxymethyl)aminomethane (Tris)
buffer (pH 7.3) that contained 5 mM ethylenedia-
minetetraacetate (EDTA). The molar ratio of DNA
to STV was about 3:2. The incubation was
typically carried out for 48 hours at 4 8C.


Samples for SFM imaging were prepared by
placing a drop (6 mL) of solution containing
MgCl2 (4 ± 40 mM) and DNA ± STV conjugates
(about 500 nM) onto a parafilm sheet. The drop
was adsorbed onto freshly cleaved mica, and left
to fix for one minute. The drop was then quickly
washed three times with deionized water
(50 mL), and immediately blown dry for 5 min-
utes with nitrogen gas. The SFM inspection was
carried out with commercial instruments (Digital
Instrument, Dimension 3000, and Multimode III)
using Si cantilevers purchased from Nanosensor.
The SFM images were taken with instruments
operating in high-amplitude dynamic mode with
a homemade active feedback circuit,[21] to pre-
vent the onset of intermitted contact (tapping).


Figure 5. Statistical evaluation of the ion-dependent relative abundance of the structural intermedi-
ates a ± d (Figure 4). The heights of the histograms represent the percentage of the individual species
according to the concentration of MgCl2 used for immobilization. The total number of dsDNA molecules
counted was greater than 1500. Note the increased abundance of the condensed species at 40 mM


MgCl2 . The intermediates b and c are scarce for the dimer 1, while in the case of the trimer 3 and
tetramer 4, the intermediates b and c, which contain symmetrical Y-type DNA structures, are present to
a greater extent.
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With this circuit, SFM can be performed stably within the attractive
interaction regime in air, so that the interaction between the
scanning tip and the sample is minimized.
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Stereoselective Recognition of Monolayers of
Cholesterol, ent-Cholesterol, and Epicholesterol
by an Antibody
Merav Geva,[a] David Izhaky,[a] Daniel E. Mickus,[b] Scott D. Rychnovsky,[c]


and Lia Addadi*[a]


The interaction between a monoclonal antibody and four distinct
monolayers with varying degrees of structural, chemical, and
stereochemical similarity were studied and quantified. The anti-
body, raised and selected against cholesterol monohydrate crystals,
interacts with cholesterol monolayers stereospecifically, but not
enantiospecifically. Monolayers of ent-cholesterol molecules, which
are chemically identical to cholesterol and whose structure is the
exact mirror image of the cholesterol monolayer, interact with the
antibody to the same extent as the cholesterol monolayers. The
affinity of the antibody for both enantiomeric monolayers is
extremely high. However, the antibody does not interact with
monolayers of epicholesterol, which is an epimer of cholesterol :
The hydroxy group in epicholesterol is in the 3a position rather


than in the 3b position, imposing a different angle between the
hydroxy group and the rigid steroid backbone, and a different
packing of the molecules. Monolayers of triacontanol, a long-chain
primary aliphatic alcohol, interact with the antibody to a lesser
extent than the cholesterol and ent-cholesterol monolayers,
presumably due to the structural flexibility of the triacontanol
molecule. The lack of chiral discrimination by the antibody is thus
correlated to the level at which the chirality is exposed at the
surface of the monolayers.


KEYWORDS:


antibodies ´ cholesterol ´ interfaces ´ monolayers ´
stereoselectivity


Introduction


Most cellular processes are based on molecular recognition
between different molecules, macromolecules, and surfaces.
Molecular recognition ranges from chemical recognition (e.g.
electrostatic interactions, hydrogen bonding) to steric structural
complementarity. Chiral recognition is often a major component
of these recognition processes, since natural biopolymers are
composed of chiral monomers of unique homochiralities (L-
amino acids, D-sugars). Chirality can thus be exploited to
distinguish between the various types of interactions determin-
ing recognition, because enantiomers have the same chemical
and structural characteristics and differ only in their configu-
rations, which are mirror images of each other.


The immune system in particular has evolved such that the
binding sites of antibodies are largely variable, enabling
remarkable chemical and structural specificity as well as some
flexibility. Antibodies are the powerful recognition tool that
nature has evolved to tackle potentially any type of foreign
invader. The diversity of the immune system is continuously
challenged by a wide range of antigens, the response to which is
not preencoded. Individual antibodies that have the highest
affinity for the target are selected out of the general pool, and
their response is subsequently amplified and optimized follow-
ing the individual challenge. Different antibodies may thus show
different levels of cross-reactivity towards stereoisomers and
enantiomers.


The question of enantioselectivity of antibodies has been
previously addressed. High levels of chiral discrimination were
found for polypeptide antigens such as L- and D- rubredoxin,[1]


and L- and D- melittin,[2] as well as in the recognition of haptens
such as the chiral center of free a-amino acids.[3] Low stereo-
specificity was observed, however, in other studies of antibody ±
antigen recognition such as the L- and D-enantiomers of the
hexapeptide IRGERA[4, 5] and the stereoisomers of soman (pina-
colylmethyl phosphonofluoridate, C7H16PO2F) a cholinesterase
inhibitor.[6] Different antibodies thus show different levels of
cross-reactivity towards enantiomers.


It is not surprising that an antibody with a deep binding
pocket that envelopes a chiral hapten will show enantiomeric
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discrimination. The issue of chiral recognition becomes, how-
ever, far from trivial when the chiral molecules are arranged on a
planar surface. The molecular chirality may not be manifested on
the surface, such that chiral recognition may not occur. One
common example is the surface of proteins in the b-sheet
conformation, where the individual chirality of each amino acid
is by and large not manifested on the surface of the sheet.[7] On
the other hand, the ability of a surface to discriminate between
enantiomeric proteins was demonstrated with antifreeze pro-
teins. In vitro studies with synthetic D- and L-enantiomers of an
antifreeze polypeptide have shown enantioselective binding to
a specific ice crystal face in mirror image directions.[8] In
biomineralization, a number of examples of conserved chiral
crystal morphologies was interpreted suggesting that chiral
interactions between proteins and crystals modulate crystal
growth.[9±12] A water-soluble lipase was shown to be inhibited to
different extents by monolayers of chiral inhibitors.[13] Particularly
relevant to the present work is the chiral discrimination
exhibited by the polyene antibiotic amphotericin B, which forms
pores in steroid-containing membranes. Amphotericin B produ-
ces different ion channels in membranes containing enantio-
meric cholesterol than in cholesterol-containing membranes.[14]


The use of crystal surfaces as antigens provides an interesting
perspective of the problem of stereochemical surface ± surface
recognition in biological systems, and in particular in antigen ±
antibody recognition. Crystal surfaces provide homogeneous
antigens whose structures are repetitive and known at the


atomic level. The detailed molecular and structural information
available on the surface of crystals thus enables a highly sensitive
examination of the specificity of recognition and interactions.


Monoclonal antibodies were induced by injection of choles-
terol monohydrate crystals and 1,4-dinitrobenzene crystals into
mice. Antibodies were selected which specifically interact with
each crystal. Two of the selected antibodies exhibited prefer-
ential recognition for specific crystal faces.[15, 16] Molecular
modeling of the variable regions of these antibodies suggests
that the molecular interaction between the binding site of the
antibody and the recognized crystal face is based both on
geometrical fit and on chemical forces.[17]


The study of the interactions of this antibody with cholesterol
crystals was subsequently extended to monolayers of choles-
terol at the air ± water interface. Epifluorescence studies showed
that antibody 36A1 is uniformly and specifically bound to
monolayers of cholesterol.[18] The same antibody does not bind
under the same conditions to monolayers of epicholesterol.[19]


The interactions between the monolayer antigen and the
antibody depends both on the chemical nature of the surface
and on structural features. The use of stereoisomers as antigens
enables the study of the influence of structural (as opposed to
chemical) aspects. The introduction of enantiomeric monolayers
allows the same structural arrangement to be studied in mirror
image configurations, thus isolating the chiral contribution, if
any, to the recognition process. The use of a flexible molecule
with the same chemical headgroup provides information on the
level of structural adaptability of the antigen ± antibody com-
plex. To this end, we have studied and quantified here the
interactions of antibody 36A1 with monolayers of cholesterol,
enantiomeric cholesterol (ent-cholesterol), epicholesterol, and
triacontanol, a long-chain primary aliphatic alcohol.


Results


Monolayers of cholesterol, epicholesterol, and ent-cholesterol


The three stereoisomers form, at the air ± water interface,
monolayers with similar characteristics. The surface pressure/
area isotherms for ent-cholesterol give the same limiting
molecular area as for cholesterol, 42 �2 per molecule, and the
same collapse pressure of 43 mN mÿ1 (data not shown). The
limiting molecular area is lower for epicholesterol, 35 �2 per
molecule, and so is the collapse pressure, 30 mN mÿ1.[19]


The area per molecule deduced from each pressure/area
isotherm was used to calculate the amount of steroid to be
spread to achieve coverage of a given interface of the trough.
The calculated amounts of each steroid were then deposited in
the trough, on the surface of a solution of phosphate-buffered
saline (PBS), by evaporation of a chloroform solution of the
steroid (5 mL, 10ÿ4 M). They were allowed to equilibrate for
15 minutes before observation.


To directly visualize the uncompressed monolayers under the
epifluorescence microscope, 1 mol % 3b-cholesteryl-rhodamine-
B and 3a-cholesteryl-rhodamine-B were added to the cholesterol
and epicholesterol solutions, respectively.[18] The ent-cholesterol
monolayers were also doped with 3b-cholesteryl-rhodamine-B
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because the synthesis of the rhodaminated ent-cholesterol was
technically made impossible by the small amounts available.
Under these conditions, all three monolayers retain their fluidity
and stability for over 24 hours, and display the same morpho-
logical characteristics (Figure 1 A, panels a ± c). Homogeneously
fluorescent layers are interrupted by small (approximately 10 %)
dark regions of empty interface. Doping with 3b-cholesteryl-
rhodamine-B does thus not appear to perturb the homogeneity
of the monolayer at the resolution available with the epifluor-
escence microscope.


Observed at the air ± water interface, the monolayers are
mobile, with rapid random movement of the dark regions. They
can be immobilized by lifting onto a glass slide that is lowered
from the air parallel to the surface until it touches the interface.
Contact angle measurments can be used to verify the presence


of a monolayer on the slide, when this cannot be visualized by
fluorescence.[19]


Interactions of antibody 36A1 with monolayers of cholesterol
stereoisomers


To introduce the antibody after monolayer deposition an
appropriately devised trough was used, which was equipped
with a microchannel system for subphase exchange.[18] Antibody
36A1, an IgM isotype, was purified from ascites fluid by affinity
chromatography, fluorescently labeled by covalent binding of
rhodamine-B isothiocyanate, and cleaned from excess rhod-
amine by further purification on a Sephacryl column. The
average labeling varied in the various labeling reactions
between 5 and 20 rhodamine molecules per antibody molecule.


After deposition and equilibration
of the monolayers (not fluorescent-
ly doped), the fluorescent antibody
was injected into the subphase at
the desired concentration, and in-
cubated for one hour prior to
observation. Any fluorescence ob-
served at the air ± water interface
under these conditions is due to
the interaction of the fluorescent
antibody with the nonfluorescent
monolayer. A 10:1 excess of a
different, nonfluorescently labeled
IgM antibody was added as a
competitor to reduce nonspecific
adsorption of the specific antibody
to the monolayers. As an alterna-
tive to the use of a competitor,
repeated washings of the mono-
layer with water after incubation
with the antibody was used in
some experiments. The latter tech-
nique was, however, not as repro-
ducible and effective as the former.


To avoid artifacts that may result
from antibody aggregation, differ-
ent environmental conditions, etc. ,
sets of the three monolayers of
cholesterol, epicholesterol, and
ent-cholesterol were consecutively
monitored within the same day.


The monolayers were observed
first under the epifluorescence mi-
croscope directly on the trough
and imaged. They were then lifted
onto glass slides, and series of
images were taken randomly on
the slide. Series of eight progres-
sively decreasing concentrations of
antibody 36A1, ranging from
1.0 mg mLÿ1 to 0.025 mg mLÿ1 were
studied. Representative sets of im-


Figure 1. A: Molecular formulas and epifluorescence micrographs of monolayers of cholesterol (a), ent-cholesterol (b),
and epicholesterol (c), doped with 1 mol % 3b-cholesteryl-rhodamine-B (a, b) or 3a-cholesteryl-rhodamine-B (c). Scale
bar� 40 mm. B: Epifluorescence micrographs of rhodaminated antibody 36A1 bound to monolayers of cholesterol
(a, d, g) ; ent-cholesterol (b, e, h), and epicholesterol (c, f, i). The initial antibody concentrations in the subphase were :
1.0 mg mLÿ1 (a ± c) ; 0.5 mg mLÿ1 (d ± f) ; 0.025 mg mLÿ1 (g ± i). Scale bar� 40 mm.
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ages are reported in Figure 1 B at three different concentrations.
At all antibody concentrations, the antibody-bound choles-


terol monolayers displayed distinct fluorescent patterns, corre-
sponding to the morphology of the monolayer, while the
epicholesterol monolayers were not fluorescent, or showed
background fluorescence at higher amplification. At concentra-
tions lower than 0.025 mg mLÿ1 no distinct fluorescent pattern
could be detected on any of the samples. The presence of a
monolayer in the epicholesterol slides, when no fluorescence
was detected, was verified by contact angle measurements.
Antibody 36A1 thus interacts with monolayers of cholesterol but
does not interact with monolayers of epicholesterol, ensuring
that the fluorescence labeling of the monolayer can be
attributed to specific binding.


Monolayers of ent-cholesterol, under the above conditions,
interact with antibody 36A1 to the same extent as cholesterol
monolayers, at all concentrations tested (Figure 1 B, panels a ± i).


The amounts of antibody bound per unit area of monolayer at
the different concentrations were calculated from the known
number of fluorophores bound per antibody molecule, the
known area covered by the monolayers, and the observed
fluorescence intensity. The antibody concentration in solution, in
equilibrium with the complex, was deduced by subtraction of
the amount of bound antibody from the amount injected, and is
thus an upper limit to the actual residual concentration. The
amount of bound antibody per unit area of monolayer is plotted
against the residual antibody concentration in solution (Fig-
ure 2). Although these data cannot be easily translated into a


Figure 2. Binding curve of antibody 36A1, bound to monolayers of cholesterol
and ent-cholesterol.


binding constant, because the concentration of effective antigen
is difficult to evaluate, they provide valuable information on the
very high binding affinity of the antibody for the cholesterol and
ent-cholesterol monolayers. In particular, these data show that at
the lowest concentrations observable, over 90 % of the antibody
initially introduced in solution is bound to the monolayer.


Furthermore, the interaction of antibody 36A1 with both
cholesterol and ent-cholesterol monolayers yields a fluorescence
image resembling that of the monolayers themselves, in terms of
morphology and mobility, implying that the distribution of the
antibody is uniform exclusively under monolayer domains.
Indeed, the monolayer-free areas at the lowest antibody


concentrations (Figure 1 B, panels g, h) appear completely dark
even when directly observed on the trough.


We conclude that antibody 36A1 interacts with monolayers of
cholesterol and ent-cholesterol specifically and to the same
extent, not differentiating between the enantiomeric structures.


Interaction of antibody 36A1 with triacontanol monolayers


Next, the interaction of antibody 36A1 with monolayers of
triacontanol, CH3(CH2)29OH, was tested. Triacontanol, a primary
alcohol, is chemically different from cholesterol. Structurally, it
has a long flexible aliphatic chain, in contrast to the steroids
above, which have a very rigid structure. Monolayers of
triacontanol were deposited on the surface of a PBS solution
as described above.


The interaction of antibody 36A1 with monolayers of triacon-
tanol was studied using the same procedure described for the
steroids. A series of antibody concentrations ranging from
1.5 mg mLÿ1 to 0.2 mg mLÿ1 were tested. Incubation of the
nonlabeled triacontanol monolayer with the fluorescently la-
beled antibody yielded fluorescence images with distinct
patterns of dark and fluorescent areas. These were attributed
to a crystalline phase and a fluid monolayer phase, respectively.
The crystalline areas appear as rigid shapes with straight
boundaries delimited by sharp angles (Figure 3 b). They appear


Figure 3. Epifluorescence micrographs of rhodaminated antibody 36A1 bound
to monolayers of cholesterol (a, c) and triacontanol (b, d). The initial antibody
concentrations in the subphase were : 1.5 mg mLÿ1 (a, b) ; 0.2 mg mLÿ1 (c, d). Scale
bar� 40 mm.


as dark areas, implying that the antibody does not interact with
them. In contrast, the fluid monolayer areas are fluorescent,
implying that the antibody does interact with the flexible liquid
phase down to concentrations in solution of 0.5 mg mLÿ1.
However, at an antibody concentration of 0.2 mg mLÿ1, no
fluorescent labeling of triacontanol could be observed, while
at this same concentration the cholesterol monolayer still
preserved labeling (Figure 3 c, d). The presence of the triaconta-
nol monolayer could be detected by higher amplification of the
fluorescence signal. The cholesterol monolayer was clearly
detected at a shutter speed of 0.16 s, while the triacontanol
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monolayer was not. Nevertheless, increasing the shutter speed
to 0.32 s a very weak fluorescence pattern could be seen,
confirming the presence of the monolayer. We conclude that
antibody 36A1 interacts with triacontanol monolayers (not
crystalline), although to a lesser extent than with cholesterol
monolayers.


Discussion


We have shown here that the recognition between the
monoclonal antibody 36A1 and monolayers of cholesterol at
the air ± water interface is stereoselective, but not enantioselec-
tive. Monolayers of both cholesterol and its enantiomer ent-
cholesterol interact with the antibody to the same extent down
to antibody concentrations in solution at least as low as 10ÿ11 M.
The lack of enantiomeric recognition, although surprising at first
sight, may be understood considering the expression of chirality
on the surfaces, which is smoothed by the molecular packing. In
contrast, the antibody interacts with epicholesterol monolayers
only at the highest concentrations tested (1.0 mg mLÿ1), and even
then the interaction is far weaker than with the cholesterol
monolayers. When the monolayer is composed of triacontanol, a
long-chain aliphatic alcohol, the antibody interacts down to
concentrations in solution of 0.5 mg mLÿ1.


The recognition of the antibody was thus challenged with four
distinct monolayers. Cholesterol and ent-cholesterol are rigid,
chiral, and are chemically and structurally identical, apart from
being the exact mirror images of each other. Triacontanol has the
same hydroxy functionality, but is chemically different from
cholesterol, having an aliphatic chain rather than a steroid
backbone, and is thus structurally flexible. Epicholesterol has the
same ring system as cholesterol, though it is structurally
different: The hydroxy group in epicholesterol is in the
3a position rather than in the 3b position, thus imposing a
different angle between the hydroxy group and the rigid steroid
backbone. The fact that there is no interaction between the
antibody and the epicholesterol monolayer proves that the
interaction with the antibody is specific. The fact that the
interaction between the antibody and the triacontanol mono-
layer is weaker than with cholesterol and ent-cholesterol, but
stronger than with epicholesterol monolayers shows that the
interaction is dependent on the structure even more than on the
chemical composition of the molecules comprising the mono-
layer, and is influenced by the rigidity of its molecular
components.


Monoclonal antibody 36A1 was raised and selected against
cholesterol monohydrate crystals, and was shown to interact
preferentially with the {301} faces of the crystals. These faces
display molecular steps with one side of the step exposing
hydroxy groups and water molecules (as on the {001} faces) and
the other exposing the hydrophobic backbone of cholesterol (as
on the {101} faces).


The structures of the uncompressed monolayers of cholester-
ol and ent-cholesterol are not known. In compressed mono-
layers, the molecules were found to form domains with a
coherence length of approximately 100 �, oriented with the
hydroxy groups in the water and the hydrophobic backbone


forming an angle of approximately 758 to the interface.[20]


Therefore, the surface that is exposed to water is expected to
resemble the {001} faces of cholesterol monohydrate crystals. At
domain boundaries, the hydrophobic backbones may well
assume arrangements akin to those exposed at the {h0l} faces,
such that steps with a structure similar to that found on the {301}
faces and complementary to the antibody binding site may
occur. It is important to emphasize that the monolayer is not
static, enabling a high degree of freedom and flexibility relative
to crystal surfaces.


The molecular model of the binding site of antibody 36A1
consists of two regions, resembling two faces of the molecular
step on the crystal. The hydrophilic part is suggested to interact
with the hydroxy moieties of cholesterol, and the hydrophobic
part with the steroid hydrophobic backbone. The docking model
suggests that one antibody binding site interacts with 10 ±
12 molecules of cholesterol in their structured organization.
The hydrophobic face of the 36A1 binding site has five tyrosine
residues whose side chains are not completely constrained,
enabling at least partial adjustment of their orientation. The
differences between the cholesterol and the ent-cholesterol {h0l}
surfaces in the crystal are in the different orientations, especially
of the methyl groups, relative to the surface. The angle formed in
the step and the relative arrangement of the molecules is
identical. The {001} faces express very little chirality, if any,
whereas the {h0l} faces do express chirality at the surface. The
chiral molecules are structured, however, such that rows of
identical groups related by translation are tightly packed
together. Inspection of the crystal structure suggests that,
because of the tight packing and repetitive structure, the
chirality of the individual carbon atoms would not be easily
detected upon interaction of an external surface with the
molecular arrays.


The results show that the antibody does not distinguish
between the structure of cholesterol monolayers and that of its
enantiomer. This suggests that the antibody can overcome the
minor topographic differences between the hydrophobic enan-
tiomeric surfaces, and interact with the cholesterol and ent-
cholesterol monolayers to the same extent.


The fact that antibody 36A1 interacts with triacontanol
monolayers more weakly than with the cholesterol and ent-
cholesterol monolayers, supports the above theory. In the case
of the enantiomeric surfaces, the flexibility of the antibody's
binding site compensates for the minor differences in the
structure, whereas in the case of the triacontanol surface, the
structure of the monolayer component is flexible, thus enabling
interaction. Moreover, the interaction between the antibody and
triacontanol is restricted to the liquid monolayer domains, while
in the crystalline domains, in which the molecules are con-
strained in a more rigid structure, there is absolutely no
interaction with the antibody. In epicholesterol monolayers,
the rigidity of the molecule does not enable interaction with
antibody 36A1, because the angle imposed on the step is much
more acute.


Interestingly, also the antibiotic filipin, which interacts with
single cholesterol molecules, distinguishes between cholesterol
and epicholesterol monolayers. The differences in interaction,
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however, based on experiments of pressure area changes upon
complexion of the monolayers with filipin, show a limited
selectivity, much lower than the one observed here.[21]


Cholesterol and ent-cholesterol were previously used to study
ion channel formation by amphotericin B, proving its enantio-
selective binding to cholesterol.[14] This result stands in contrast
to the lack of enantiospecificity of antibody 36A1, once more
highlighting the difference between chirality expressed by single
molecules and by molecular arrays.


In conclusion, the antibody recognition depends both on the
molecular structure and on the molecular packing. Its stereo-
specificity appears to be enhanced by the two factors acting
together. Judging from the quantitative data obtained here, the
affinity of the antibody for both enantiomeric monolayers is
extremely high, implying that the chirality of the surface is not a
dominating factor in the interaction. The use of enantiomeric
and epimeric surfaces provides a tool to achieve keen distinction
of the expression of chirality on surfaces, as well as providing
accurate information on molecular recognition mechanisms.
Once this is established, the high specificity of the antibodies
may be conceivably exploited for the design of supramolecular
devices such as biosensors.


Experimental Section


Materials and equipment: ent-Cholesterol was synthesized as
described by Mickus and Rychnovsky.[22] Anti-cardiolipin antibody
was provided by Dr. Miriam Blank, Sheba Medical Center, Israel.
Cholesterol (>99 % pure), triacontanol, rhodamine-B isothiocyanate,
Sephacryl S-200, and dry DMSO were purchased from Sigma
(Rehovot, Israel). The ImmunoPure IgM Purification Kit #44897 was
purchased from Pierce (Rockford, IL, USA). Cholesteryl-rhodamine
and epicholesteryl-rhodamine were synthesized as previously de-
scribed.[19] Monolayers were imaged under epifluorescent light in a
Zeiss (Germany) optical microscope, using a video camera equipped
with a MSV-700L integration attachment that allows amplification of
the image intensity by a magnification up to �16 (Applitec, Israel).
Absorption measurements were performed in a Ultrospec II spec-
trophotometer (LKB Biochrom Ltd., Cambridge, England).


Antibody isolation and purification: Antibody 36A1 was raised and
selected against cholesterol monohydrate crystals as described
previously.[16] The antibody was purified from ascites fluid by affinity
chromatography by using an ImmunoPure IgM purification column
according to the manufacturer's instructions. The purified antibody
was extensively dialyzed against PBS, and stored at 4 8C. Under these
conditions the antibody can be stored for up to six weeks without
deterioration.


Fluorescent labeling of antibody 36A1: Sodium carbonate buffer
(30 mL, 1 N, pH 9) was added to a solution of the purified antibody
(270 mL, 0.5 ± 0.8 mg mLÿ1). Rhodamine-B isothiocyanate was dis-
solved in dry DMSO (40 mL, 1.0 mg mLÿ1) and was gradually added
to the antibody solution over 1 h at room temperature under
constant agitation. The solution was stored at 4 8C for 5 h, then NH4Cl
was added (26 mL, 2 N), and the solution was stored at 4 8C for an
additional 90 min. The labeled antibody was separated from the
unbound rhodamine by gel filtration on a Sephacryl S-200 column.
The labeled antibody was stored in the dark at 4 8C. Under these
conditions the rhodamine-labeled antibody was stable for up to two
weeks, after which aggregation may occur. The rhodamine/antibody
labeling ratio was determined for each rhodaminated antibody


batch, by measurement of the relative absorption of the antibody
(l� 280 nm, e�9.0�105 Mÿ1 cmÿ1) and the rhodamine (l� 565 nm,
e� 9.2� 104 Mÿ1 cmÿ1). The measured ratios were 5, 8, 14, and 20
rhodamine molecules per antibody molecule, respectively.


Immunolabeling of monolayers


Apparatus: All experiments were performed in a 20� 20� 4-mm3


teflon trough, as described by Izhaky and Addadi.[18, 19]


Monolayers: To visualize the monolayers by epifluorescence,
1 mol % of 3b-cholesteryl-rhodamine-B or 3a-epicholesteryl-rhod-
amine-B were added to the cholesterol and epicholesterol solutions,
respectively. The ent-cholesterol monolayers were probed with 3b-
cholesteryl-rhodamine-B since synthesis of a special probe for the
ent-cholesterol was technically impossible. Monolayer deposition
and lifting were performed as previously described.[18, 19]


Immunolabeling: A monolayer of the required steroid (not fluo-
rescently labeled) was deposited on a PBS solution. After 15 min of
equilibration, the subphase was exchanged by injecting the binding
solution (3 mL, 1.0 ± 0.025 mg mLÿ1 rhodaminated 36A1 in PBS), and
the monolayer was incubated for 1 h. The monolayer was then
viewed under an epifluorescence microscope to confirm its presence
and morphology, transferred to a glass slide, and imaged. At least
five images were taken from distinct regions of the slide. Nonspecific
adhesion to the monolayer was reduced either by addition of a
competitor IgM antibody to the binding solution (10:1 concentration
excess), or by extensive washing of the monolayer on the glass slide.
Either antibody 48E1 (independently produced in our laboratory
against crystals of leucyl-leucyl-tyrosine) or an anti-cardiolipin anti-
body were used as competitors. Every experiment was repeated at
least three times independently.


Quantitative analysis: Solutions of rhodamine in PBS were prepared
at concentrations in the range of 10ÿ4 ± 10ÿ8 M. For each concen-
tration, a drop of 10 mL was placed between two 24�24-mm glass
slides, forming a thin (17 mm) homogeneous layer of fluorescent
solution, which was imaged with the epifluorescent microscope. The
fluorescence intensity is thus directly correlated to the amount of
rhodamine molecules per mmÿ2. This was used as a calibration for
the monolayers' fluorescence by comparing fluorescence intensities.
The total amount of antibody bound to the monolayer was
calculated by considering the surface area of the monolayer and
the number of rhodamine molecules bound to the antibody in each
experiment. The residual concentration of unbound antibody in the
trough at equilibrium was calculated by subtracting from the total
amount of antibody injected into the trough the calculated amount
of antibody bound to the monolayer.


We thank Ms. Alisa Band and Tali Sehayek for help in performing
the experiments. L.A. is incumbent of the Dorothy and Patrick
Gorman Professorial Chair and M.G. is the recipient of the Jeaninne
Klueger Scholarship.
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Backbone and Side-Chain 13C and 15N Signal
Assignments of the a-Spectrin SH3 Domain by
Magic Angle Spinning Solid-State NMR at
17.6 Tesla
Jutta Pauli,[b] Marc Baldus,*[a] Barth van Rossum,[b] Huub de Groot,[a] and
Hartmut Oschkinat*[b]


The backbone and side-chain 13C and 15N signals of a solid 62-
residue (u-13C,15N)-labelled protein containing the a-spectrin SH3
domain were assigned by two-dimensional (2D) magic angle
spinning (MAS) 15N ± 13C and 13C ± 13C dipolar correlation spectros-
copy at 17.6 T. The side-chain signal sets of the individual amino
acids were identified by 2D 13C ± 13C proton-driven spin diffusion
and dipolar recoupling experiments. Correlations to the respective
backbone nitrogen signals were established by 2D NCACX (CX�
any carbon atom) experiments, which contain a proton ± nitrogen
and a nitrogen ± carbon cross-polarisation step followed by a
carbon ± carbon homonuclear transfer unit. Interresidue correla-
tions leading to sequence-specific assignments were obtained from


2D NCOCX experiments. The assignment is nearly complete for the
SH3 domain residues 7 ± 61, while the signals of the N- and
C-terminal residues 1 ± 6 and 62, respectively, outside the domain
boundaries are not detected in our MAS spectra. The resolution
observed in these spectra raises expectations that receptor-bound
protein ligands and slightly larger proteins (up to 20 kDa) can be
readily assigned in the near future by using three-dimensional
versions of the applied or analogous techniques.


KEYWORDS:


NMR spectroscopy ´ protein structures ´ SH3 domains ´
solid-state structures ´ spectrin


Introduction


Structure determination of membrane-integrated protein sys-
tems is in the centre of scientific interest due to their importance
in signalling processes and human diseases. Structural informa-
tion on, for example, peptide agonists or antagonists bound to
G-protein-coupled receptors would be a tremendous help for
understanding the initiation of vital signalling events. Solid-state
magic angle spinning (MAS) NMR[1, 2] is rapidly forthcoming as a
tool for structural studies of such ligand ± protein interactions
involving membrane proteins. A major prerequisite for structural
studies on solid proteins is the development of methods for
obtaining full 13C,15N signal assignments using a uniformly
labelled solid protein sample. There are a number of nontrivial
experimental problems that need to be considered in this
context. Unlike in the liquid state, chemical shielding interactions
or dipolar couplings are strong and anisotropic in solid protein
samples and can be of comparable size or exceed the strength of
the applied radio frequency (r.f.) field. It is thus important to
apply MAS pulse schemes that allow to select and resolve
characteristic backbone and side-chain 15N,13C spin topologies
without undesirable dipolar coupling or truncation effects.
These topologies may be studied by various combinations of
heteronuclear[3±6] and homonuclear correlation methods,[7±11]


possibly augmented by selective excitation or decoupling.
Additional restrictions resulting from limitations in hardware
performance and from the general sensitivity of the protein


structure to high MAS frequencies or probe temperatures need
to be considered with equal importance. We have thus
concentrated on pulse schemes that can be employed at
medium r.f. fields while using moderately fast MAS. All selected
techniques and combinations thereof might be applied in a two-
(2D) or three-dimensional (3D) manner. For a number of reasons,
protein assignment concepts in solid-state NMR are intrinsically
different to those known from solution NMR. There, triple-
resonance experiments like HNCO, HNCA, CBCANNH, CBCA-
(CO)NNH, HBHA(CBCA)NNH and HBHA(CBCACO)NNH[12±16] are
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routinely used as three-dimensional techniques involving proton
detection. However, proton detection in solid-state NMR is yet
challenging even with high-frequency MAS. In addition, existing
techniques for line narrowing during the 1H detection period
presently do not yield large sensitivity enhancements. For this
reason, the techniques used for assignment of proteins with
MAS solid-state NMR will likely involve detection of 13C or 15N
signals. Applications of the frequency-switched Lee ± Goldburg
technique[17, 18] at high field for line narrowing of proton signals
in a virtual dimension are promising, al-
though the signals are still not as well
resolved as in solution.[19] Interresidue corre-
lations will therefore be dominantly ob-
tained by combinations of heteronuclear
band-selective 15N ± 13C cross-polarisation
(CP) and homonuclear 13C ± 13C dipolar re-
coupling techniques, while protons can be
observed, if desired, by indirect detection
using the frequency-switched Lee ± Gold-
burg decoupling technique.[19]


Along these lines, we have obtained a
relatively complete assignment of the 13C
and 15N signals of the 62-residue a-spectrin
SH3 domain, except the flexible N- and
C termini of the 62-residue construct used
(MDETG KELVL ALYDY QEKSP REVTM KKGDI-
LTLLN STNKD WWKVE VNDRQ GFVPA AYVKK-
LD), whose signals were not detected in the
MAS spectra. This was achieved by a suitable
combination of heteronuclear and homonu-
clear 2D MAS NMR techniques. The present-
ed concept might be useful in the structure
determination process of both receptor-
bound hormones and moderately sized
membrane-integrated proteins.


Results


The data set


The data set comprised 2D 13C ± 13C correla-
tion experiments employing proton-driven
spin diffusion (PDSD)[20] and dipolar recou-
pling by using the radio-frequency-driven
dipolar recoupling (RFDR) sequence.[7] The
latter spectra were obtained as previously
described.[21] Both techniques are easy to
implement and have successfully been ap-
plied to multi-labelled 13C spin systems.[21±24]


We investigate in the following the transfer
characteristics of both methods under MAS
at 17.6 T. We did not test other 13C ± 13C
correlation experiments, since all expected
cross peaks were found in our spectra. Band-
selective nitrogen ± carbonyl (NCO) and ni-
trogen ± Ca-carbon (NCA) correlations were


collected with the SPECIFIC-CP sequence[6] (Figure 1 a), and two
relayed sequences, generated by extending the NCA and NCO
sequences (Figure 1 a) with different carbon ± carbon transfer
steps (Figure 1 b and c). The sequence shown in Figure 1 b
contained a proton-driven spin diffusion unit for carbon ± carbon
mixing and was used to record NCACX and NCOCX spectra. The
sequence shown in Figure 1 c, which employs a band-selective
polarisation transfer under DREAM[25] (BASE-DREAM) to achieve
carbon ± carbon transfer via a double-quantum mixing unit,


Figure 1. Pulse sequences for the 15N ± 13C correlation spectroscopy used in this work. In all cases,
ramped[35, 36] proton r.f. fields were used to prepare 15N polarisation via a broad-band (1H,15N) CP transfer.
TPPM decoupling[39] was applied during evolution and detection. a) Band-selective 15N ± 13C polarisation
transfer was used to record the NCO and NCA spectra shown in Figure 2, which was achieved by applying
r.f. fields of 30 kHz (15N) and 15 kHz (13C), respectively. The 13C carrier frequency was centred at d� 45
(NCA) and d� 185 (NCO). During the heteronuclear 15N ± 13C CP a linear ramp (100 ± 80 %) was applied
on the 15N channel to optimise efficiency and selectivity of the transfer. b) 15N ± 13C correlation transfer
with a 13C ± 13C mixing unit used to record the NCACX and NCOCX spectra (see Figures 3 and 4). CA and
CO polarisation was prepared as described above followed by proton-driven spin diffusion times of 10 ms
(NCACX) or 8 and 30 ms (NCOCX). For excitation and reconversion of longitudinal magnetisation, two 90-
degree pulses were applied at a 13C offset frequency of d� 100 using r.f. fields of 50 kHz. c) 15N ± 13C
correlation transfer with a double-quantum mixing unit to achieve carbon ± carbon transfer (Figure 4,
bottom). The sequence was used to record an NCACX-BD spectrum. Double-quantum mixing was
achieved by a weak 13C B1 field that was linearly amplitude-modulated from 6 to 3 kHz during a mixing
time of 2 ms. The following phase cycles were applied : f1� y, y, ÿ y, ÿ y; f2� x, ÿ x, x, ÿ x, ÿ x, x, ÿ x,
x; f3� x, x, x, x, ÿ x, ÿ x, ÿ x, ÿ x; f4� x, ÿ x, ÿ x, x.
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served for obtaining an NCACX spectrum with a different
transfer profile.


The 13C ± 13C homonuclear correlation spectra were recorded
with mixing times of 5 and 15 ms (PDSD) and 1 and 3 ms (RFDR).
In the set of short mixing times (PDSD 5 ms, RFDR 1 ms), cross
peaks between the directly bonded carbon atoms were
predominantly observed, while for mixing times of 15 and
3 ms, respectively, intraresidue-relayed cross peaks emerged. For
reasons of sample sensitivity and hardware limitations, the RFDR
technique was only applied in a band-selective manner on the
aliphatic region. Therefore, a larger number of correlations
between the carbonyl carbon atoms and the aliphatic carbon
atoms were only observed in the PDSD spectrum recorded with
a mixing time of 15 ms at a 17.6-T spectrometer. Apart from this
difference, spectra with equivalent cross peak patterns in the
aliphatic regions were obtained by both techniques. The RFDR
spectrum recorded with band-selective excitation of the ali-
phatic region and with a mixing time of 1 ms shows the same
cross peaks as found in the aliphatic region of the PDSD
spectrum with a mixing time of 5 ms. In addition, the cross peak
pattern observed in the RFDR spectrum recorded with a mixing
time of 3 ms is identical to the cross peak pattern seen in the
aliphatic region of the PDSD spectrum that was measured with a
mixing time of 15 ms. It should be noted that these results have
been obtained under different experimental conditions from
those described in ref. [24] .


The NCA and NCO spectra were recorded with band-selective
SPECIFIC CP[6] transfer steps. Unlike the conventional CP experi-
ment,[26, 27] SPECIFIC CP is characterised by low- to medium-size


r.f. fields that facilitate polarisation transfer whenever the
effective field of r.f. irradiation (w1, w2) and chemical shift offsets
(W1, W2) of a heteronuclear spin pair fulfil the following (zero-
quantum (ZQ), n��1, �2) recoupling condition [Eq. (1)]:


�������������������
w2


1 � W2
1


p ÿ �������������������
w2


2 � W2
2


p � n wR (1)


Using a slow r.f. amplitude modulation for one of the two r.f.
fields (e.g. w1(t)), the recoupling condition of Equation (1) can be
fulfilled for a defined range of chemical shift offsets. Further
theoretical considerations on how to select the applied r.f. fields
w1 and w2 or the resonance offsets W1 and W2 in Equation (1) and
how to maximise the transfer efficiency for a given MAS
frequency wR can be found in ref. [6] . This concept was applied
to obtain NCA and NCO spectra containing exclusively NiCa


i and
NiCOiÿ1 cross peaks (Figure 2), respectively, which provide a high-
resolution fingerprint of the protein. They are particularly useful
for distinguishing direct and relayed correlations in the NCACX
and NCOCX spectra discussed below. The NCO and NCA spectra
were recorded at a MAS frequency of 12 kHz and with a proton
decoupling field of 100 kHz to enhance resolution. The same
band-selective N ± C transfer was used as a preparatory unit for
recording NCACX and NCOCX spectra of sufficient selectivity and
intensity. For the carbon ± carbon correlation step contained in
these experiments we have applied two complementary
schemes taking into consideration the hardware and sample
requirements discussed above. The first scheme exploits again
spectral spin diffusion during MAS (Figure 1 b). Unlike 2D 13C ± 13C-
correlation experiments, the selective preparation of CA or CO


Figure 2. NCO (left) and NCA (right) spectra of the precipitated a-spectrin SH3 sample recorded with the pulse sequence shown in Figure 1 a with appropriate settings
for carbon power and frequency. The spinning frequency was 12 kHz, and the temperature was adjusted to 278 K. Assigned signals are indicated with the respective
residue type and number. In the spectrum at the left, the NCO cross peaks yielding sequential information are indicated with the residue contributing to the nitrogen
chemical shift first, followed by the residue that contributes to the carbonyl chemical shift. Both spectra were processed to yield optimal resolution by applying a phase
shifted by p/3 sine-bell function in t1 and a Lorentz ± Gauss transformation in t2 .
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polarisation leads to different transfer characteristics due the
homonuclear correlation unit. In our applications of the PDSD
mixing technique in NCACX experiments at 17.6 T and 8-kHz
MAS, we observed an preferred transfer between the Ca atom
and those carbon atoms with signals in the region between
d�20 and d� 35. This is expected from theoretical investiga-
tions[28±30] since the chemical shift differences D match a multiple
of the spinning frequency, that is, D�n wR (n�1, 2. . .). Such a
preferred transfer was never observed in 2D 13C ± 13C-correlation
experiments with mixing times between 1 ms and 15 ms
(Figure 3, top).


The second approach (Figure 1 c) involves a homonuclear
double-quantum (DQ) transfer unit and is optimised for band-
selective transfer in small- to medium-size chemical shift ranges
(in our case: between 65 ± 30 ppm). The concept is based on an
amplitude-modulated version of the continuous-wave (CW)
recoupling experiment HORROR,[31] originally proposed to
measure interatomic distances, and can also be applied in the
context of DREAM ultrafast MAS double-quantum filtering.[25] For
our experimental conditions and requirements we wish to
establish band-selective transfer over a defined frequency range
and thus use the term band-selective polarisation transfer under
DREAM (BASE-DREAM). Similar to the ZQ condition for SPECIF-
IC CP transfer, double-quantum transfer is possible if the r.f. field
wr.f. and the offsets, W1 and W2 , fulfil the following condition
[Eq. (2)]:


���������������������
w2


r:f: � W2
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w2


r:f: � W2
2


p � n wR (2)


Band selectivity is again achieved by a slow amplitude
modulation, wr.f.!wr.f.(t). MAS frequency and offsets were
chosen to cover a chemical shift range of less than 40 which
allows for the selective observation of Ca ± Cb correlations of
those amino acids whose Cb signals occur between d� 30 and
d�45. Placing the r.f. carrier around d� 45 extends the
observation window for Cb signals up to d�65 (Ser). The
transfer leads to negative intensities on Cb signals and simplifies
the analysis of the correlation pattern.[8]


In Figure 3 (bottom) and Figure 4 subspectra of the NCACX
experiments are shown. The NCACX spectrum (Figure 4, top,
blue) was recorded with a proton-driven spin diffusion mixing
sequence employing a mixing time of 10 ms, and the NCACX
spectrum shown in Figure 4 (bottom) with a BASE-DREAM
sequence. The two techniques will be henceforth called NCACX-
PDSD and NCACX-BD. In case of the NCACX-PDSD sequence, a
spectrum with stronger relayed cross peaks involving the Cb and
Cg signals around d�15 ± 40 was obtained, whereas in the
NCACX-BD experiment such kind of relayed cross peaks occurred
exclusively in the 13C chemical shift range of d�25 ± 45. The
latter observation fully agrees (for the 2-ms mixing time
employed) with our theoretical expectation according to
Equation (2). Furthermore, cross peaks of the type NiCOi are
only observed in the NCACX-PDSD spectrum, and not in the
NCACX-BD spectrum.


Two NCOCX experiments containing a broad-band carbon ±
carbon transfer step after the selective nitrogen ± carbon cross
polarisation period were recorded for obtaining interresidue


correlations. Carbon ± carbon mixing was achieved with a unit
employing proton-driven spin diffusion for mixing times of 8 and
30 ms, the latter shown in Figure 4 (top, red). As a result, signals
at the F2 positions of CO, Ca, Cb and Cg of residue i are correlated
with the nitrogen signal of residue i� 1. Experimental parame-
ters were tuned for a selection of cross peaks of the type Ni�1COi,
Ni�1Ca


i , Ni�1Cb
i and Ni�1Cg


i , while signals of the type NiCi were
suppressed. This selectivity of the nitrogen ± carbon transfer is
important for avoiding misassignments.


Assignment strategies


The set of experiments presented above offers several possibil-
ities for generating sequential assignments, which are shown in
Figure 3 and Figure 4. Side-chain assignments that were ob-
tained from the 13C ± 13C PDSD spectrum were included at each
step of the sequential assignment procedure to increase
reliability. As an example, the signal pattern of a threonine
residue (T32) in a PDSD spectrum recorded with a mixing time of
15 ms is shown in Figure 3 (top, dashed lines). In this case, an
unequivocal identification of the Ca, Cb, Cg and CO chemical
shifts and therefore of the amino acid type is possible due to the
characteristic chemical shift of the b-carbon signal at d�
69.8.[21, 23, 24] To facilitate the sequential assignment, it is impor-
tant to identify also the chemical shift of the backbone nitrogen
atom of the respective residue. This can be achieved by
comparing the signal pattern identified in the carbon ± carbon
correlation spectra (Figure 3, top) with the NCACX-PDSD spec-
trum (Figure 3, bottom right), that contains signals of the type
NiCOi, NiCa


i , NiC
b
i and in favourable cases also NiC


g
i for most of the


residues. The identification of the nitrogen chemical shift of T32,
for instance, is indicated in the NCACX-PDSD spectrum by the
prolongation of the dashed lines drawn into the PDSD spectrum.
The spectral region shown in the lower left corner of Figure 3 is
taken from an NCOCX spectrum in which no cross peaks of the
type NiCOi occur, therefore the position of NT32COT32 has been
indicated by a cross.


The simplest procedure to obtain sequential assignments
involves the comparison of the 2D NCACX and 2D NCOCX
spectra, which are shown as a superposition in blue and red
colours, respectively, in Figure 4 (top). In the NCACX spectrum
(blue), the cross peaks of a particular residue i with a unique side-
chain topology may serve as starting points. These cross peaks
are of the types NiCOi, NiCa


i , NiC
b
i and NiC


g
i . The involved carbon


chemical shifts are found at a different nitrogen frequency in the
NCOCX spectrum (red). This nitrogen frequency is the position of
the amide nitrogen signal of the residue following in the
sequence. There, cross peaks of the type Ni�1COi, Ni�1Ca


i , Ni�1Cb
i


and Ni�1Cg
i , respectively (red), occur. In a graphical assignment


procedure, the respective types of cross peaks (e.g. NiCOi (blue)
and Ni�1COi (red), NiCa


i (blue) and Ni�1Ca
i (red), and NiC


b
i (blue)


and Ni�1Cb
i (red)) could be connected by vertical lines. An


example are the correlations between the G51 auto peaks
(NG51COG51 and NG51Ca


G51, blue) and the sequential peaks involving
the F52 nitrogen atom (NF52COG51 and NF52Ca


G51, red) in the two
top frames in Figure 4. The next step is the identification of cross
peaks of the type Ni�1COi�1, Ni�1Ca


i�1, and Ni�1Cb
i�1 in the NCACX
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Figure 3. Top: Two regions from a proton-driven spin diffusion spectrum recorded at a 13C frequency of 188 MHz with a spin diffusion period of 15 ms. The region shown
in the left panel contains cross peaks involving the aliphatic carbon atoms and carbonyl carbon atoms, and the right panel shows cross peaks between aliphatic carbon
atoms. The signal sets of the prolines, five out of the six valines, four out of the five glutamic acids, the two glutamines, two out of three asparagines, four out of the five
aspartic acids, the aromatic residues and the methionine are indicated above the diagonal in the aliphatic region of the PDSD spectra (right panel) by the amino acid
type and sequential number. The isoleucine, the leucines, the lysines and the arginines are indicated below the diagonal. Finally the alanines, three out of the four
threonines and the serines are shown in a symmetrical manner. # indicates L61, K26, K43, K59. § indicates K26, K43, K59. In the aliphatic/carbonyl region (left panel), cross
peaks originating from the glutamic acids, the glutamines, the aspartic acids and the asparagines are indicated that were used for the identification of their amino acid
type. Also, the Ca/CO and Cb/CO cross peaks of three threonines and the Cb/CO cross peaks of the three alanines are labelled. Bottom : Left panel : NCO region of the
NCOCX spectrum that shows interresidue nitrogen ± carbonyl correlations. A cross (X) at d� 118.8/173.8 indicates the position of the intraresidue cross peak of T32, as
observed in the NCO region of the NCACX spectrum (see text for details). Right panel : Aliphatic region of the NCACX spectrum recorded with a PDSD carbon ± carbon
mixing time of 10 ms. All spectra shown were measured at a spinning frequency of 8 kHz and at a temperature of 278 K. Moderate proton decoupling fields of 70 kHz
were applied in all cases. Different contour levels were chosen for the plots of the two regions shown in the bottom part, and in comparison to Figure 2. The signal
pattern of threonine 32 is indicated with dashed lines in the PDSD spectra (top), and extended to the NCACX spectrum for locating the T32 nitrogen signal. The two
interresidue cross peaks of T32, NT32COL31 and NL33COT32 , are also indicated in the NCO region of the NCOCX spectrum. The solid lines connecting A55 and A56 illustrate
how sequential assignments can be obtained from the spectral regions in the figure (see text for details).
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spectra (blue) as outlined above. They can be found also in a
graphical assignment procedure, where horizontal lines would
connect the cross peaks Ni�1COi (red) and Ni�1COi�1 (blue), Ni�1Ca


i


(red) and Ni�1Ca
i�1 (blue), and Ni�1Cb


i (red) and Ni�1Cb
i�1(blue), all


on the frequency of the nitrogen signal of residue i�1. This is
exemplified by the assignment of the a-carbon atoms and the
carbonyl groups of G51 and F52 at the nitrogen chemical shifts
of G51 and F52 in Figure 4 (top). Similar correlations involving Cb


cross peaks of the type NiC
b
i , Ni�1Cb


i and Ni�1Cb
i�1 are shown in


Figure 4 (top) for the sequence stretch T37!K39. In practical
cases it is also useful to execute this procedure in a backwards
manner.


An alternative approach for sequential assignment is outlined
in Figure 3. The required correlations between Ca


i , COi, Ni�1 and
Ca


i�1 may be in principle individually detected by means of cross
peaks of the type Ca


i COi in the CACO region of the PDSD
spectrum (Figure 3, top left), and Ni�1COi and Ni�1Ca


i�1, taken for


example from NCO and NCA spectra, or the respective relayed
techniques NCOCX (Figure 3, bottom left) and NCACX (Figure 3,
bottom right). The required side-chain information is then
available from the aliphatic region of the PDSD spectrum. An
example is shown in Figure 3 (solid lines) where the residue pair
A55-A56 of the SH3 domain is assigned. The carbonyl signal
involved in the cross peak NA56COA55 as observed in the NCO
region of the NCOCX spectrum (Figure 3, bottom left) was
determined to belong to an alanine because of the characteristic
cross peak at d� 15.9/178.7 (Cb


A55COA55) in the aliphatic/carbonyl
region of the PDSD spectrum (Figure 3, top left). The conclusion
that the respective NCO cross peak contains the nitrogen
chemical shift of A56 is drawn on the basis of the NA56Cb


A56 cross
peak at d�113.0/18.2 observed in the NCACX-PDSD spectrum
(Figure 3, bottom right). In practical cases this procedure may be
used to help to confirm the sequential assignments obtained by
the method described above.


Figure 4. Top: Superposition of the NCACX-PDSD (blue) and NCOCX (red) spectra of the a-spectrin SH3 protein. The two spectral regions shown have been processed
with different window functions and are plotted at different levels for convenient comparison. The aliphatic regions of the NCACX-PDSD and NCOCX spectra were
processed by applying a phase shifted by p/3 sine-bell window function in t1 and a Lorentz ± Gauss transformation in t2 . The carbonyl region was processed such that
optimal resolution is obtained by applying a phase shifted by p/3 sine-bell window function in t1 and by a phase shifted by p/2 sine-square window function in t2 .
Bottom: The aliphatic region of the NCACX-BD spectrum recorded with the BASE-DREAM sequence is shown together with the assignments. Blue peaks are positive,
green peaks are negative. The spectra were recorded with a spinning frequency of 8 kHz and at a temperature of 278 K. Correlations used for the sequential assignment
are shown in the two spectra in the top part (see text for details).
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Assignment of the a-spectrin SH3 domain


The 2D RFDR spectra with mixing times of 1 and 3 ms and the
proton-driven spin diffusion spectra with mixing times of 5 and
15 ms served for the identification of the signal patterns of all six
valines, the isoleucine, the two prolines, the two tryptophans,
the phenylalanine, the seven leucines, six lysines, one methio-
nine, the three alanines, the two serines and three threonines.
Many assigned cross peaks are indicated in Figure 3 (top right).
For most of these amino acids the chemical shifts of the carbonyl
signals could be identified by relayed cross peaks in the PDSD
spectrum involving the Cb and Cg signals. The signal pattern of
six glutamines/glutamates and five asparagines/aspartates were
revealed by the correlations between their side-chain carbonyl
group signals and their Cg, Cb and Ca signals (Figure 3, top left).
The signal sets corresponding to four out of six aromatic residues
(the two tryptophans, the phenylalanine and one of the three
tyrosines) were identified by the characteristic signal pattern of
their aromatic rings and the correlations involving Cb signals.


Well-resolved peaks in the NCO and NCA spectra (Figure 2)
yielded several starting points for the sequential assignment
procedure. Additionally, they allowed for distinction of relayed
and direct peaks in the NCACX-type spectra exemplified by the
two glycine carbon peaks in the NCA spectrum around d� 45 ±
46. Due to their distinct Ca


i chemical shifts, those peaks were
readily assigned to glycines, while at the same time their
sequential assignment was simplified due to the isolated
position of each peak in the carbon range. In a similar manner,
the resolved peaks between d�60 ± 65 provided unambiguous
correlations along the carbon axis. Since these signals originated
from threonines, serines and prolines, of which relatively few are
present in the a-spectrin SH3 domain, these correlations yielded
the first pairs of sequentially assigned amino acids. Both spectra
in Figure 2 served also as a control for the selectivity of the N ± C
transfer in the NCACX and NCOCX experiments. Those peaks
that occur in the NCO spectrum, for example, should not occur in
the NCO region of the NCACX spectrum, while the peaks from
the NCA spectrum should not be observed in the NCA region of
the NCOCX spectrum.


The first step in the evaluation of the NCACX spectra
concerned the identification of the amino acid types by
comparison with the RFDR and PDSD correlations using the
method shown in Figure 3. Most easily found were threonine
signal patterns due to the correlation involving the Cb signal
around d�70 (Figure 4, top right, blue signals) and the two
serine patterns due to the negative peaks involving the Cb signal
around d� 64 and d�62 in the NCACX-BD spectrum (Figure 4,
bottom, green signals). There are also weak correlations result-
ing from the two prolines at nitrogen chemical shifts of around
d�137. In both NCACX spectra (Figure 4, top (blue) and
bottom), the signal sets of three threonines, two serines, three
alanines, five out of the six valines, the isoleucine and the
phenylalanine were easily identified due to the distinct chemical
shifts involved.


The sequential assignment procedure was started by estab-
lishing interresidue correlations involving those signal sets
(including also nitrogen chemical shifts) that were well identi-


fied. Serines, prolines and two threonines were then sequentially
assigned by correlations of the type Ni�1COi, Ni�1Ca


i and Ni�1Cb
i ,


yielding the pairs P20/S19, T37/S36, T24/V23 and P54/V53. The
three alanines were assigned sequentially by the A56/A55
correlation as shown in Figure 3, and the two glycines by the
F52/G51 correlation (Figure 4, top). This yielded six assigned
pairs of residues and also the sequence-specific assignment of
A11.


The next step involved the prolongation of the assigned
fragments. The G51/F52 pair, for example, was extended on the
basis of correlations in the NCA and NCO regions, as shown in
Figure 4 (top). This lead to the identification of Q50 and V53, and
together with the identified pairs V53/P54 and A55/A56 to the
assigned sequence fragment Q50 ± A56. Subsequently, frag-
ments containing the pairs S36/T37 and V23/T24 were deduced
in a similar manner. The importance of correlations of the type
NiC


b
i and Ni�1Cb


i for this procedure can be appreciated from
Figure 4 (top) where an example involving the Cb signals of T37
and of the next two residues, N38 and K39, is shown. The
neighbours of A11 and T32, that is L10, L12 and L31, L33,
respectively, were identified in a similar manner. By a detailed
investigation of all possible correlations it was thus possible to
assign the sequence fragments L8 ± L12, K18 ± W42 and R49 ±
L61.


Further assignments were obtained by exploiting those cross
peaks in the NCA and NCO region of NCACX and NCOCX spectra
that had not been used yet. An example is the assignment of the
fragment Y13-D14-Y15-Q16. Possible candidates for the tyro-
sines, the glutamine and the aspartic acid were identified after
inspection of the not yet assigned signal sets. Four of these
signal patterns showed matching cross peaks of the type NiCa


i


and Ni�1Ca
i and the respective carbonyl analogues that we were


able to connect. An assignment at an earlier stage was difficult,
because the corresponding residues showed insufficient transfer
between Ca and Cb in the NCOCX spectrum and the NCACX-
PDSD spectrum. However, their signal patterns could be
identified in the NCACX-BD spectrum, leading to an unequivocal
assignment.


Signal sets for the remaining glutamic acids E7 and E17 were
already identified in the PDSD spectrum at an earlier stage, while
the assignment of their carbonyl signals was not yet achieved.
However, only one unassigned NCO cross peak was left at the
nitrogen chemical shift of K18, the amino acid following E17,
yielding the required assignment. The assignment of this cross
peak at d� 123.4/174.4 to NK18COE17 was supported by the cross
peaks NK18Ca


E17 and NK18Cb
E17, which were found in the NCOCX


spectrum. The nitrogen chemical shift of E17 at d� 122.0 was
identified after searching in the NCACX-PDSD spectrum for cross
peaks with the above-mentioned carbon chemical shifts. This
assignment was confirmed by the cross peaks NE17COQ16 , NE17Ca


Q16


and NE17Cb
Q16 observed in the NCOCX spectrum. Similarly, the


nitrogen chemical shift of L8 was determined by utilising not yet
assigned cross peaks of the type Ni�1COi, and Ni�1Ca


i . The
nitrogen chemical shift of E7 was then deduced from the cross
peaks NE7COE7, NE7Ca


E7 and NE7Cb
E7.


In a previous paper[21] we have pointed out that signals from
the N-terminal residues are weak or missing. The completion of
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the assignment of the well-observable peaks corroborates this
observation, since signals that could be used for the assignment
of the N-terminal residues M1, D2, E3, T4, G5 and K6 and the
C-terminal residue D62 were absent. In particular, we could not
observe a fourth threonine signal set (Figure 3), only two glycine
peaks instead of three in the NCA spectrum (Figure 2), and no
correlation between a glycine and a threonine, which should be
readily observable given the quality of the NCOCX spectrum.
Further problems occurred in the region V46 ± N47. A potential
valine side-chain signal pattern occurred in RFDR and PDSD
spectra. However, it showed only broad signals with roughly less
than one fifth of the integrated intensity observed for signals in
other valine patterns. Hence, insufficient transfer in the NCACX
and NCOCX spectra was observed for V46, and consequently no
correlation could be established to N47 and E45. Also, the
aromatic carbons of Y13 and Y15 could not be assigned. The
observed signal loss could be attributed to dynamic processes,
for example involving ring flips. The chemical shifts of the
assigned signals are listed in Table 1.


Discussion


The observable 13C and 15N signals of the 62-residue a-spectrin
SH3 domain in the precipitated form have been assigned by 2D
magic angle spinning NMR. This assignment comprises all except
five residues of the domain and may provide a basis for
determining its structure in the solid state. The analysis is valid
for one fully reproducible type of sample preparation for the a-
spectrin SH3 protein construct used. The concept presented
here can be readily transposed to larger proteins by trivial
execution of the NCACX and NCOCX techniques in a three-
dimensional manner, and by application of other C ± C mixing
units, for example the SPC-5 sequence[10] in the NCACX and
NCOCX pulse sequences. For much larger protein systems such
as membrane proteins, additional resolving power is expected
from the exploitation of proton chemical shifts or 1H ± 13C or 1H ±
15N heteronuclear dipolar couplings for the generation of
genuine triple-resonance 3D spectra.


In this study, it is demonstrated that assignment strategies in
the solid state benefit strongly from selective transfer that
directs the polarisation in a defined and efficient manner along
the characteristic 15N,13C spin topology networks in the poly-
peptide chain. In particular, discrimination of inter- or intra-
residue contacts in 15N ± 13C backbone correlations proved to be
vital for an unequivocal assignment of NCO-type cross peaks. An
example are correlations between the amide nitrogen atom
(residue i), the carbonyl carbon atom and a-carbon atom signals
of the previous amino acid (residue iÿ 1) in the NCOCX spectra,
that may be ªimpureº and more difficult to interpret if during the
nitrogen ± carbonyl transfer period spurious excitation of the a-
carbon atom or carbonyl group of residue i by the r.f. field takes
place because of the competing NiCOiÿ1 and NiCa


i or NiCOi


transfers. This situation is very similar to the liquid state, where
selective transfers ensure high sensitivity and simple interpreta-
tion of the spectra.


The assignment process would profit from a uniform, chemical
shift range independent carbon ± carbon transfer in the NCACX


and NCOCX sequences. The implementation of other existing
carbon ± carbon transfer techniques such as SPC-5 or of newly
developed ones into the NCACX and NCOCX sequences are
planned. Our choice was dictated by the experimental con-
straints that are associated with biological samples. In particular,
further attempts to increase the observed resolution must
minimise any additional thermal and mechanical stress applied
to the sample. Spinning frequency, decoupling power and the B1


field strength applied during mixing periods had to be adjusted
such that the samples remained stable while spectra with
sufficient resolution were obtained. In this context, spinning
frequencies of 8 kHz, decoupling fields of 70 kHz, sample cooling
to 278 K and the combination of previously described pulse
sequences appeared to be most practical. Otherwise a substan-
tial broadening of the NMR signals was observed.


There are several possible explanations for the absence of
signals from the first six N-terminal and the last C-terminal
residues, from V46, N47, from tyrosine side chains of Y13 and Y15
and from the side chain of K39 in the presented spectra. In
solution, the N terminus is flexible, leading to stronger signals
than observed for the globular part of the protein. On the
contrary, these signals seem strongly attenuated or absent in the
spectra of our solid sample. One reason may be the flexibility of
the N terminus, which could be on a time scale that interferes
with the proton decoupling. As a result, the desired line
narrowing is not realised. At same time the efficiency of cross
polarisation is reduced for mobile protein segments. Another
explanation for the missing signals relates to the occurrence of
heterogeneous broadening which may result from a multitude
of conformers that are ªfrozen outº upon precipitation during
the preparation of the solid sample. This leads to increased
chemical shift dispersion for the signals of the involved residues
and cannot be removed by decoupling techniques. Further
insight might be gained from measurements at low temperature
and from relaxation studies.


We hope that the strategies presented here will pave the way
for studies on ligands bound to membrane-embedded proteins
by MAS solid-state NMR. In our study, narrow lines were obtained
for the well-ordered globular part of the protein. The peptide
ligands bound to G-protein-coupled receptors are expected to
adopt a rigid structure by the action of the protein scaffold and
should hence show well-resolved spectra that are straightfor-
ward to analyse. We expect also spectra of similar quality for the
transmembrane regions of membrane proteins, except their
lipid-exposed side chains, since both Fischer et al.[37] and
van Rossum et al.[38] previously reported on comparable 13C line
widths of the reaction centre of the photosynthetic bacterium
Rhodobacter sphaeroides, a transmembrane complex.


Materials and Methods


Expression of the a-spectrin SH3 protein: Plasmid pET3d coding for
a-spectrin SH3 protein from chicken brain was a generous gift of Dr.
M. Saraste, EMBL (Heidelberg, Germany). The SH3 protein was
expressed in Escherichia coli, using a minimal medium based on M9
salts. 2 g [u-13C]glucose and 1.0 g 15NH4Cl per litre of medium were
added in the case of the uniformly 13C,15N-labelled SH3 domain.
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Preparation of the protein sample for MAS measurements: A 200-
mM (NH4)2SO4 solution (pH 3.5, 0.04 % (w/v) NaN3) was added to a 33-
mM solution of the SH3 domain (pH 3.5), at a volume ratio of 1:1. The
SH3 domain was precipitated by changing the pH value of the
mixture to 7.5 in an NH3 atmosphere. The solution was kept at 4 8C for
three days before the precipitate was separated by centrifugation
(20 min, 15 000 rpm). In this form, approximately 10 mg protein was
transferred into a 4-mm CRAMPS rotor. The core of the upper spacer


of the CRAMPS rotor was closed in order to maintain a constant level
of water inside.


NMR spectroscopy: The NMR measurements were recorded on a
Bruker DMX750 spectrometer using double-channel and triple-
channel CP-MAS probeheads. The spinning frequency of the 4-mm
ZrO2-CRAMPS rotors was stabilised to �2 Hz. The RFDR spectra were
acquired at a radio frequency of 188.6 MHz, and a spinning


Table 1. 13C and 15N chemical shift values (d) of the precipitated a-spectrin SH3 domain.


Residue 15N 13CO 13Ca 13Cb 13Cg 13Cd 13Ce 13Ch 13Cz


E7 122.0 176.2 55.9 31.2 36.4
L8 121.5 176.9 53.0 46.0 26.5 23.5/22.6
V9 110.9 172.6 57.3 35.7 23.7/20.4
L10 123.7 176.4 52.8 46.6 27.4 26.4/24.2
A11 127.5 177.9 52.4 19.8
L12 127.8 174.9 55.9 43.1 26.7 25.4/21.9
Y13 110.0 173.8 55.2 43.5
D14 117.4 176.5 54.6 41.8
Y15 118.6 172.8 60.1 43.5
Q16 126.5 174.0 53.8 29.6 33.8
E17 122.0 174.4 55.7 33.4 37.3
K18 123.4 174.6 55.0 34.8 26.2 29.4 42.0
S19 111.3 173.3 56.5 63.7
P20 137.2 177.0 65.0 32.1 27.3 50.1
R21 112.0 175.2 55.2 34.1 27.2 43.9
E22 119.3 174.8 54.8 33.9 37.5
V23 112.2 172.0 59.1 35.0 21.3/19.8
T24 116.4 174.3 61.8 71.8 21.3
M25 121.1 173.5 53.8 36.4 31.7
K26 125.0 174.9 53.7 34.2 24.4 28.8 42.0
K27 122.2 177.9 58.5 32.5 24.3 29.7 42.0
G28 116.3 173.9 44.6
D29 121.8 175.0 55.1 42.2
I30 119.8 176.7 58.3 35.9 26.8/18.1 11.4
L31 128.4 177.0 53.3 42.5 28.1 27.4/26.4
T32 118.8 173.8 62.7 69.8 22.5
L33 130.1 174.4 55.0 43.0 26.8 25.5/23.8
L34 125.7 177.6 55.0 43.0 26.8 26.0/22.2
N35 113.9 174.6 54.4 41.5
S36 124.8 173.5 56.8 62.0
T37 112.6 175.7 65.0 70.9 21.6
N38 126.0 174.8 54.0 41.6
K39 121.4 176.2 58.2 33.4
D40 115.3 177.2 55.7 44.4
W41 122.7 174.2 55.9 32.9 111.0 128.5/128.5 139.0/118.7 114.8/121.0 125.7
W42 123.6 174.8 53.5 31.6 112.2 126.1/129.3 139.3/121.1 114.7/119.9 124.3
K43 119.6 174.8 54.0 33.8 24.2 29.3 42.0
V44 121.9 173.1 59.3 36.4 21.0/18.6
E45 120.0 175.5 56.1 30.9 34.8
V46 59.9 33.1 20.8/19.8
N47 177.5 55.0
D48 113.9 174.6 54.1 40.5
R49 122.2 176.6 55.2 34.1 27.2 43.9
Q50 116.6 175.9 53.1 31.6 33.3
G51 106.8 170.5 45.9
F52 118.6 175.3 58.8 42.5 140.2 131.5/131.5 131.4/131.4 129.3
V53 110.0 172.6 57.9 33.5 22.3/17.0
P54 136.8 177.7 61.6 30.1 28.3 50.0
A55 129.0 178.7 54.0 15.9
A56 113.0 177.7 52.8 18.2
Y57 113.4 174.4 54.8 37.2 133.3 118.5 130.8 159.5
V58 110.7 173.8 57.8 35.5 22.4/19.8
K59 119.6 176.4 54.0 37.2 24.7 29.6 42.0
K60 126.7 176.6 58.4 33.4 26.0 29.6 42.0
L61 125.7 175.6 54.3 41.4 29.4 26.6/23.0
D62
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frequency of 8 kHz using TPPI[34] for phase sensitive detection.[22] The
90-degree proton pulse was set to 2.5 ms, 13C B1 fields of 50 kHz
during the ramped CP sequence with a mixing time of 0.5 ms were
used, and a 100 %/50 % ramp was applied on the proton channel.
Rotor-synchronised p-pulses with a length of 21 ms were applied
during the RFDR mixing time of 1 ms or 3 ms.


For the standard proton-driven spin diffusion experiments similar
parameters were used; but with the carbon p/2 pulse length
changed to 4.9 ms. The proton decoupler was switched off during the
spin diffusion period of 5 ms and 15 ms.


All triple-resonance NMR spectra were recorded using an MAS
frequency of 8 kHz while stabilizing the sample temperature at 278 K.
15N polarisation was created with a ramped CP matching[35, 36] and an
HN contact time of 2 ms. For all experiments, HN matching was first
optimised using CW fields at the �1 sideband of the Hartmann ±
Hahn CP matching curve. 1H and 15N r.f. fields during transfer were
chosen to be 40 and 32 kHz, respectively. For band-selective
SPECIFIC CP transfer[6] from nitrogen atoms to carbon atoms, the
13C carrier frequency was placed slightly outside the chemical shift
range of the CO (for NCO) or of the Ca (for NCA transfer) signals,
respectively. R.f. fields during the NC contact were chosen to be
30 kHz and 15 kHz for 15N and 13C irradiation, respectively. Mixing
times between 2 and 4 ms and linear ramps from 100 to 80 % on the
15N r.f. field were employed to optimise efficiency and selectivity of
the transfer. For all experiments involving homonuclear spin
diffusion transfer, 13C r.f. fields of 50 kHz were used to excite or
reconvert longitudinal magnetisation before and after the 13C ± 13C
mixing time. BASE-DREAM CaCb experiments were performed by
using ramped 13C r.f. amplitudes and by placing the carrier frequency
in the middle of the Ca and Cb signals. With a MAS frequency of 8 kHz,
a linear modulated r.f. field between 6 and 3 kHz results in a band-
selective excitation profile of d� 25 ± 35. 128 (NCO, NCA) or 196
(NCOCX, NCACX) t1 experiments were recorded in phase-sensitive
mode using a TPPI scheme. Linear prediction in t1 was performed
during data processing. In all experiments, two-pulse phase
modulation (TPPM)[39] was applied to decouple protons in t1 and t2 ,
applying 7-ms proton pulses (with a flip angle of 1708), and �158
phase shifts.
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5-[(E)-2-Bromovinyl]-2'-deoxyuridine (BVDU or Brivudin, 1)[1] is a
potent and highly selective nucleoside analogue-type inhibitor[2]


of the replication of several herpes viruses (e.g. HSV-1 and VZV).[3]


The selectivity of the inhibitory action primarily depends upon a
specific activation to the corresponding mono- and diphosphate
by the HSV-encoded viral thymidine kinase (TK) and, finally, to
the triphosphate by cellular enzymes. BVDU triphosphate
(BVDUTP) can act either as an inhibitor of the cellular DNA
polymerase or as an alternate substrate; incorporation of
BVDUTP into DNA would render the latter more prone to
degradation.[4] Some limitations to the use of BVDU are known:
lack of activity during virus latency because of the absence of
viral TK; drug-resistant virus strains are known and BVDU will be
enzymatically degraded to the nucleobase 5-[(E)-2-bromovinyl]-
uracil within 2 ± 3 h from the bloodstream.[3] To overcome some
of these limitations the pronucleotide concept has been
developed.[5] The basic idea is to use a lipophilic precursor of
the nucleoside monophosphate (nucleotide) that is capable of
entering the cells and efficiently and selectively releasing the
nucleotide. In this context we developed the cycloSal-pronu-
cleotides,[6] which have been successfully applied to the intra-
cellular delivery of a number of anti-HIV-active nucleotides[7] and
the anti-HSV-active acyclovir (ACV).[8] Here we report on the
application of the cycloSal method to BVDU (1). Our aim was to
prove if the cycloSal concept can be used to broaden the
application of 1 against infections caused by Epstein ± Barr virus
(EBV).[9] Two reports on pronucleotides of BVDU (1) have been
published before, but both were unsuccessful.[10]


We synthesized 3-methyl-cycloSal-BVDUMP (2) and a series of
3'-O-modified derivatives (3, Scheme 1). As 3'-O-modification,
different lipophilic carboxylic acids (3 a ± e) as well as a-amino
acids (3 f ± h) were used. The 3-methyl substituent in the
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a: R = CH3;  b: R = CH3CH2; c: R = n-C5H11; d: R = n-C9H19; e: R = tBu;


f: R = L-CH(CH3)NH2; g: R = D-CH(CH3)NH2; h: R = L-CH(CH2Ph)NH2


Scheme 1. Possible degradation pathways of 2 and 3 a ± h leading to 3'-O-acyl-
BVDUMPs 5, BVDUMP (4), BVDU (1), and cBVDUMP (6). 5-BrVinyl� 5-[ (E)-2-
bromovinyl] .


masking unit was introduced because cycloSal nucleotides
bearing this substituent showed the best antiviral activities so
far.[7]


The preparation of prototype compound 2 was carried out
from BVDU (1) by direct phosphitylation and oxidation in DMF/
THF (2:1) in 56 % yield as described before.[7b,c] 3'-Esterified
compounds 3 were prepared starting from BVDU (1), which was
first 5'-O-silylated (TBDMS) in pyridine (84 %) and then esterified
using DCC/DMAP and carboxylic acids or N-Boc-protected amino
acids. Desilylation (2 % TBAF in THF) yielded 3'-modified BVDU
derivatives (90 ± 97 % over both steps). Again, 5'-O-phosphityla-
tion and oxidation gave triesters 3 a ± e as well as the N-Boc-
protected precursors of triesters 3 f ± h (50 ± 60 %).[7a,d] Finally, the
N-Boc group was cleaved off by acid treatment (5 % TFA, CH2Cl2/
MeOH (7:3); 50 ± 52 %) to give triesters 3 f ± h (Scheme 1).
Characterization of the triesters 3 was achieved by multinuclear
NMR spectroscopy as well as electrospray ionization mass
spectrometry (ESI-MS). The purity was checked by high-reso-
lution mass spectrometry (HR-MS) and HPLC analysis.


Next, different hydrolysis studies were carried out to prove the
selective delivery of BVDUMP (4) from the title triesters 2, 3
(paths a, b in Scheme 1). In contrast to our previously published
work on cycloSal triesters,[7, 8] an intramolecular attack of the 3'-
hydroxy group at the phosphorus center may occur in 3-methyl-
cycloSal-BVDUMP (2), which would lead to the formation of 3',5'-
cyclic BVDUMP (cBVDUMP, 6 ; path c in Scheme 1). We observed
such formation of a cyclic phosphate diester previously for the
acyclic antiherpetic compound penciclovir.[11] This may also
occur if first a fast deesterification of triesters 3 to 2 by cellular
(carboxy)esterases takes place (path d, then path c in Scheme 1).
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Alternatively, in case of a slow deesterification the cleavage of
the cycloSal moiety may occur as the major process to give the
3'-esterified BVDUMPs 5 and further deesterification may lead to
BVDUMP (4) (path b, then path e in Scheme 1).


Hydrolysis in phosphate buffer at pH 7.3 showed selective
cleavage of the cycloSal masking group to yield solely BVDUMP
(4) or 3'-O-acyl-BVDUMP (5) from triesters 2 or 3, respectively. No
formation of cBVDUMP (6) was observed, and therefore path c
can be excluded. 3-Methyl-cycloSal-BVDUMP (2) showed a half-
life (t1/2) of 6.7 h, whereas triesters 3 a ± e showed half-lives in the
range of 6 ± 48 h. However, the a-amino acid derivatives 3 f ± h
showed markedly lower t1/2 values (data not shown).


Next, we used P3HR-1 cell extracts because this cell type
(derived from Burkitt's lymphoma) was used to test the antiviral
activity of 2 and 3 against EBV. A few striking differences were
observed. The prototype 2 was degraded to BVDUMP (4) with a
half-life of 8.9 h (Table 1). This value is comparable to that found
in the chemical hydrolysis studies. Hence, the degradation is
purely chemically driven and not enzymatically. No cBVDUMP (6)
was detected. Besides BVDUMP (4), BVDU (1) was observed after
4 h of incubation to a minor extent (3 %), which is due to an
enzymatic dephosphorylation of 4 by phosphatases/nucleoti-
dases (path f in Scheme 1). In independent studies, BVDUMP (4)
was shown to be converted to BVDU (1) to an extent of 13 %
within 4 h.


The hydrolyses of the 3'-O-acyl derivatives 3 exhibited a clear
difference with respect to the attached acid moiety. For the 3'-
OAc derivative 3 a, enzymatic deesterification by carboxyester-
ases yielded the prototype 2 as the major product (32 %), but
only 9 % of BVDUMP (4) was found. In contrast to that,
compounds 3 d (3'-O-decanoyl-substituted) gave only 3 % of
BVDUMP (4) and 7 % of triester 2. The 3'-O-propionyl derivative
3 b and the 3'-O-pivaloyl compound 3 e yielded the 3'-O-
esterified BVDUMP derivatives 5 b and e, respectively, as the
major hydrolysis products due the chemically driven cleavage of


the cycloSal mask (path b in Scheme 1) (Table 1). It is noteworthy
that for compounds 3 a ± c only about 10 % conversion into
BVDUMP (4) was observed. The situation was significantly
different for the triesters 3 f ± h. All three compounds were
rapidly deesterified to yield triester 2 as the major product (77 ±
94 %). The half-lives were dependent on the configuration and
the type of the a-amino acid (Table 1). Moreover, in 4-h
incubations a total of 20 % BVDUMP was formed starting from
both alanine esters 3 f and g. At the same time point, 30 %
BVDUMP was formed starting directly from triester 2. However,
only 5 % BVDUMP was detected for the conversion of phenyl-
alanine ester 3 h.


Finally, the cycloSal-BVDUMP triesters were tested for their
antiviral potency against EBV in P3HR-1 cells (Table 1). The most
active compound was 3-methyl-cycloSal-BVDUMP (2). As com-
pared to the completely inactive BVDU (1), triester 2 was >73-
fold more active, and about twofold more active than the
reference compound acyclovir (ACV). The 3'-alanyl-substituted
cycloSal triesters showed antiviral activity that was 5- (3 f) and
2.5-fold lower (3 g) as compared to that of 2, but both
compounds were still significantly more potent than 1. Surpris-
ingly, all derivatives bearing carboxylic acid moieties (3 a ± e)
were devoid of any antiviral activity. In contrast, with the alanine-
bearing triesters, formation of BVDUMP in the extracts (and
therefore also inside the cells) was observed in considerable
amounts and this seems to result in a high degree of forward
phosphorylation to the ultimate metabolite BVDUTP. The anti-
viral evaluation proved that esterification of the 3'-hydroxy
group with simple carboxylic acids abolishes all biological
activity for unknown reasons, whereas the use of a-amino acid
esters retains the activity. The advantage of the latter com-
pounds is their higher solubility in aqueous media even as
compared to that of prototype 2. Further structure ± activity
relationship (SAR) studies with a-amino acid esters will be
carried out in our laboratories.


The promising antiviral data of some of the reported cycloSal-
BVDUMP triesters proved that with the cycloSal approach it is
possible to convert the anti-EBV-inactive compound BVDU (1)
into a bioactive agent. Finally, to the best of our knowledge the
work reported here represents the first example of the
application of a pronucleotide approach to a nucleoside
analogue possessing a 3'-hydroxy group resulting in a consid-
erable improvement of antiviral activity.


This work was supported by the Deutsche Forschungsgemeinschaft
(DFG), the Fonds der Chemischen Industrie (FCI), and the
Bundesministerium für Bildung und Forschung (BMBF).
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Table 1. Hydrolysis data and antiviral activity of the title triesters 2 and
3 a ± h.


Compd Hydrolysis data[a] Antiviral activity
t1/2 [h] products (%)[b] EC50 [mM][c] CC50 [mM][d]


2 8.9 4 (30), 1 (3) 4.1 122
3 a 3.4 2 (26), 5 a (14), 4 (9), 1 (3) > 85 110
3 b 4.5 2 (5), 5 b (15), 4 (12), 1 (3) >150 >300
3 c 7.7 2 (5), 4 (10), 1 (3) >150 >300
3 d 19.5 2 (7), 4 (3), 1 (<1) >150 >300
3 e 7.0 2 (4), 5 e (13), 4 (3) > 85 57
3 f 0.12 2 (77), 4 (20), 1 (1) 21.8 140
3 g 0.5 2 (79), 4 (20), 1 (1) 9.5 83
3 h 1.1 2 (94), 4 (5), 1 (1) 40 20
ACV ± ± 7.2 422
BVDU ± ± >300 225


[a] Measured in P3HR-1 cell extracts. [b] Products obtained after 4 h of
incubation; difference to 100 % is the amount of remaining starting
phosphate triester. [c] EC50� concentration required to reduce EBV DNA
synthesis by 50 %. [d] CC50� concentration required to reduce the growth
of exponentially growing P3HR-1 cells by 50 %.
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The design and synthesis of chemical probes to study and to
elucidate complex biological problems is becoming an increas-
ingly important field in chemistry. We are interested in the repair
of O6-alkylated guanines in DNA, a DNA lesion that results from
alkylation by S-adenosylmethionine or exogenous toxins and
which has been shown to be highly mutagenic and carcino-
genic.[1] The DNA repair protein O6-alkylguanine-DNA alkyltrans-
ferase (AGT; EC 2.1.1.63) reverses this alkylation by transferring
the alkyl group to a reactive cysteine residue in the protein,
leading to repaired DNA and an irreversibly alkylated protein
(Scheme 1).[2] The expression level of human AGT (hAGT) in
tumor cells is also crucial for their sensitivity to chemother-
apeutic agents that alkylate DNA, such as 1,3-bis(2-chloroethyl)-
1-nitrosourea (BCNU) and temozolomide.[2] Consequently, hAGT
has become a target in cancer chemotherapy, as its inhibition
would increase the efficiency of currently used DNA-alkylating
drugs.[3] A simple and reliable assay to measure the activity of
hAGT in cell extracts would be of great importance for research
on the role of hAGT in the chemotherapy of tumors, as currently
used assays rely on radioactively labeled substrates and a
subsequent HPLC separation. We describe here the synthesis of
oligonucleotides containing O6-alkylated guanine derivatives of


Scheme 1. Schematic representation of the DNA repair reaction catalyzed by
AGT (see text for details).


the type 1 and 2 that serve as affinity labels for hAGT and their
use in a highly specific assay for this alkyltransferase. In addition,
we introduce a novel system for the directed molecular
evolution of hAGT,[4] which relies on the display of active hAGT
on phage l and on oligonucleotides containing O6-alkylated
guanine derivatives of the type 1 and 2.


To incorporate nucleosides of the type 1 and 2 into
oligonucleotides, the corresponding phosphoramidites 3 and 4
were synthesized starting from the readily available nucleoside 5
(Figure 1 A, B).[5] The phosphoramidites 3 and 4 were then
incorporated into oligonucleotides with coupling yields of about
93 % (Figure 1). After synthesis and complete deprotection of the
oligonucleotides, the amino group of the O6-alkylguanine
moiety was biotinylated with N-(�)-biotinyl-6-aminocaproic acid
N-succinimidyl ester.[5] The incorporation of 1 and 2, their
complete deprotection and biotinylation as well as the base
composition of 7 and 8 were verified by digesting the
oligonucleotides with snake venom phosphodiesterase and calf
intestinal alkaline phosphatase followed by HPLC analysis.[6] The
nucleosides 1 and 2 were identified by matrix-assisted laser
desorption/ionization mass spectrometry (MALDI) of the corre-
sponding HPLC peak eluates.[5]


To demonstrate the use of the O6-alkylated oligonucleotides 7
and 8 (Figure 1 C) as sensitive probes for active hAGT, the
double-stranded oligonucleotides were incubated with re-
combinant hAGT[5, 7] and the reaction mixture transferred into
streptavidin-coated microtiter plate wells, leading to immobili-
zation of biotinylated hAGT. After washing of the wells,
immobilized hAGT was detected by an enzyme-linked immuno-
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The design and synthesis of chemical probes to study and to
elucidate complex biological problems is becoming an increas-
ingly important field in chemistry. We are interested in the repair
of O6-alkylated guanines in DNA, a DNA lesion that results from
alkylation by S-adenosylmethionine or exogenous toxins and
which has been shown to be highly mutagenic and carcino-
genic.[1] The DNA repair protein O6-alkylguanine-DNA alkyltrans-
ferase (AGT; EC 2.1.1.63) reverses this alkylation by transferring
the alkyl group to a reactive cysteine residue in the protein,
leading to repaired DNA and an irreversibly alkylated protein
(Scheme 1).[2] The expression level of human AGT (hAGT) in
tumor cells is also crucial for their sensitivity to chemother-
apeutic agents that alkylate DNA, such as 1,3-bis(2-chloroethyl)-
1-nitrosourea (BCNU) and temozolomide.[2] Consequently, hAGT
has become a target in cancer chemotherapy, as its inhibition
would increase the efficiency of currently used DNA-alkylating
drugs.[3] A simple and reliable assay to measure the activity of
hAGT in cell extracts would be of great importance for research
on the role of hAGT in the chemotherapy of tumors, as currently
used assays rely on radioactively labeled substrates and a
subsequent HPLC separation. We describe here the synthesis of
oligonucleotides containing O6-alkylated guanine derivatives of


Scheme 1. Schematic representation of the DNA repair reaction catalyzed by
AGT (see text for details).


the type 1 and 2 that serve as affinity labels for hAGT and their
use in a highly specific assay for this alkyltransferase. In addition,
we introduce a novel system for the directed molecular
evolution of hAGT,[4] which relies on the display of active hAGT
on phage l and on oligonucleotides containing O6-alkylated
guanine derivatives of the type 1 and 2.


To incorporate nucleosides of the type 1 and 2 into
oligonucleotides, the corresponding phosphoramidites 3 and 4
were synthesized starting from the readily available nucleoside 5
(Figure 1 A, B).[5] The phosphoramidites 3 and 4 were then
incorporated into oligonucleotides with coupling yields of about
93 % (Figure 1). After synthesis and complete deprotection of the
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moiety was biotinylated with N-(�)-biotinyl-6-aminocaproic acid
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complete deprotection and biotinylation as well as the base
composition of 7 and 8 were verified by digesting the
oligonucleotides with snake venom phosphodiesterase and calf
intestinal alkaline phosphatase followed by HPLC analysis.[6] The
nucleosides 1 and 2 were identified by matrix-assisted laser
desorption/ionization mass spectrometry (MALDI) of the corre-
sponding HPLC peak eluates.[5]


To demonstrate the use of the O6-alkylated oligonucleotides 7
and 8 (Figure 1 C) as sensitive probes for active hAGT, the
double-stranded oligonucleotides were incubated with re-
combinant hAGT[5, 7] and the reaction mixture transferred into
streptavidin-coated microtiter plate wells, leading to immobili-
zation of biotinylated hAGT. After washing of the wells,
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Figure 1. A) Synthesis of the phosphoramidite 3 : a) 1.5 equiv diethyl azodicar-
boxylate, 1.5 equiv triphenylphosphine, 1.5 equiv 6-(trifluoroacetylamino)-1-hex-
anol, THF, 25 8C, 69 %; b) pyridine/HF, 25 8C, 74 %; c) 1.21 equiv 4,4'-di-
methoxytriphenylmethyl chloride, pyridine, 25 8C, 96 %; d) 0.5 equiv diisopropyl-
ammonium tetrazole, 1.2 equiv 2-cyanoethyl-N,N,N',N'-tetraisopropylphosphor-
diamidite, CH2Cl2 , 25 8C, 85 %. B) Structure of phosphoramidite 4, which was
synthesized by using the same reaction sequence as for 3. C) Sequence of the
oligonucleotides 7 ± 9. Assays and selections were performed with the corre-
sponding double-stranded oligonucleotides, in which C was used as the
complementary base to X. DMT� 4,4'-Dimethoxytriphenylmethyl ; iBut� iso-
butyryl ; TBDMS� tert-butyldimethylsilyl ; TFA� trifluoroacetyl.


anti-mouse antibody ± peroxidase conjugate as a secondary
antibody (Figure 2).[5] Varying the hAGT concentration at a fixed
concentration of the double-stranded oligonucleotide showed
that the ELISA signal depends linearly on the concentration of
hAGT. To compare the reactivity of the biotinylated substrates to


Figure 2. ELISA signal (optical density at 405 nm, OD405) after incubation of hAGT
(0.1 ± 1.5 pmol) with double-stranded 7 (1 pmol) and subsequent capture in
streptavidin-coated microtiter plates.[7] For the measurement of the ELISA signal,
wells were incubated with 2,2'-azino-bis(3-ethylbenzthiazoline-6-sulfonic acid)
(ABTS; 1 mg mLÿ1) and H2O2 (3 mM) at pH 4 for 25 min and the OD405 was
measured.


that of known substrates of hAGT, we performed competition
experiments (Figure 3) in which double-stranded 7 and double-
stranded 8 were mixed with varying concentrations of a double-


Figure 3. ELISA signal (OD405) as a function of the ratios [9]/[7] (*) and [9]/[8]
(!). Inset : Ratio of OD'/OD'' as a function of the ratios [9]/[7] (*) and [9]/[8] (!),
where OD' is OD405 in the absence of 9 and OD'' is OD405 at a given ratio of either
[9]/[7] (*) or [9]/[8] (!).


stranded oligonucleotide 9 containing O6-benzyl-2'-deoxygua-
nosine (see Figure 1 C). In the competition experiments, reaction
of hAGT with 9 instead of 7 or 8 would lead to a decrease in the
ELISA signal. O6-Benzyl-2'-deoxyguanosine incorporated into
oligonucleotides has been shown to be the preferred substrate
of hAGT.[8] Assuming that the DNA repair of double-stranded
oligonucleotides 7 ± 9 under these conditions can be described
by the single rate constants k7, k8, or k9,[9] the ratio of the ELISA
signals (measured as optical density, OD) in the absence of 9,
that is OD', and at various ratios of [9]/[7] and [9]/[8] , that is, OD'',
can be expressed by Equations (1) and (2) (see Figure 3).


OD'/OD'' � 1� k9 [9]/k7 [7] (1)


OD'/OD'' � 1� k9 [9]/k8 [8] (2)


The obtained ratio for k9/k8 of 1.5 indicates that substitution of
the O6-benzyl group in the 4-position does not significantly
affect the activity of 8 as a substrate of hAGT compared to 9. A
comparison of the values for k9/k8 (1.5) and k9/k7 (12) shows that
8 is preferentially repaired over 7.


These experiments demonstrate the utility of the synthesized
affinity labels to quantitatively detect active hAGT with high
sensitivity, as about 100 fmol of the alkyltransferase can be
reliably detected. We therefore expect that these probes will
become important tools in those areas of research where the
detection and quantification of active hAGT is required, an
example being the research on the role of hAGT in tumor
resistance and sensitivity to DNA-alkylating drugs.[10] The com-
petition experiments also show how these affinity labels can be
used to study questions regarding substrate and sequence
specificity of hAGT.[9]


Another envisioned application of the synthesized probes was
their use in the directed molecular evolution of hAGT by using
phage l display (Figure 4), allowing for the use of evolutionary
techniques to address mechanistic questions as well as to
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Figure 4. General scheme for the in vitro selections of phage l displaying active
hAGT out of mixtures of phage l displaying no or inactive hAGT.


generate novel mutants for practical applications.[4, 11] A more
traditional in vivo selection scheme for the directed molecular
evolution of hAGT, which relies on the growth of bacteria in the
presence of high levels of DNA-alkylating agents to select for
bacteria expressing active hAGT, has already been intro-
duced.[2, 12] The display of active hAGT on the surface of phage
l and the use of these phages in in vitro selections would
complement this approach, as it allows for a much higher
variability and control of the selection conditions. Phage l was
chosen over the much more utilized filamentous phages, as its
lytic life cycle should facilitate the display of cytosolic proteins
with unpaired cysteine residues such as hAGT.[13] For the display
of hAGTon phage l, we used the vector lfooDc.[13] lfooDc allows
for the fusion of foreign proteins to the C terminus of the major
head protein D (gpD). In this vector, the gene coding for gpD is
followed by an amber stop codon, a recognition sequence for
the protease collagenase, a long linker consisting of proline and
threonine repeats and the lacZ' gene. The collagenase sequence
allows for the cleavage of the displayed hAGT from the phage
surface and thus the elution of phage l in in vitro selections
(Figure 4). The hAGT gene was cloned into the linker region of
lfooDc and the resulting vector lhAGT packaged in vitro into l


particles.[5] Escherichia coli strain Q358, which possesses a strong


suppressor activity for the amber stop codon,[13] was used for
amplification. The expression of hAGT as a gpD fusion protein on
the surface of the phage was confirmed by Western blotting.[5] In
order to demonstrate that hAGT is indeed actively displayed on
the surface of phage l as well as to demonstrate the feasibility of
our selection system, we performed model in vitro selections by
mixing predetermined ratios of lhAGT and lfooDc phages. The
phage mixtures were incubated with the double-stranded
oligonucleotide 7, biotinylated phages were captured on
streptavidin-coated microtiter plates and, after vigorous wash-
ing of the wells, eluted by collagenase cleavage (Figure 4,
Table 1).[5] The observed enrichment factors were above 104 per
round of selection. This clearly demonstrates the display of
active hAGT on the surface of phage l and the feasibility of our
selection scheme for the directed molecular evolution of hAGT.
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Table 1. In vitro selections of lhAGT out of mixtures of lhAGT and lfooDc at different ratios of lhAGT/lfooDc.[a]


lhAGT input [pfu] lhAGT output [pfu] lfooDc input [pfu] lfooDc output [pfu] Enrichment factor


2� 106 171 1.2�1010 38 2.7� 104


2� 106 91 1.2�109 4 1.3� 104


1.3� 105 11 1.2�109 4 2.5� 104


9� 103 4 1.2�109 8 6.6� 104


[a] 10 pmol of double-stranded 7 were used in the selections. The phage titer was measured by using E. coli XL-1Blue as a host strain and the enrichment factor
was determined by blue/white screening.[13, 14] pfu�plaque-forming units.





