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Evolution of the respiratory enzyme cytochrome c oxidase


The three catalytic subunits of the


enzyme from Paracoccus denitrifi-


cans (top) and from beef heart (bot-


tom), shown in yellow, are very simi-


lar. The dramatic change during


evolution follows from the dimeriza-


tion and addition of ten regulatory


subunits, shown in different colors,


to the mammalian enzyme. The bac-


terial enzyme contains one regula-


tory subunit (gray).
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Cytochrome c Oxidase and the Regulation
of Oxidative Phosphorylation
Bernd Ludwig,[b] Elisabeth Bender,[a] Susanne Arnold,[c] Maik Hüttemann,[d]


Icksoo Lee,[a] and Bernhard Kadenbach*[a]


Life of higher organisms is essentially dependent on the efficient
synthesis of ATP by oxidative phosphorylation in mitochondria. An
important and as yet unsolved question of energy metabolism is
how are the variable rates of ATP synthesis at maximal work load
during exercise or mental work and at rest or during sleep
regulated. This article reviews our present knowledge on the
structure of bacterial and eukaryotic cytochrome c oxidases and
correlates it with recent results on the regulatory functions of
nuclear-coded subunits of the eukaryotic enzyme, which are absent
from the bacterial enzyme. A new molecular hypothesis on the
physiological regulation of oxidative phosphorylation is proposed,
assuming a hormonally controlled dynamic equilibrium in vivo
between two states of energy metabolism, a relaxed state with low


ROS (reactive oxygen species) formation, and an excited state with
elevated formation of ROS, which are known to accelerate aging
and to cause degenerative diseases and cancer. The hypothesis is
based on the allosteric ATP inhibition of cytochrome c oxidase at
high intramitochondrial ATP/ADP ratios (ªsecond mechanism of
respiratory controlº), which is switched on by cAMP-dependent
phosphorylation and switched off by calcium-induced dephos-
phorylation of the enzyme.


KEYWORDS:


cytochrome c oxidase ´ electron transport ´ oxidative phos-
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1. Introduction


All eukaryotic cells, under heterotrophic growth conditions,
synthesize ATP in two ways: by degrading glucose to lactic acid
or alcohol via glycolysis, or by oxidative phosphorylation in
mitochondria. The latter pathway yields about 15 times more
ATP from glucose and is essential for all multicellular organisms.
The mitochondrial respiratory chain transfers reducing equiv-
alents from nutrients successively to molecular oxygen, accom-
panied by storage of the released energy in a proton gradient
across the inner mitochondrial membrane via three proton
pumping enzyme complexes (NADH:ubiquinone oxidoreduc-
tase (I), cytochrome c reductase (III), and cytochrome c oxidase
(IV)). This proton or electrochemical gradient is used by the
enzyme ATP synthase for the endergonic synthesis of ATP from
ADP and inorganic phosphate.[1a±c] The terminal enzyme of the
respiratory chain, cytochrome c oxidase, reduces molecular
oxygen to water without the formation of reactive oxygen
species (ROS).


Cytochrome c oxidase from mammals is composed of 13 sub-
units. In addition to the three mitochondrially encoded subunits
I ± III, which contain the four catalytic redox centers (CuA, heme a,
heme a3 , and CuB),[2] ten smaller subunits are nuclear-coded and
partly expressed in tissue-specific isoforms.[3a±c] The yeast
enzyme contains eleven,[4] that of Dictyostelium discoideum
seven,[5] and the enzyme from the bacterium Paracoccus
denitrificans consists of four subunits, three of which correspond
to the mitochondria-encoded subunits of the eukaryotic en-
zyme.[6]


In previous review articles it was postulated that the increas-
ing number of subunits during evolution reflects an increasing
regulatory complexity of the enzyme.[3a, b, 7] But only within the
last three to four years could regulatory functions be identified
for some nuclear-coded subunits of the mammalian enzyme.
These results gained strong support from the recently deter-
mined crystal structures of cytochrome c oxidase from P. deni-
trificans[6, 8] and bovine heart.[9±11] In the crystal structure of the
bovine heart enzyme, isolated by using cholate as detergent,
one of two cholate molecules was identified at a site on subunit
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VIaH (heart isoform),[10] which was previously postulated to bind
ADP.[12] Although cholate and ADP have a very similar spatial
structure, bound cholate, in contrast to ADP, was found to
exchange with ATP very slowly[13] and prevents regulation of
enzyme activity by the ATP/ADP ratio.[14]


In this Review article the current knowledge on the structure
and molecular mechanism of cytochrome c oxidase is presented
and related to new regulatory functions of subunits IV, Va, Vb,
VIaH, and VIaL of the mammalian enzyme. From these results a
new hypothesis on regulation of oxidative phosphorylation in
vivo is proposed, based on the allosteric ATP inhibition of the
enzyme through nucleotide binding to subunit IV. The allosteric
inhibition by ATP at high intramitochondrial ATP/ADP ratios is
hormonally regulated and suggested to prevent the increase of
mitochondrial membrane potential and thus the formation of
ROS. Some aspects of this hypothesis have been presented
before.[15, 16]


2. Crystal structures of cytochrome c oxidases


The crystal structure of the dimeric cytochrome c oxidase from
bovine heart[10] is presented in Figure 1. Subunits I, II, and III,
drawn in yellow, contain twelve, two, and seven transmembrane
helices, respectively. The binding site for its substrate cytochro-
me c, and the CuA center are located in subunit II, heme a, and
the binuclear center heme a3/CuB in subunit I. Each of the ten
nuclear-coded subunits are presented in different colors. Seven
of them contain a single transmembrane helix each, and three
are located outside the membrane: subunit VIb at the cytosolic,
subunits Va and Vb at the matrix side. In the monomer on the
left, the catalyzed reaction is indicated schematically [Eq. (1)] .


4 cytochrome c2��O2� (n�4) H�matrix ÿ!
4 cytochrome c3�� 2 H2O�n H�cytosol


(1)


For the monomer on the right, one binding site for 3,5-
diiodothyronine, three sites for ATP or ADP binding, and a
phosphorylation site at subunit I (Ser 441) are marked.


A comparison of the coordinates of the enzymes from bovine
heart and P. denitrificans[6a, b] reveals highly conserved structures
for oxygen reduction and proton translocation during evolution
(see also Figure 2). In contrast, the regulatory complexity of the
eukaryotic enzyme increased dramatically, as follows from the
ten additional subunits present (see Sections 6 and 7).


3. The catalytic cycle


Most of the general aspects of the structure and function of
cytochrome c oxidase discussed below refer to both the
mitochondrial and the bacterial enzyme; whenever specific
amino acids (or their respective mutations in the bacterial
oxidase) are mentioned, the numbering system of the P. de-
nitrificans enzyme is used. For a cross-reference of amino acid
sequence positions in different oxidases see ref. [17] .


Electrons donated from cytochrome c enter the oxidase
complex via a conserved tryptophan in subunit II (W 121; see
Figure 2 and refs. [18a, b, 19a ± c]), and are transferred to dioxy-
gen through its four internal redox centers to form water. The
CuA center, composed of two electronically coupled, mixed-
valence (CuI/CuII) copper ions, is located at the hydrophilic
domain on the cytosolic side (respectively the periplasmic side of
the bacterial membrane) of subunit II. An analysis of site-directed
mutants[20] has confirmed the classical view that this center is
indeed the first, and only, acceptor site in the complex. The
electron is subsequently transferred from the CuA center to
heme a in subunit I. This low-spin heme is closer to the CuA


center than heme a3 (Figure 2), and therefore heme a is the
kinetically preferred electron acceptor. Nevertheless, it was
shown that in a mutant oxidase, direct electron transfer from
CuA to heme a3 is feasible, although with a drastically reduced
efficiency.[21]


Both heme planes are oriented perpendicular to the mem-
brane, at an angle of 1088 to each other. Their iron centers are
13 � apart, but their closest edge-to-edge distance amounts to
only 5 �; two of their histidine ligands (H 411 and H 413) are
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spaced by only one amino acid on the same transmembrane
helix X.[6] The high-spin heme a3 and an electronically coupled
CuB ion form the binuclear center of the enzyme (Figure 2), a
motif found in most terminal oxidases.[22, 23] This center, buried
about one third into the depth of the membrane, is the site of
oxygen binding and water formation, requiring free access for its
substrates (oxygen and protons) and probably is the key player
in energy transduction (see Section 4).


The free energy of the oxidase reaction is stored in a proton
gradient; it is generally agreed on that the canonical ratio of
protons pumped per O2 molecule reduction is four (but see
Section 5). Unlike complex III of the respiratory chain,[23] in which
a Q-cycle scheme of proton translocation is well accepted, the
mechanism of proton pumping, its precise timing, and the
nature of its coupling to electron transport, are still discussed in a
highly controversial manner. Previous models suggested that H�


translocation in the oxidase is strictly coupled to the oxidative
part of the reaction cycle (states ªPMº to ªOº in Figure 3). This view
required that the first two electrons entering the binuclear
center would not contribute to proton pumping at all, while the
last two electrons would exhibit a microscopic pump ratio of two
protons for each electron in two ªpower strokesº.[24] In more
recent sudies, this assumption has been modified,[25, 26] or
dismissed altogether.[8] Closing in on the binuclear center,


Figure 3 depicts current hypotheses of oxygen reduction and
protonic coupling steps during one turnover. In the oxidized
state (ªOº), the binuclear center metal ions carry a �3 (heme
iron) and �2 charge (Cu). A relevant tyrosine residue (Y 280) is
present in its neutral state and forms an unusual CÿN side chain
cross-link to histidine 276, one of the three histidine ligands of
CuB, in the same transmembrane helix of subunit I. This covalent
bridge is observed in both crystal structures[6, 10] and confirmed
by peptide sequencing.[27] Again, from the X-ray crystallographic
structures it is evident that two oxygen species, possibly a water
molecule and a hydroxide ion, bridge the gap between the two
metal centers in the oxidized state, giving rise to the electronic
coupling between both metal centers. With the first two
electrons entering the binculear site, both metal centers are
reduced (�2/�1). Current views favor the translocation of one
proton already during one of these reductive steps (ªEº to ªRº in
Figure 3; for details, see ref. [8]). It is assumed that the driving
force for the pumping step emanates from a charge compensa-
tion within a hydrophobic environment.[24, 28] With two redox
equivalents available at the binuclear site (ªRº), oxygen is able to
bind, leading to the formation of species ªAº in Figure 3. On a fast
time scale, this compound reacts directly to state ªPMº, in which
the dioxygen bond is already cleaved[29] and both oxygen atoms
are present in the formal oxidation state of water.


Figure 1. Structure of the dimeric cytochrome c oxidase complex from bovine heart.[10] Coordinates (PDB entry 1occ) were processed with the Swiss PDB Viewer/Pov Ray
program (E. Schwan, Ray Tracing for the Macintosh CD, Waite Group Press, Corte Madera (CA, USA), 1994). The three mitochondrially coded subunits in each monomer
are represented as peptide backbone traces (yellow) with their redox centers highlighted (see Figure 2 for greater detail), while the helices of nuclear-coded subunits are
numbered and labeled as color-coded ribbons in the right-hand monomer. The monomer on the left schematically depicts the pathway of electrons entering from the
donor, cytochrome c (top left drawn in blue ; shown in a somewhat arbitrary position), oxygen binding to the binuclear center, and pathways and stoichiometry for
matrix proton uptake and release on the cytoplasmically oriented side of the mitochondrial inner membrane (with the positioning of the phospholipid bilayer solely for
illustration). In the monomer on the right, the location of the potential binding sites for ATP (or ADP) and 3,5-diiodothyronine, as well as the cAMP-dependent
phosphorylation site
P on Ser 441 in subunit I are indicated (see text for details).
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Figure 2. Redox-active metal centers in cytochrome c oxidase sub-
units I and II. The low-spin heme a and the binuclear heme a3/CuB center
are located within the hydrophobic interior (see Figure 1) of subunit I,
and are depicted with their histidine ligands. They accept electrons from
CuA , a center consisting of two closely spaced copper ions located
within the hydrophilic periplasmic/intermembrane domain of subunit II.
W 121 denotes a tryptophan acting as the presumed entry site for
electrons from cytochrome c. Electron pathway distances are given as
center-to-center distances and were calculated according to the
bacterial oxidase structure.[6b] Blue spheres represent copper ions, the
central Fe ions of the heme moieties are represented by orange spheres.


How is this four-electron reduction step accounted for
when only two electrons have previously reached the
binuclear site? Two further electrons are provided
transiently from within the site: i) the heme iron center
is formally oxidized to the ferryl state (�4), and ii) the
nearby cross-linked tyrosine is able to donate the fourth
electron, yielding a tyrosine radical (Figure 3, PM state
highlighted). Experimental evidence in support of this
reaction step has been presented recently in an EPR
study.[30] The unique structural setup at the binuclear
site, including the atypical side chain cross-link, seems to
allow the enzyme, once oxygen is bound, to immediately
split the OÿO bond even if the supply of further
electrons is stalled, thus avoiding the formation of
reactive oxygen species such as superoxide anion or
hydrogen peroxide.


The reaction scheme in the second half of the cycle
(Figure 3) requires resolution of the two unusual elec-
tronic states at the binuclear center, i) reduction of the


tyrosine radical by transfer of the third electron, and ii) the fourth
electron to resume the oxidized state also for the iron center of
heme a3 (�3). During this last series of redox events (for details,
see ref. [8]), another three proton translocation steps occur in
going from the PM to the O state. Again, each of these steps is
envisaged to be ªpoweredº by electrostatic repulsion, thus
revealing the coupling between electron transport and proton
translocation. Protons, previously loaded into a launch position
in or above the heme propionates,[8, 21, 31] are released to the
outside, an event that is triggered by the uptake of protons to
the binuclear center from the inside.


4. Proton pathways in cytochrome c oxidase


While detailed mechanistic models exist for the coupling of
proton translocation with ATP synthesis in the ATP syn-
thase,[1a±c, 32] the mechanism of coupling electron transport with
proton translocation in cytochrome c oxidase is still a matter of
debate (see ref. [8, 26]). Wikström and co-workers were the first
to demonstrate proton pumping activity of cytochrome c
oxidase,[33a, b] but for a long time the ratio between translocated
protons and transported electrons (H�/eÿ stoichiometry) re-
mained controversial. In fact, H�/eÿ ratios between zero,[34a, b]


1.0,[35a±d] and 2.0[36a±f] were determined. After numerous discus-
sions it was generally accepted that the H�/eÿ ratio in


Figure 3. Simplified schematic representation of the O2 reduction cycle catalyzed by
cytochrome c oxidase. Key intermediates (white boxes labeled ªOº, ªEº, ªRº etc.) are listed
clockwise along with the input steps for the four electrons (gray circles), the binding of
dioxygen (blue), and the presumed transmembrane proton translocation steps (red arrows ;
according to ref. [8]). The four gray shaded boxes within the reaction circle detail the
electronic states of redox components in the binuclear center of subunit I for selected redox
states of cytochrome c oxidase, ªOº, ªRº, ªPMº, ªPRº; for further explanations and references,
see text. Proton uptake steps, water release, and the assignment of formal charges to the
oxygen atoms have been omitted for clarity.
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cytochrome c oxidases of bacteria[37] and mitochondria[38] invari-
ably is 1.0.[39a, b] The different H�/eÿ ratios found in previous
studies were explained by inconsistencies in the experimental
set-up.


During a complete oxygen cycle four protons are taken up
from the matrix side for the formation of water (ªchemical
protonsº), and four additional protons are assumed to be
translocated from the matrix across the inner mitochondrial
membrane to the cytosolic side (ªpumped protonsº). Theoretical
considerations,[24] as well as site-directed mutagenesis studies,
mainly with a structurally related quinol oxidase (see ref. [40]),
suggested the existence of two different proton pathways within
the hydrophobic interior of subunit I, which was supported and
extended by the crystal structures of the bacterial[6] and bovine
heart enzyme.[10] In the crystal structure of the bovine heart
enzyme, a third proton pathway was postulated (channel ªEº or
ªHº).[10, 11] However, site-directed mutagenesis studies, performed
with the bacterial enzyme, did not yield any evidence for a third
pathway in the bacterial enzyme.[41a, b]


It is generally agreed (see [17]) that the K pathway, named
after a crucial lysine residue (K 354 in P. denitrificans), provides
direct access for protons to the binuclear center. The D pathway,
with its key residue D 124 at the cytoplasmic entrance of the
bacterial enzyme, extends far into subunit I and reaches another
important acidic residue (E 278) close to the binuclear center.
The glutamate side chain may act as a gate for proton
distribution.[42a, b] The further course of the D pathway, in
particular its contact with the redox elements of the bi-
nuclear center and heme a, and its likely physical extension to
the exterior side of the membrane, remain unclear at present.
Early experiments seemed to indicate that the K channel
is used to allow access of the four protons to the binuclear site
for water formation, while the D channel was assumed to
translocate protons across the membrane. From later kinetic
approaches, and a separation of the reaction cycle into reductive
(ªeu-oxidaseº) and peroxidase half-reactions,[43a, b] it was con-
cluded that the first (or the first two?) protons would pass
through the K pathway, while the remaining majority would use
the D pathway in a dual-purpose function, requiring some kind
of distributing device. In a recent study measuring the electro-
genicity of single-electron events in specific channel mutants,[44]


it is concluded that the first electron reduction of the oxidized
enzyme is accompanied by a compensating proton uptake
through the K pathway, while the second reduction step may
elicit use of the D channel. Further convincing assignments for all
subsequent steps are still lacking.


With respect to the variable H�/eÿ ratio (see Section 5) it is
interesting to note that several mutations in presumed residues
lining the D channel lead to a partial decoupling of electron
transport from proton translocation. In one case, a single
mutation in an asparagine residue (N 131!D), located above
the canonical D-channel entrance residue D 124, yielded an
ideally uncoupled phenotype.[45] After reconstitution in lip-
osomes, proton pumping of the mutated enzyme was com-
pletely abolished, while electron transport under turnover
conditions proceeded at rates identical to that of the wild-type
enzyme.


5. Variable H�/eÿ stoichiometries in
cytochrome c oxidase


Several recent observations indicate that the H�/eÿ stoichiom-
etry in cytochrome c oxidase may indeed be variable, and this
variation is not dependent on the measuring conditions. For a
bacterial cytochrome c oxidase, cytochrome ba3 oxidase from
Thermus thermophilus, a H�/eÿ ratio of 0.5 instead of 1.0 was
measured under standard conditions.[46] Decreased H�/eÿ ratios
in mammalian cytochrome c oxidase are obtained after removal
of subunit III (for reviews see ref. [47, 48]), and after chemical
modification with reagents specific for carboxy groups in
hydrophobic environments like DCCD (dicyclohexylcarbodi-
imide)[47, 48] and EEDQ (N-ethoxycarbonyl-2-ethoxy-1,2-dihydro-
quinoline).[49]


For rat liver mitochondria, Murphy and Brand[50a, b] investigated
the charge stoichiometry (q�/2 eÿ) over a wide range of
membrane potentials DYm (120 ± 180 mV), both for cytochro-
me c oxidase and cytochrome c reductase (cytochrome bc1


complex). They found no change in stoichiometry for cytochro-
me c reductase, but a decrease in q�/2 eÿ ratio from 4 at low
DYm to 2 at high DYm for cytochrome c oxidase, corresponding
to a decrease in H�/eÿ pump ratio from 1 to 0. Similar results
were obtained by Papa and co-workers, who measured the H�/
eÿ ratio in the presence of the K� ionophore valinomycin, which
converts DYm into DpHm. With isolated mitochondria[51] as well
as with the reconstituted enzyme[51b±c] a decrease in H�/eÿ ratio
with increasing flow rate, that is, increasing pH gradient, was
found for cytochrome c oxidase, but not for cytochrome c
reductase.


6. High ATP/ADP ratios decrease the H�/eÿ
stoichiometry only in the heart


A decrease of the H�/eÿ ratio from 1.0 to 0.5 with increasing
intraliposomal ATP/ADP ratio was measured with reconstituted
cytochrome c oxidase from bovine heart.[52a, b] The decrease was
half-maximal at an ATP/ADP ratio of 100 (for the free nucleo-
tides), and correlated to the exchange of bound ADP by ATP at
the matrix domain of subunit VIaH, since preincubation of the
enzyme with a monoclonal antibody against subunit VIaH
prevented the decrease.[12, 52a] It should be mentioned that only
approximately 5 % of total cellular ADP represents ªfree ADPº,
due to its binding to a large number of intracellular sites.[53] In rat
heart, based on 31P NMR data, cytosolic ATP/ADP ratios of 100 ±
1000 have been estimated,[54a] contrasting the much lower
values for ATP/ADP ratios when the total nucleotide content is
taken into account.[54b] Considering the electrogenic nature of
the ADP/ATP carrier, the intramitochondrial ATP/ADP ratios for
the free nucleotides would be about 20 ± 200.


The nucleotide-binding site at subunit VIaH was verified in the
crystal structure of the enzyme by identification of a cholate
molecule at this site, since cholate is structurally very similar to
ADP.[10] Numerous attempts to crystallize the bovine heart
enzyme in the presence of ATP or ADP have been unsuccess-
ful.[55] This could be due to the large number of nucleotide-
binding sitesÐseven for ATP or ADP and three additional ones
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only for ADP in the bovine heart enzyme, as identified by
equilibrium dialysis.[14, 56] In the crystallized enzyme ten tightly
bound cholate molecules have been identified,[14] which could
stabilize the enzyme in a rigid conformation. In the presence of
nucleotides the enzyme could exist in various conformational
states, thus preventing crystallization.


A decrease in H�/eÿ ratio from 0.9 (presence of ADP) to 0.3 by
ATP was also described for cytochrome c oxidase from a
cyanobacterium (Synechocystis sp. PCC6803) containing a fourth
subunit homologous to the eukaryotic subunit IV.[57] With
reconstituted cytochrome c oxidase from bovine liver (and
kidney) a H�/eÿ ratio of 0.5 was measured under the same
conditions as the ones applied to the bovine heart enzyme. The
enzymes from heart or skeletal muscle (VIaH) and from liver or
kidney (VIaL) contain different isoforms of subunit VIa (and
subunits VIIa and VIII). The lower H�/eÿ ratio of the liver enzyme
was neither influenced by the intraliposomal ATP/ADP ratio nor
by a monoclonal antibody against subunit VIaH (and subunit
VIc).[52b] To our knowledge, the H�/eÿ stoichiometry of the liver-
type enzyme was so far only measured in isolated mitochondria,
which showed H�/eÿ ratios between 1 and 2 (see Section 5). It
remains to be investigated whether in mitochondria the enzyme
exists in a different state (e.g. phosphorylated), resulting in
higher H�/eÿ ratios.


Interestingly, in liver, heart, and skeletal muscle of a bird
(turkey) only the liver-type isoform (VIaL) was found, and
the reconstituted enzymes from turkey liver and heart showed
H�/eÿ ratios of 0.5, which were independent of the intra-
liposomal ATP/ADP ratio.[58] It was postulated that the decreased
H�/eÿ ratio for the enzyme from skeletal muscle tissue (sub-
unit VIaH) at high ATP/ADP ratios (e.g. during sleep), and for the
enzyme from nonskeletal muscle tissues, participate in thermo-
genesis.[52b, 59]


In fish (trout, carp, and tuna) a third type of subunit VIa was
identified, which differs equally from the mammalian isoforms
VIaH and VIaL.[58, 60] This can be clearly seen in the most
parsimonious phylogram of Figure 4, describing the evolution-
ary relationships between cytochrome c oxidase subunits VIa
from different species. It is possible that cytochrome c oxidase
from fish permanently exhibits a high H�/eÿ ratio in order to
keep thermogenesis low.


7. Two different mechanisms of ªrespiratory
controlº


ªRespiratory controlº was originally defined as stimulation of
oxygen uptake of isolated mitochondria after addition of ADP
(active, state 3 respiration) and subsequent inhibition due to
transformation of ADP into ATP (controlled, state 4 respira-
tion).[62a, b] This phenomenon could be explained by the chemi-
osmotic hypothesis :[63] The three proton pumps of the respira-
tory chain (NADH:ubiquinone oxidoreductase, cytochrome c
reductase, and cytochrome c oxidase) generate the proton
motive force Dp [Eqs. (2) and (3); Z�2.303 RT/F] , which is used
by ATP synthase for the synthesis of ATP from ADP and inorganic
phosphate.


Dp�DYmÿZDpHm (2)


Dp F�DmH� (3)


Stimulation of ATP synthase by ADP, taken up into mitochon-
dria by the ATP/ADP carrier, decreases Dp and stimulates
mitochondrial respiration. After conversion of ADP into ATP,
Dp increases again and respiration becomes inhibited, because
proton pumps are inhibited at high Dp values (ªfirst mechanism
of respiratory controlº).


Recently a ªsecond mechanism of respiratory controlº was
found, which is independent of Dp and based on the inhibition
of cytochrome c oxidase activity at high intramitochondrial ATP/
ADP ratios, changing the kinetics from hyperbolic to sigmoidal
behavior (activity/[cytochrome c] or v/[S] relationship).[64a, b] The
nucleotides bind to the matrix domain of the transmembra-
neous subunit IV. This was concluded from preincubation of the
enzyme with a monoclonal antibody against subunit IV, which
prevented the allosteric ATP inhibition, and from the require-
ment of high ATP/ADP ratios inside the vesicles for the inhibition
of the ascorbate respiration of mitochondrial particles.[64a] Based
on the crystal structure of the bovine heart enzyme,[10] the
binding site for ATP (or ADP) on the matrix domain of subunit IV
was predicted from molecular modeling studies. It could be
located in a pocket close to the membrane formed by amino
acids from subunits IV, II, and I.[64c] Half-maximal inhibition of


activity is obtained at an intramitochondrial ATP/ADP
ratio of 28,[64d] which is lower than the normal ratio of
100, decreasing the H�/eÿ stoichiometry of the bovine
heart enzyme to half-maximal extent.[52a] The ATP/ADP
ratio of 28 lies within the expected intramitochondrial
ratio of free nucleotides in vivo (see Section 6). The
maximal Hill coefficient of 2[64a] indicates cooperativity
of two cytochrome c binding sites, each of which is
assumed to be located at one monomer of the dimeric
enzyme complex. An allosteric ATP inhibition was also
found in the yeast enzyme, but not in the three-subunit
enzyme from Rhodobacter sphaeroides,[65] which, like
most bacteria, lacks the homologous subunit IV. An
exception in this respect is cytochrome c oxidase from
cyanobacteria (Synechocystis sp. PCC6803) which con-
tains a fourth subunit that is homologous to the


Figure 4. Most parsimonious phylogram describing the evolutionary relationship between
cytochrome c oxidase subunits VIa. The comparisons were done with mature amino acid
sequences using the Meg Align 1993 ± 97 program with the Jotun ± Hein algorithm.[61] The
evolution of three different types of subunit VIa in animals is evident from the figure.
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eukaryotic subunit IV. The cyanobacterial enzyme is also regu-
lated by ATP.[57]


A modification of the allosteric ATP inhibition is possible by
further binding of ATP to the cytosolic side of subunit IV
(Figure 1), which increases the KM value for cytochrome c.[13]


Furthermore, a cAMP-independent phosphorylation of subunit
IV (see Section 8) was described by Steenaart and Shore,[66] but
its effect on the enzymatic activity is unknown. Recently a
second isoform of subunit IV (IV-2) was identified in tuna fish,
showing only 50 % identity to subunit IV-1.[67] The two isoforms
of subunit IV in animals correspond to the homologous two
isoforms of subunit V in yeast (Va and Vb),[68a] which are
exclusively expressed under normoxic (subunit Va), or suboxic
conditions (subunit Vb).[68b] Based on immunological data, an
isoform of subunit IV has been previously postulated to be
expressed in mammalian fetal tissue[69a] or skeletal muscle.[69b]


Meanwhile, the isoform of subunit IV (IV-2) has been character-
ized for the rat, mouse, and human enzymes.[64c]


The allosteric inhibition of cytochrome c oxidase by ATP is
sensitive to several experimental and physiological parameters
that ªuncoupleº the second mechanism of respiratory control, so
that high ATP/ADP ratios do no longer induce allosteric
inhibition of enzyme activity. These parameters include the use
of dodecylmaltoside as detergent, which monomerizes the
enzyme,[64a] TMPD (N,N,N',N'-tetramethyl-p-phenylenediamine),
which is frequently used as an electron carrier between
ascorbate and cytochrome c, micromolar concentrations of 3,5-
diiodothyronine, which binds specifically to the matrix-oriented
subunit Va,[70a] as well as submicromolar concentrations of
palmitate.[70b] In addition, the allosteric inhibition by ATP is
critically dependent on sufficient amounts of cardiolipin in the
soluble as well as in the reconstituted enzyme.[64a]


8. Hormones control the ªsecond mechanism
of respiratory controlº


As mentioned in Section 7, 3,5-diiodothyronine (T2) acts directly
on cytochrome c oxidase and abolishes the allosteric ATP
inhibition by binding to subunit Va, as verified by binding of
radioactively labeled T2 and suppression of its effect by
preincubation of the enzyme with a monoclonal antibody
against subunit Va.[70a] Subunit Va is located adjacent to the ATP-
binding site of subunit IV (Figure 1). The effect of T2 could explain
the long known ªshort-term effectº of thyroid hormones on the
resting metabolic rate.[71]


Hormones, acting through cAMP as second messenger, switch
on the allosteric ATP inhibition by cAMP-dependent phosphor-
ylation of cytochrome c oxidase, and hormones increasing the
intracellular Ca2� concentration switch it off by calcium-induced
dephosphorylation. This was concluded from experiments with
the isolated enzyme from bovine heart and with mitochondria
from bovine liver.[15, 72] In isolated mitochondria the allosteric
inhibition of cytochrome c oxidase by ATP is generally not
observed, probably due to dephosphorylation or to bound
palmitate. In contrast, incubation of bovine liver mitochondria
with cAMP in the presence of ATP induces the allosteric
inhibition by ATP (via mitochondrial protein kinases), which is


strongly amplified by the presence of KF,[15] an unspecific
inhibitor of protein phosphatases. The site of cAMP-dependent
phosphorylation was determined for bovine heart cytochrome c
oxidase by incubation with protein kinase A, cAMP, and
[g-32P]ATP. The autoradiography showed labeling of subunits I,
II (or III), and Vb.[72] In the bovine heart enzyme, consensus
sequences for cAMP-dependent phosphorylation[73] only occur
in subunits I (RRYS441, cytosolic side), III (RES65, matrix side), and
Vb (RCPS84, matrix side). Interestingly, the consensus sequence in
subunit I is found in man, cow, frog, fly and sea urchin, that is, in
animals controlled by hormones, but not in primrose, yeast and
bacteria.[74a] In order to identify the membrane side where
phosphorylation induces inhibition of activity in the presence of
ATP, the reconstituted bovine heart enzyme was either phos-
phorylated only from the inside (matrix side) in a cAMP-
dependent manner, resulting in decreased activity with hyper-
bolic kinetics, or from the outside (cytosolic side), resulting in
decreased activity with sigmoidal kinetics[74b] . These results
suggest that the allosteric inhibition of cytochrome c oxidase by
ATP at high intramitochondrial ATP/ADP ratios (through ex-
change of bound ADP by ATP at the matrix domain of subunit IV)
is switched on by cAMP-dependent phosphorylation of Ser 441
in subunit I by a mitochondrial protein kinase located in the
intermembrane space.


Recently, the specific binding of the regulatory subunit of
protein kinase A (RIa) to subunit Vb of cytochrome c oxidase was
shown in HeLa cells.[75] Since subunit Vb is located exclusively in
the matrix (Figure 1), a protein kinase A must also occur within
mitochondria. This conclusion is supported by results of Scacco
et al. ,[76] who found stimulation of NADH dehydrogenase activity
in fibroblast cultures after cAMP-dependent phosphorylation of
the matrix-oriented 18-kDa subunit.


9. A new molecular-physiological hypothesis


We propose a new molecular hypothesis on the physiological
regulation of oxidative phosphorylation in vivo. We postulate
that in cells a hormonally controlled dynamic equilibrium exists
between two states of energy metabolism: a relaxed state with
efficient oxidative phosphorylation according to ATP utilization,
and associated with low DYm and low ROS formation, and an
excited state with increased DYm, but less efficient oxidative
phosphorylation, associated with increased ROS formation. The
relaxed state is switched on by cAMP-dependent phosphoryla-
tion of cytochrome c oxidase at Ser 441 in subunit I (and possibly
of subunits III and Vb), and switched off by calcium ion induced
dephosphorylation (Figure 5).


In isolated mitochondria high membrane potentials of 150 ±
200 mV are usually measured.[63, 77] In contrast, low DYm values of
100 ± 150 mV were determined in perfused hearts.[78] We suggest
that in vivo cytochrome c oxidase is mostly (in a cAMP-depend-
ent manner) phosphorylated, and respiration is mainly con-
trolled (except for control by substrates) by the intramitochon-
drial ATP/ADP ratio (second mechanism of respiratory control).
This mechanism converts cytochrome c oxidation into the rate-
limiting step of the respiratory chain, which was verified in vivo
by metabolic control analysis in intact cells.[79a±c] In mitochondria,
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Figure 5. Schematic representation of the postulated regulation of oxidative
phosphorylation (OxPhos) in vivo. We postulate that in eukaryotic cells a
hormonally controlled dynamic equilibrium exists between two states of energy
metabolism: 1) A relaxed state with efficient OxPhos according to the utilization
of ATP at low proton motive force Dp (mainly DYm� 100 ± 150 mV) and low ROS
formation. This state is switched on by cAMP-dependent phosphorylation of the
enzyme (COX-P). 2) An excited state with increased but less efficient OxPhos at
high Dp (150 ± 200 mV) and enhanced ROS formation. The increased Dp causes a
decrease in H�/eÿ ratio (ªslipº) in cytochrome c oxidase and increases
the rate of respiration and ATP synthesis due to decreased efficiency
(ÿDGo' is more negative). The excited state is switched on i) by
dephosphorylation of cytochrome c oxidase (COX-OH) induced by
ªstressº hormones through Ca2�-activated mitochondrial protein
phosphatase(s), ii) without dephosphorylation (*COX-P) by binding
3,5-diiodothyronine or free palmitate; or by increased substrate
pressure in the mitochondrial respiratory chain (high cyt.c2�/cyt.c3�


ratio) as a consequence of excess substrate supply. The excited state
stimulates the formation of ROS, which are considered the main
cause of aging (via mutations of mitochondrial DNA, mtDNA),
degenerative diseases, and cancer.


the allosteric inhibition of cytochrome c oxidase by ATP
stabilizes low values of the proton motive force Dp
(mainly DYm), due to feedback inhibition by high ATP/
ADP ratios, as shown schematically in Figure 6. The
simultaneous control of the activity of the Dp con-
sumer (ATP synthase) and the Dp generator (proton
pumps) by the intramitochondrial ATP/ADP ratio keeps
DYm low, since high ATP/ADP ratios are already
obtained at DYm values of 100 ± 120 mV. This follows
from results of Kaim and Dimroth,[80] who determined
the DYm dependence of the rate of ATP synthesis by
ATP synthase and obtained saturation and maximal
rates at 100 ± 120 mV.


In the absence of the allosteric inhibition of cytochrome c
oxidase by ATP, cell respiration is limited by Dp (mainly DYm , in
addition to substrate control), which inhibits the proton pumps
at high values (150 ± 200 mV). In isolated mitochondria[63, 77] and
with the reconstituted enzyme,[49, 81] high values of DYm are
usually measured, probably due to dephosphorylation of
cytochrome c oxidase. We propose that in vivo ªstress hor-
monesº lead to an increase in DYm (150 ± 200 mV) through
calcium-induced dephosphorylation of cytochrome c oxidase,
and thus turn on the excited state of energy metabolism. The
dephosphorylated enzyme no longer represents the rate-limit-
ing step of the respiratory chain, as measured by metabolic
control analysis with isolated mitochondria, showing a five- to
tenfold excess capacity of cytochrome c oxidase.[82a, b]


The allosteric inhibition of cytochrome c oxidase by ATP (with
subsequent increase in DYm) is also released without dephos-
phorylation by 3,5-diiodothyronine,[68] free palmitate (<1 mM),[70b]


and high substrate concentrations (high cytochrome c2�/cy-
tochrome c3� ratios, as a consequence of excess nutritional
substrates) due to the sigmoidal v/[S] kinetics.[64a] At high DYm


values the H�/eÿ ratio of cytochrome c oxidase decreases (see
Section 5.). It was proposed that the physiological role of
hormone-induced dephosphorylation of cytochrome c oxidase
is to increase the driving force (Dp) and thus the rate of ATP
synthesis under stress at the expense of the efficiency of
oxidative phosphorylation[15, 16] (see Figure 5).


High values of DYm, however, have deleterious consequences
for the whole organism. Investigations of Liu[83a, b] and Korshunov
et al.[83c] have shown that with increasing DYm values (above
150 mV) the formation of ROS in mitochondria increases. The
production of ROS is assumed to occur in the respiratory chain
by direct one-electron transfer from ubisemiquinone to dioxy-


Figure 6. Control of mitochondrial proton motive force Dp (mainly DYm) by the rates of
respiration (COX activity) and ATP synthase. The scheme compares the control of cell
respiration (according to the classical chemiosmotic hypothesis) by the proton motive force
Dp (first mechanism of respiratory control, left panel) and by the intramitochondrial ATP/ADP
ratio (second mechanism of respiratory control, right panel), which, at high ATP/ADP ratios,
leads to allosteric inhibition of cytochrome c oxidase (COX) activity by ATP, and thus of
mitochondrial respiration. This feedback inhibition of respiration at high intramitochondrial
ATP/ADP ratios stabilizes Dp at low values (100 ± 150 mV) that are sufficient for the synthesis
of ATP by ATP synthase. After hormonal switching off the second mechanism of respiratory
control, Dp rises because now mitochondrial respiration (except for control by substrate
supply) is only controlled by high values of Dp (150 ± 200 mV).[63]
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gen.[84] ROS cause mutations of mitochondrial DNA,[85a, b] which
are assumed to represent the main contributor to aging[86a±d] and
degenerative diseases.[87] In addition, ROS have been suggested
to cause cancer.[88]


10. Observations supporting the postulated
control of DYm and ROS formation


Robb-Gaspers et al. ,[89a, b] using fluorescent dyes, simultaneously
measured cytosolic and/or mitochondrial calcium ion concen-
tration ([Ca2�]c and [Ca2�]m, respectively) and mitochondrial DYm


or DpHm after addition of vasopressin or thapsigargin to
cultivated hepatocytes. The immediate increase in [Ca2�]c


(saturation after about 50 s) was followed by a slow but
sustained increase in both DYm and DpHm . This result contrasts
the decrease in DYm after addition of Ca2� to isolated
mitochondria, but is explained by Ca2�-activated dephosphor-
ylation of cytochrome c oxidase, abolition of allosteric inhibition
by ATP, and consequent stimulation of Dp.


In exercise physiology, the ªO2 driftº phenomenon has been
known for more than 25 years but remained unexplained. As
exercise work loads are increased, oxygen consumption in-
creases linearly until a sufficiently high work load is reached at
which O2 consumption increases disproportionately, and ªdriftsº
upward rather then reaching a steady state.[90a±c] This phenom-
enon can be explained by a switch at high work load from the
relaxed to the excited state of energy metabolism through Ca2�-
activated dephosphorylation of cytochrome c oxidase.


The neurotoxic effect of glutamate or N-methyl-D-aspartate
(NMDA) was related to increased formation of ROS in mitochon-
dria. By using a specific fluorescent dye (DCF-H2) the increase in
ROS formation was measured in neurons after addition of
glutamate. The effect was essentially dependent on activation of
the NMDA receptor and the presence of Ca2� in the medium.[91a]


Corresponding experiments by Dugan et al.[91b] with cultivated
cortical neurons of mice, using dihydrorhodamin 123 as ROS
indicator, demonstrated also increased ROS formation after
addition of NMDA, which was dependent on the presence of
extracellular Ca2�.


Electron paramagnetic resonance (EPR) measurements of
oxygen radicals in skeletal muscle samples from human, rat,
and mouse after excessive contractile activity indicated in-
creased ROS formation.[92] The authors postulated that muscle
damage after excessive muscle activity is based on the increased
formation of free radicals.


The comparison of ROS formation in different mammals and
birds showed that animals with maximal life expectancy are
characterized by low mitochondrial ROS formation, and this is
independent of the specific resting metabolic rate of individual
animals.[93]


11. Summary and outlook


We have presented the current view on the catalytic mechanism
of cytochrome c oxidase, based on the crystal structures of the
bacterial and bovine heart enzymes, and on site-directed
mutagenesis studies with bacterial enzymes. The surprisingly


similar crystal structures of the catalytic center of the two
enzymes contrasts the large difference in the number of their
subunits, 3 ± 4 in bacteria and 13 in mammals. For some nuclear-
coded subunits of the eukaryotic enzyme, which are absent in
bacteria, regulatory functions could be elucidated.


A ªsecond mechanism of respiratory controlº was found,
which connects respiration in mammalian cells to the consump-
tion of ATP by inhibiting cytochrome c oxidase activity at high
intramitochondrial ATP/ADP ratios through the exchange of
bound ADP by ATP at the matrix domain of subunit IV. This
allosteric inhibition of the eukaryotic enzyme by ATP is
hormonally switched on by cAMP-dependent phosphorylation
and switched off by Ca2�-activated dephosphorylation, and also
by low concentrations of 3,5-diiodothyronine or palmitate. A
decrease in the proton pumping stoichiometry of the bovine
heart enzyme at high ATP/ADP ratios was found through binding
of ATP to subunit VIaH. This decrease in energy transduction
efficiency, not found in the bovine liver enzyme (containing
subunit VIaL), is assumed to participate in mammalian thermo-
genesis.


Based on these results a new molecular hypothesis on the
physiological regulation of oxidative phosphorylation is postu-
lated, suggesting in vivo a hormonally controlled dynamic
equilibrium between two states of energy metabolism: a relaxed
state with efficient oxidative phosphorylation at low mitochon-
drial membrane potential and low ROS formation, and a ªstress-
inducedº excited state with increased but less efficient oxidative
phosphorylation at high membrane potential and elevated ROS
formation. The excited state is suggested to accelerate aging
and to cause degenerative diseases and cancer.


In this review some regulatory functions of cytochrome c
oxidase subunits IV, Va, Vb, VIaH, and VIaL have been described.
The functions of subunits VIb, VIc, VIIa (two isoforms) VIIb, VIIc,
and VIII (two isoforms) are still unknown. Also, from the seven
identified high-affinity binding sites for ATP or ADP the function
of only two could be elucidated (at subunits IV and VIaH). We are
only at the beginning of understanding the extensive regulatory
complexity of eukaryotic cytochrome c oxidase.
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Indisputably, catalytic procedures repre-
sent the best way to the economic
solution of synthesis problems. Enzymes
imparticular unite high catalytic efficiency
and diffusion control of synthesis with an
equally high degree of regio- and stereo-
specificity. Moreover, because enzymes
are produced and optimized by living
organisms, physiological mild reaction
conditions can be used. Together with
the possibility of providing large quanti-
ties of native or modified enzymes
by overexpression, biocatalytic proce-
dures become increasingly attractive to
improve existing chemical synthesis
methods.


As they were developed by nature,
most biocatalysts are proteins. Therefore,
the biocatalytic synthesis of peptides and
proteins can be seen as a special case in
biocatalysis since both the catalyst and


the reactants are built from identical basic
monomers. Nature solves this problem
with the help of a catalytically active RNA,
ribosomal peptidyl transferase, which
synthesizes proteins by a coordinated
interplay of more than 100 kinds of fur-
ther macromolecules.


The synthesis of short peptides, how-
ever, does not inevitably depend on the
presence of the ribosomal peptidyl trans-
ferase. For example, the biosynthesis of
small cyclic peptide antibiotics, like the
decapeptide gramicidin S or the immuno-
suppressant cyclosporin, is achieved by
soluble non-ribosomal peptide synthe-
tases (NRPSs). Together with the closely


related polyketide synthetases (PKSs),
NRPSs have caused considerable interest
as biocatalysts for the synthesis of a wide
variety of medicinally important natural
products.[1] A combination of genetic,
protein chemical, and chemical ap-
proaches has provided fundamental in-
sights into many properties of these
complex systems and has allowed a more
rational use of these remarkable biocata-
lysts.[2] Nevertheless, there are several
important unanswered questions.


This account highlights a recent pub-
lication by Trauger et al.[3] that reports on
the isolation and characterization of the
thioesterase domain of tyrocidine synthe-
tase. A short introduction gives essential
background information on the architec-
ture and catalytic activity of NRPSs. After
presenting the results, their significance
will be explained, and the importance of
the isolated thioesterase, which is mainly
for peptide cyclization, will be discussed
in comparison to other biocatalytic ap-
proaches.


NRPSs are large, multifunctional pro-
teins that are organized into sets of
functional domains termed modules (Fig-
ure 1).[4] In this system, amino acids are
activated by the formation of enzyme-
bound thioesters between the module-
specific amino acid and the peptidyl


carrier protein (PCP) itself. Panthetheine-
4'-phosphate, attached to the side-chain
hydroxy group of conserved serine resi-
dues, serves as the activating anchor
molecule. Due to the specific loading of
amino acids, the order of modules corre-
sponds directly to the primary sequence
of the final peptide product. In this
system, peptide synthesis is initiated by
the transfer of the first amino acid to the
Na-amino group of the residue linked to
the neighboring module, to form an
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Figure 1. Biosynthesis of cyclic peptides by non-ribosomal peptide synthetases (NRPSs). Boxes represent functional domains with : A, adenylation (catalyzes amino acid
activation); PCP, peptidyl carrier protein ; C, condensation (catalyzes peptide bond formation) ; E, epimerization ; TE, thioesterase domain. S represents panthetheine-4'-
phosphate linked to the side chain hydroxy group of a serine residue in the PCP domain. O/S represents the active side chain of either a cysteine or a serine residue in the
TE domain. AA� amino acid.
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enzyme-bound dipeptide thioester. The
process occurs again and finally termi-
nates at the last downstream module; the
end result is the appropriate enzyme-
bound peptide thioester. Release of the
enzyme-bound peptide is usually cata-
lyzed by a C-terminal domain, the thio-
esterase (TE) domain, which mediates
either the hydrolysis of the covalently
linked peptide ester or cyclization of its
backbone. Interestingly, despite the di-
verse activities, the TE domain appears to
use a catalytic triad in both cases, with
either serine or cysteine as the active
amino acid residue; this is also known to
be the case for proteases.[5]


Attempts to disconnect the TE domain
from the corresponding peptide synthe-
tase[6] as well as investigations on isolated
TE domains[7] have led to the assumption
that a physical linkage, or at least a tight
noncovalent interaction, between the TE
domain and the upstream modules is
essential for complete TE activity. While
disconnected and isolated TE domains
were found to be capable of hydrolyzing
native or artificial substrates, no activity
for cyclization could be detected.


Trauger et al. started a new attempt
with tyrocidine synthetase from the
spore-forming Bacillus brevis as the model
enzyme; this enzyme catalyzes assembly
of the cyclic decapeptide antibiotic tyro-
cidine A. After overexpression and purifi-
cation, the isolated TE domain was incu-
bated with an artificial peptide thioester
that mimics the natural peptide substrate
of the TE domain (Scheme 1). N-Acetyl-
cysteamine was used as the activating
ester leaving group as it is structurally
identical to the terminal section of the
panthetheine-4'-phosphate anchor.


Contrary to former studies,[7] the au-
thors found specific cyclization activity of
the isolated TE domain towards the
artificial peptide ester, which resulted in
the formation of tyrocidine A. Hydrolysis
of the decapeptide thioester could only
be detected to a minor extent. The
authors postulate the absence of up-
stream modules as the reason for this
nontypical background hydrolysis. Al-
though the ester leaving group should
not have an influence on the deacylation
of the acyl ± enzyme intermediate (assum-
ing that the kinetics of the TE reaction
follow those of Ser and Cys proteases), a


similar leaving-group effect was also
found for some protease-mediated pep-
tide synthesis reactions, in particular
when artificial substrate esters were used
as acyl donor components.[8] Therefore, it
remains an open question as to whether
the artificial N-acetylcysteamine leaving
group might also contribute to the back-
ground hydrolysis observed.


The replacement of D-Phe1 with Phe or
D-Ala, D-Phe4 with D-Ala, Orn9 with Glu,
and an Ala scan of the remaining seven
amino acid residues of the decapeptide
thioester provided the first data on the
substrate specificity of the isolated TE
domain. It was found that only the sub-
stitution of amino acids near the end of
the decapeptide, that is, the amino acids
in positions 1 and 9, significantly decreas-
es the rate of cyclization, by affecting
either the acylation or the deacylation
step of the reaction. Deletion or addition
of one amino acid moiety in the center of
the peptide substrate did not abolish the
cyclization activity of the TE domain;
these experiments resulted in the forma-
tion of nine- and eleven-membered cyclo-
peptides, respectively. Finally, it was dem-
onstrated that the isolated TE domain
catalyzes not only peptide cyclization but
also dimerization of two repetitive penta-
peptide thioesters followed by the sub-
sequent cyclization, which leads to


the appropriate cyclic decapeptide
(Scheme 2). By using gramicidin S as the
model peptide product for this reaction,
the mechanism postulated for pentapep-
tide dimerization and cyclization by gra-
micidin S synthetase could be con-
firmed.[9]


Indisputably, the finding that an iso-
lated TE domain of a NRPS is capable of
catalyzing not only hydrolysis of artificial
peptide esters, but also dimerization and
cyclization is an important conclusion of
this work. This clarifies the native function
and catalytic role of the TE domain within
the multifunctional NRPS complex and
that is certainly of high general interest.
Furthermore, it opens up the way to the
detailed determination of the TE substrate
specificity independently of upstream
domains, which cannot be achieved with
the full-length protein. The finding that
delimited domains can evolve full bio-
logical function is in accordance with
findings for other proteins of multifunc-
tional architecture, such as FKBP 59[10] and
the E. coli trigger factor,[11] and supports
the assumption that multifunctional pro-
teins may be the result of exon shuffling
during evolution. From the synthetic
point of view, the isolated TE domain
could be highly valuable especially for the
engineered biosynthesis of new cyclic
compounds. To my knowledge there are


Scheme 1. Structures of the natural (1) and artificial (2) substrates of the tyrocidine synthetase TE domain. The
serine residue in 1 is part of the peptidyl carrier protein.


Scheme 2. Dimerization of the pentapeptide ester H2N-D-Phe-Pro-Val-Orn-Leu-SNAC (SNAC�N-acetylcyste-
amine thioester) and cyclization of the resulting decapeptide ester to form gramicidin S, as catalyzed by the
tyrocidine synthetase TE domain.
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only a very limited number of papers that
report on the enzyme-catalyzed cycliza-
tion of peptides in vitro.


Wells and co-workers described a pro-
tease-based method with a mutant of
subtilisin BPN' (subtiligase) to synthesize
head-to-tail cyclic peptides.[12] Peptide
glycolate phenylalanylamide esters of
chain lengths between 10 and 31 amino
acids and with unprotected side chains
were used as the linear precursors. The
researchers found that peptide esters
shorter than 12 residues only hydrolyze
or dimerize, but do not cyclize. In the case
of the longer peptides a cyclization could
be detected. The yields for cyclization
ranged from 30 ± 85 % and the efficiency
usually increases along with the length of
the peptide. The authors suggested that
longer peptides may be more flexible and,
therefore, better able to adopt a produc-
tive binding conformation. This finding is
all the more significant as the existing
classical chemical methods are mostly
inefficient for the cyclization of peptides
longer than 10 residues due to the large
entropic barriers of such reactions.[13] The
efficiency of cyclization appears to de-
pend on the sequence of the peptide as
well as the peptide length. In general,
subtiligase prefers large hydrophobic res-
idues at the donor site (P1 position;
nomenclature according to ref. [14]) and
nonpolar residues at the acceptor site of
the peptide (P1' position).[15] At the re-
maining positions a variety of sequences
are accepted by the enzyme, which makes
this method a rather general one for the
synthesis of larger cyclic peptides.


Recently, Smithrud et al. reported on
the formation of cyclic peptides catalyzed
by a catalytically active antibody which
was originally designed for the formation
of noncyclic dipeptides.[16] Starting from
the para-nitrophenyl ester of the hexa-
peptide D-Trp-Gly-Pal-Pro-Gly-Phe (Pal,
3-pyridylalanine, which was used instead
of the initial Phe3 to improve the solubil-
ity), they could demonstrate that the so-
called antibody ligase 16G3 catalyzes
head-to-tail cyclization to give c-(D-Trp-
Gly-Pal-Pro-Gly-Phe). The rate enhance-
ment for the antibody-mediated cycliza-
tion was found to be 22-fold compared to
the background reaction; in other words,
in absolute rate terms, 1 mM of antibody
active sites form 2 mM of cyclic products


per minute. This catalytic activity was
sufficient to form the desired cyclic pep-
tide in greater than 90 % yield. Interest-
ingly, neither epimerization nor hydrolysis
of the peptide ester could be detected.
Substitution of the amino acid residues of
the hexapeptide at the coupling positions
(positions 1 and 6) by Trp or D-Phe
(position 1) and D-Phe or Trp (position 6)
significantly reduced the rate of enhance-
ment. Although a similar effect was also
found for the TE-domain- and subtiligase-
mediated cyclization, this finding reflects
the extremely high, hapten-induced spec-
ificity of antibodies. In contrast to the TE
domain and subtiligase, the antibody
ligase acts rather as a template to channel
the activated linear peptide ester into
formation of the desired cyclic product
than as a common enzyme (Figure 2). On


Figure 2. Representation of the proposed tetrahe-
dral intermediate for the 16G3-catalyzed cyclization
of a linear hexapeptide according to Smithrud
et al.[16] Only the diastereomer containing L-Phe and
D-Trp will bind to pockets A and B optimally. The
remaining four amino acids are presumed to reside
largely outside the binding pocket.


the other hand, it can be expected that
the length and composition of the linear
peptide may be not a limitation for
antibody catalysis because antibodies
can be tailor-made to recognize those
particular side chains that are involved in
the ring closure. However, due to the
relatively low catalytic efficiency of such
reactions it is questionable whether anti-
bodies can reach practical relevance in
the near future.


A clever and only recently published
approach represents the synthesis of
cyclic peptides by the use of the intein
(internal protein) strategy. In nature, in-


teins catalyze a multistep protein modifi-
cation, in which they are excised from a
precursor fusion protein by breaking two
peptide bonds while religating the flank-
ing domains (exteins) into a contiguous
polypeptide joined by a new peptide
bond.[17] Controllable fission of the pep-
tide bonds at either the C or the N
terminus of the intein has allowed the
production of recombinant N-terminal
cysteine proteins and athioester proteins,
respectively. As proposed in the classical
works of Wieland and co-workers[18] and
Brenner et al. ,[19] cysteine and synthetic
peptides with an N-terminal cysteine
moiety reacted selectively with athioest-
er-tagged peptides through a transesteri-
fication reaction, which was followed by
an S!N acyl shift to finally result in the
formation of a native peptide bond.[20]


This technology, termed intein-mediated
or -expressed protein ligation,[21] has been
used not only for the ligation of linear
peptide fragments, but also for catalyzing
head-to-tail peptide ligation. For the lat-
ter, the N-terminal cysteine and the
athioester moiety must be located in one
single peptide.


Two different approaches have been
developed for synthesizing these peptide
thioesters containing an N-terminal cys-
teine, which both utilize inteins with
N-terminal cleavage activity to produce
the athioester moiety, but which differ in
the way the N-terminal cysteine is liber-
ated. In one approach, the cysteine of the
target peptide is masked by an additional
sequence that can be removed selectively
by the use of highly specific proteases, a
system that allowed, for example, a
circular version of an isolated SH3 domain
to be generated.[22]


In the twin (two inteins) system, the
target peptide is cloned between two
modified inteins (Figure 3) and both acti-
vated ends are generated by intein cleav-
age.[23] In vitro an additional chitin binding
domain present on one or both of the
inteins allowed the immobilization of the
desired precursor protein on chitin resin,
whereas endogenous E. coli proteins
could be washed away. Thiol-induced
cleavage of the intein at the C terminus
of the target peptide (situated on intein 2)
produced the appropriate athioester,
which then reacted with the N-terminal
cysteine of the same target peptide to
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give the desired cyclic product. The use of
the twin system enabled several proteins
to be produced in their circular versions.


Generally, it was found that a linker
sequence between each end of the pro-
tein usually enhances the efficiency of
cyclization, mostly due to the repression
of competitive polymerization. The cycli-
zation reaction of thioredoxin (135 amino
acids), for example, occurred in >80 %
yield, with nine and three amino acids
added to the N and C termini of the
protein, respectively.[23] Interestingly, the
cyclization of small peptides can also be
achieved in high yields by this system, as
demonstrated for peptides containing 9,
10, and 14 amino acids.[23] In a recent
paper Scott et al. supposed that favorable
interaction of the two inteins could be an
important driving force of this highly


efficient catalysis.[24] This may be also
reflected by the finding of the authors
that N-terminal serine is a viable substi-
tute for cysteine, as shown by the syn-
thesis of the cyclic tyrosinase inhibitor
pseudostellarin F (c-(Ser-Gly-Gly-Tyr-Leu-
Pro-Pro)).


Apart from nontypical exceptions,[22] a
cysteine, serine, or threonine residue,
however, is mechanistically essential to
serve as a nucleophile in the intein-
catalyzed transesterification reaction; it
then remains behind in the cyclic product.
Thus, peptides with sequences devoid of
those amino acid moieties are usually not
targets of this technology. It was further
found that the sequence of the target
peptide at least two amino acids from the
scissile peptide bonds can have signifi-
cant effects on intein activity, while the


vector places no other constraints on the
target length or composition.[24]


Generally, peptides with both an N-ter-
minal cysteine and an athioester moiety
can be achieved alternatively by chemical
methods. The use of those methods
enables cyclic peptides to be generated
from their fully unprotected linear pre-
cursors by native chemical ligation with-
out the help of a ligase. Utilizing this
procedure several cyclic peptides, ranging
from 15 ± 47 residues, could be synthe-
sized successfully.[25] Cyclization of the
peptides were achieved in solution and
directly on the copolymer support, and
high yields could be obtained in most
cases. Since most other chemical methods
are rather inefficient for cyclization of
longer peptides, native chemical ligation
is highly useful to provide direct access to


Figure 3. Peptide cyclization by the twin (two intein) system. Induced by a thiol reagent, such as 2-mercaptoethanesulfonic acid, intein 2 undergoes an N!S(O) acyl
shift at the target-peptide/intein 2 junction to generate a thioester intermediate. The following transesterification with a thiol or hydroxy side-chain functionality at the
target-peptide/intein 1 junction results in the formation of a lariat intermediate. The further process involves Asn side-chain cyclization, liberation of the cyclic peptide as
a lactone, and an S(O)!N acyl shift that generates the thermodynamically favored lactam product. Purification of the precursor protein is simplified by a chitin binding
domain (CBD) that binds to chitin resin.
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larger cyclic peptides. It must be noted,
however, that the high yields obtained
could be (at least partly) the result of
conformational factors, since the N and C
termini of the targets that were chosen for
cyclization are very close in the corre-
sponding native peptides. General draw-
backs of this method are the necessity of
synthesizing peptide thioesters, which are
often difficult to prepare, and the need for
a cysteine (or closely related amino acid)
at the N terminus of the linear precursor
peptide. The latter, however, does not
inevitably result in the presence of cys-
teine moieties in the final products. For
example, desulfurization of the cysteine
after chemical ligation converts the cys-
teine into an alanine, a method that
allowed non-cysteine linear and cyclic
peptides to be synthesized.[26]


The capability of the isolated TE do-
main to catalyze not only the intramolec-
ular but also the intermolecular ligation of
peptides was also found for the other
ªligasesº. Although the authors do not
provide data on the yield of dimerization,
the kinetic parameters given for dimeri-
zation and cyclization indicate that the
isolated TE domain catalyzes the dimeri-
zation of the pentapeptide less efficiently
than the cyclization of the resulting
decapeptide. This may be the reason
why a further elongation of the dimerized
peptide ester could not be detected.
Therefore, the question remains open as
to whether excised TE domains can be
used as suitable biocatalysts for the
ligation of peptide fragments without
(unwanted) cyclization. Attempts with
longer peptide ester substrates may fur-
nish clarification. Furthermore, it may be a
big challenge to channel the ligation
reaction to form homogeneous peptide
products, when mixed peptide fragments
with distinct sequences and lengths are
used in their Na-unprotected fashion, as is


required. Finally, the minor amount of
hydrolysis activity found for peptide cy-
clization with the TE domain should
initiate further studies to address this
effect on the molecular level. The results
could provide an important input to the
engineering of hydrolases and proteases,
which also use a catalytic triad and a
similar catalysis mechanism, to further
improve their synthetic utility.
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Catalytic Molecular Beacons
Milan N. Stojanovic,* Paloma de Prada, and Donald W. Landry[a]


We have constructed catalytic molecular beacons from a hammer-
head-type deoxyribozyme by a modular design. The deoxyribozyme
was engineered to contain a molecular beacon stem ± loop module
that, when closed, inhibits the deoxyribozyme module and is
complementary to a target oligonucleotide. Binding of target
oligonucleotides opens the beacon stem ± loop and allosterically
activates the deoxyribozyme module, which amplifies the recog-
nition event through cleavage of a doubly labeled fluorescent
substrate. The customized modular design of catalytic molecular
beacons allows for any two single-stranded oligonucleotide
sequences to be distinguished in homogenous solution in a single


step. Our constructs demonstrate that antisense conformational
triggers based on molecular beacons can be used to initiate
catalytic events. The selectivity of the system is sufficient for
analytical applications and has potential for the construction of
deoxyribozyme-based drug delivery tools specifically activated in
cells containing somatic mutations.


KEYWORDS:


deoxyribozymes ´ DNA recognition ´ fluorescence spectros-
copy ´ molecular beacons ´ nucleic acids


Introduction


The ongoing elucidation of the molecular basis of disease[1] has
increased the demand for methods that discriminate specific
nucleic acid sequences.[2, 3] We were interested in nucleic acid
discrimination at the resolution of a single base mutation for two
applications: (1) the development of simple single-step homo-
genous analytical methods that could be adapted to high-
throughput screening and (2) the creation of novel therapeutic
agents specifically activated in cells containing somatic muta-
tions. For both applications, a conformational trigger based on a
molecular beacon seemed an excellent starting point.


Traditional molecular beacons[4] are attractive biosensors for
the detection of specific nucleic acid sequences in homogenous
solution. Molecular beacons are doubly end-labeled oligonu-
cleotides that exist in solution as stable stem ± loop structures in
which the fluorescence of a reporter dye (D) attached to the
5' end is quenched by a proximate quencher (Q) attached to the
3' end (Figure 1). In the presence of a complementary nucleic
acid the stem opens, and this event is signaled by a loss of
quenching and an increase in fluorescence. Even a single
mismatch can be sufficient to prevent the opening of the stem.
However, the signal is limited by the 1:1 stoichiometry of the
complex and, thus, the method is usually coupled to polymerase
chain reaction (PCR) amplification and real-time PCR detection.
An alternative approach that incorporates signal amplification
would be to couple the specific oligonucleotide recognition
event of a molecular beacon to an enzymatic activity with
colorimetric or fluorogenic end points. Thus, the target oligo-
nucleotide would serve as an effector of enzymatic activity.
There are previous examples[5] of oligonucleotide-based
catalysts allosterically promoted by specific oligonucleotides,
but they are not generally applicable and require reselec-
tion.


Figure 1. Molecular beacon signaling the presence of a complementary
oligonucleotide by an increase in donor (D) fluorescence upon stem opening and
separation from the quencher (Q).


[a] Dr. M. N. Stojanovic, Dr. P. de Prada, Prof. D. W. Landry
Division of Clinical Pharmacology and Experimental Therapeutics
Department of Medicine
Columbia University
Box 84, 630W 168th Street, New York, NY 10032 (USA)
Fax: (�1) 212-305-3475
E-mail : mns18@columbia.edu


Supporting information (behavior of catalytic molecular beacon (CMB) with
fully complementary loop to 1 in the presence of substrate and target
oligonucleotides ; reaction scheme of CMB with more reactive deoxyribozyme
module and modified substrate ; spectra of reactions with and without
oligonucleotides ; fluorescence versus time curves in the presence of target
oligonucleotides) for this article is available on the WWW under http://
www.chembiochem.com or from the author.
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Based on this analysis, we designed catalytic molecular
beacons (CMBs) as modular deoxyribozymes under allosteric
control[6] of single-stranded target oligonucleotides. When
combined with the appropriately labeled substrate, catalytic
molecular beacons can discriminate between target and mutant
oligonucleotides that differ in a single base. Furthermore, the
method described here is general, that is, any oligonucleotide
sequence can be turned into a controlling element by a simple
exchange of the recognition element in the beacon module.


Results and Discussion


Design of catalytic molecular beacons


Stoichiometric molecular beacons directly signal the recognition
of target oligonucleotides through loss of fluorophore quench-
ing in the open-form hybrid. In contrast, we designed catalytic
molecular beacons, such that the recognition of the target
oligonucleotide activates a hammerhead-type deoxyribozyme[7]


(Figure 2, plain font) possessing RNase activity. The Mg2�-
dependent deoxyribozyme has a reported turnover of
0.04 minÿ1 for hydrolysis of a 15-mer oligonucleotide substrate
S containing a single ribonucleotide embedded in a deoxynu-
cleotide framework. We attached to the 5' terminus of the
deoxyribozyme a beacon module configured to complement the
target oligonucleotide 1 (d(CATAGGTGTTAACTT)), such that the
stem ± loop structure of the molecular beacon formed an
independent domain within the larger oligonucleotide.[8] We
extended the beacon stem to overlap with the 5' substrate
recognition domain and to completely inhibit catalytic cleavage
in the absence of the target oligonucleotide. We expected that,
by analogy to stoichiometric molecular beacons, the addition of
target oligonucleotide would open the stem of the beacon
module and thereby permit substrate binding and cleavage. The


overlap between the substrate recognition region and beacon
stem was carefully optimized so as not to suppress turnover in
the activated form. The optimal overlap length for recognition of
the pentadecadeoxyoligonucleotide with ca. 40 % GC content
was five base pairs.


The ability of a sensor to function in homogenous solution
hinges on the reporter function. Despite significant advances in
the design of ribozymes, until recently no ribozyme-based
reaction had been coupled to an optical read-out system in
homogenous solution. To achieve our purpose, we devised a
simple method based on a transformation of fluorogenic
substrate.[9] Recently, this technique has been used for kinetic
characterization of a hammerhead ribozyme,[10] and we have
demonstrated[11] that general fluorogenic homogenous assays
based on deoxyribozyme catalysis are possible, including the
recognition of a single-base difference in a special case where
the oligonucleotide was complementary to the part of the
parent deoxyribozyme. Also, a similar method has been recently
combined with PCR to yield DzyNA-PCR, wherein the amplicons
that contain a deoxyribozyme cleaved a reporter substrate in
clinically relevant samples.[12]


We placed a fluorescein donor (F) at the 5' terminus of S and
its fluorescence emission was partially quenched by the
tetramethylrhodamine acceptor (R) positioned at the 3' termi-
nus. Cleavage of doubly end-labeled substrate to products P1R
and P2F (Figure 2) resulted in a tenfold increase in fluorescein
emission at 520 nm (excitation at 480 nm).


Catalytic molecular beacons are selectively activated by a
target oligonucleotide


We tested the ability of the catalytic molecular beacon to
distinguish 15-mer oligonucleotides: 1 (d(CATAGGTGTTAACTT)),
2 (d(CATAGGTCTTAACTT)) with a G8 to C8 substitution versus 1,


and 3 (d(CATAGGTGTTTACTT)) with an
A11 to T11 substitution versus 1. The
deoxyribozyme with the beacon module
fully complementary to 1 was triggered at
room temperature preferentially by 1
over 2, but showed no selectivity over 3
(see Supporting Information). However,
we noted that double mutants were
much less effective in triggering the
enzymatic activity. Thus, in order to
optimize the differentiation of 1 from 2
and 3 at room temperature we intro-
duced a single-base mismatch in the
beacon module (A19 in Figure 2) as an
ªauxiliary mutationº to obtain CMB-1.
CMB-1 possesses one mismatch with
respect to 1 and two mismatches with
respect to 2 and 3. When the deoxyribo-
zyme CMB-1 was mixed with substrate in
the presence of oligonucleotide 1, or the
ªmutantsº 2 or 3, it was clearly capable of
distinguishing them (Figure 3 A). Initial
experiments were performed with an


Figure 2. Catalytic molecular beacon CMB-1, substrate S with embedded ribonucleotide (rA) (shown in the
nonproductive complex with deoxyribozyme), target oligonucleotide 1 (shown in the complex with activated
CMB-1) and products P1R (R� tetramethylrhodamine) and P2F (F� fluorescein). CMB-1: Plain font�parent
deoxyribozyme ; bold font� beacon module. Upon binding of 1 cleavage occurs and fluorescein emission
increases. Compared to 1, oligonucleotides 2 and 3 have G8 to C8 and A11 to T11 mutations (see underlined
bases).
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Figure 3. A : Fluorescence spectra of reactions at t� 5.5 h, in the presence of
(from top to bottom): 1, 3, 2 and no oligonucleotide; conditions: c(Mg2�)� 10 mM,
c(CMB-1)� 1 mM, c(S)� 10 mM, c(1, 2 or 3)� 500 nM. B: Fluorescence intensity
versus time in the presence of target nucleotides 1 (^), 3 (~), 2 (&) ; conditions as
described for Figure A. C: Rn value (E520/E575) versus concentration of oligonu-
cleotides 1 (^), 3 (~), or 2 (&) at t� 18 h; conditions: c(Mg2�)� 10 mM,
c(CMB-1)� 50 nM, c(S)� 2 mM.


excess of CMB-1 (1 mM) to render the target oligonucleotide
(0.5 mM) the limiting reagent. Substrate concentrations corre-
sponded to the Km value of the parent deoxyribozyme (ca.
10 mM). Figure 3 B shows the time course of fluorescein emission.
Oligonucleotide 1 was distinguished easily from 2 and 3 within
30 min after ca. 1.4 turnovers per molecule of activating
oligonucleotide 1. Less than 0.2 turnovers were observed with
2 and less than 0.7 turnovers per molecule of 3. We were able to
achieve clear fluorescent end points even after 5.5 h at room
temperature, with ca. 12 turnovers per molecule of 1 (ca.
3 turnovers per molecule of 2, ca. 6 turnovers per molecule of
3). These data demonstrate the capability of the molecular
beacon stem ± loop to confer selective allosteric activation by 1
over 2 or 3. As expected, mutations that interrupt A-T pairing (as
in 3) are more effective in activation than mutations that affect
the G-C pair (as in 2).


To characterize this system, we studied the sensitivity of the
catalytic molecular beacon (at c�50 nM) in the presence of
oligonucleotides at various dilutions and time points. At lower


deoxyribozyme concentration, the cleavage reaction without
activating oligonucleotides and with 2 was negligible, and
prolonged incubation times could be used to maximize
sensitivity. For this experiment we define the Rn value as a ratio
of the emission at 520 nm from fluorescein and emission at
575 nm from rhodamine after excitation at 480 nm. At low
turnover, when both rhodamine and fluorescein emission
maxima are clearly separated, this representation has an
advantage because rhodamine emission serves as an internal
standard, thus minimizing experimental variations. Figure 3 C
shows the influence of oligonucleotide concentration on the
reaction progress, expressed as the Rn value at t�18 h. CMB-1 is
promoted by 1 at 8 nM as efficiently as by 2 at 1 mM, and we were
able to detect 1 at a concentration of less than 8 nM.


Catalytic molecular beacons are fully modular


We expected that catalytic molecular beacons would share
generality with their noncatalytic counterparts and that the
beacon module could be substituted to specifically recognize
other oligonucleotides. To test this possibility, we constructed
deoxyribozyme CMB-2 with a beacon module that would signal
the presence of oligonucleotide 2, but not 1 (Figure 4). The


Figure 4. Catalytic molecular beacon CMB-2, shown in the nonproductive
conformation. CMB-2 differs from CMB-1 in a substitution of C15 to G15 in the
beacon module (underlined base).


deoxyribozyme CMB-2 contains the same deoxyribozyme mod-
ule, but a stem ± loop module complementary to 2 (except for
the same A19 auxiliary mutation). Instead of oligonucleotide 3,
we tested oligonucleotide 4 (d(CATAGGTCTTTACTT)) with an A11
to T11 substitution as compared to 2. CMB-2 possesses two
mismatches with respect to 4 and should behave as CMB-1 did
in the presence of 3. All these prediction were born out: CMB-1
and CMB-2 differed in only one position, C15 versus G15, but their
responses to 1 and 2 were exactly the opposite. Deoxyribozyme
CMB-2 catalyzed the fluorogenic reaction in the presence of 2
and showed little activity in the presence of 1 (Figure 5 A). Also,
CMB-2 behaved in the presence of 4 as did CMB-1 in the
presence of 3, further demonstrating the modular behavior of
this system. CMB-2 was not active in the presence of triply
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Figure 5. A : Fluorescence spectra at t� 5.5 h in the presence of (from top to
bottom) 2, 4, 1, and 3 ; conditions : c(Mg2�)� 10 mM, c(CMB-2)� 1 mM, c(S)�
10 mM, c(1, 2, 3 or 4)� 500 nM. B: Fluorescence intensity versus time in the
presence of target oligonucleotides 1 (^), 3 (~), 2 (&), and 4 (�), conditions as
described for Figure A. C: Concentration of oligonucleotides 1 (^), 3 (~), 2 (&), and
4 (�) versus Rn value (E520/E575) at t� 20 h; conditions: c(Mg2�)� 10 mM,
c(CMB-2)� 100 nM, c(S)� 2 mM.


mismatched 3. Oligonucleotide 2 can be detected by CMB-2
within thirty minutes (Figure 5 B) after ca. 1.7 turnovers per
molecule of 2 (after< 0.6 turnovers per molecule of 1). CMB-2 is
promoted by 2 at 8 nM as effectively as by 1 at 2 mM (Figure 5 C),
and we were able to detect 2 at a concentration of less than 2 nM.


Conclusions


We have successfully demonstrated that molecular beacon loops
can be used to selectively trigger a secondary catalytic event, in
this case a deoxyribozyme reaction. Furthermore, through
coupling of this reaction to fluorescence reporting, we gener-
ated ªcatalytic molecular beaconsº that can report the presence
of mutations in single-stranded nucleic acids. In this design, the
molecular beacon module interacts with a target oligonucleo-
tide and a deoxyribozyme module amplifies this signal. The
beacon can be configured through auxiliary mutations to
operate at a selectivity threshold of a single point mutation.
We note that the increase in fluorescence per substrate turnover


is severalfold smaller than the increase following the stem ± loop
opening in the stoichiometric beacons, and this is currently the
obstacle for immediate analytical applications of the catalytic
molecular beacons. Despite high background fluorescence of
the substrate and the low turnover number of this deoxyribo-
zyme, the demonstration that a molecular beacon stem ± loop
can be used to activate deoxyribozymes is important, as it is
general and can be expanded to other, more active deoxyribo-
zymes. For example, we have used similar beacon modules to
control a more active deoxyribozyme[14] with various substrates
and have decreased the time of detection and back-
ground fluorescence (see Supporting Information). Any mRNA
that is currently being tested in antisense therapy can be
now considered for an activator of ribozyme activity by simply
combining the appropriate stem ± loop and enzyme modules,
and we are currently exploring potential antisense therapeutic
applications of deoxyribozymes activated by specific se-
quences.


Experimental Section


Materials: All oligonucleotides were custom-made by Integrated
DNA Technologies, Inc. (Coralville, IA), and purified by HPLC or PAGE
electrophoresis, except 15-mers 1, 2, 3 and 4 that were used
desalted. Samples were dissolved in RNase- and DNase-free water,
separated in aliquots, and frozen at ÿ20 8C until needed. All
experiments were performed in autoclaved buffer (50 mM HEPES,
1 M NaCl, pH 7.5) at room temperature. MgCl2 was obtained from
Sigma ± Aldrich Co. (St. Louis, MO) and used as 200 mM autoclaved
stock solution in water.


Spectroscopic measurements: All fluorescence spectra were ob-
tained on an F-2000 Fluorescence Spectrophotometer (Hitachi
Instruments Inc. , San Jose, CA) equipped with a xenon lamp
(Hamamatsu). Experiments were performed at the excitation wave-
length of 480 nm and emission scans at 510 ± 590 nm.


Catalytic molecular beacons, target oligonucleotides, and labeled
substrate were diluted to the desired concentrations in HEPES buffer
and mixed in that order. Reactions were initiated after 10 min by the
addition of Mg2�. The total reaction volume was 20 mL. Aliquots
(2.5 mL) were diluted to 0.5 mL with HEPES buffer and transferred into
a quartz microcuvette. Peak selection at the two maxima (519 ±
522 nm, or 570 ± 578 nm) was performed automatically, and these
values were used in calculations of the Rn value (Rn� E520/E575).


Determination of substrate turnover: The fluorescence emission of
the equimolar mixture of two products P1R and P2F (1.5 mM each) in
the buffer was compared to the fluorescence emission of the
substrate S (1.5 mM) and the estimate of tenfold increase in
fluorescence intensity upon substrate cleavage was obtained. The
following formula[13] was used to estimate the product formed at
time t (c(P)t in mM):


c(P)t � E t
520 ÿ E 0


520


9E 0
520


c(S)0 ;


where E0
520 is the fluorescence emission at t�0, c(S)0 is the substrate


concentration at t� 0 in mM, Et
520 is the fluorescence emission at


time t.
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Thermodynamic Control of Electron Transfer
Rates in Multicentre Redox Proteins
Teresa Catarino*[a] and David L. Turner[b]


In the analysis of kinetic data from multicentre redox proteins, it is
essential to distinguish between the observable macroscopic rate
constants and the structurally relevant microscopic properties. This
distinction is complicated by the existence of interactions between
centres. The problem is illustrated by the case of two interacting
redox centres and generalised for the analysis of stopped-flow
kinetic data for the reduction of cytochrome c3 , in which four redox
centres and at least one proteolytic centre are mutually interacting.
It is shown that fast intramolecular electron transfer, which is
typical of many multicentre redox proteins, and, where present, fast
proton exchange, ensure that only N rate constants can be
measured for a protein with N redox centres. The equations that


relate the observable macroscopic rate constants to the micro-
scopic rate constants of individual centres depend on a set of
parameters that can be approximated by using the Marcus theory
of electron transfer together with a set of reasonable assumptions.
The results are tested by fitting experimental data for the reduction
of cytochrome c3 by sodium dithionite, including its pH depen-
dence.


KEYWORDS:


cytochromes ´ electron transfer ´ heme proteins ´ kinetics ´
Marcus theory


Introduction


Many important biological processes depend upon small soluble
proteins or large protein complexes, including transmembrane
proteins, that possess multiple redox centres. These proteins
participate in electron transfer (ET) reactions that are often
involved in energy transduction and/or catalysis. Rates of ET
between centres within multicentre proteins have been studied
intensively,[1] by using methods such as laser flash photolysis,
with the aim of understanding how the proteins function.
However, ET between such proteins and their physiological
partners is essential to cell metabolism.


In this work we propose a model for analysing the kinetics of
ET between multicentre redox proteins and their electron
donors or acceptors, with the aim of obtaining information on
the kinetic properties of the individual redox centres. The model
is applicable to situations in which intramolecular ET is much
faster than intermolecular ET. Under these conditions, the
distribution of electrons inside the multicentre protein is
thermodynamically controlled and the complex kinetic scheme
that involves all possible (microscopic) ET steps collapses into a
simple mechanism of N consecutive (macroscopic) ET steps for a
protein with N redox centres. The macroscopic rate constant of
each step is the weighted average of the microscopic rate
constants that participate in the step, and the weights are the
respective fractional populations.


The Marcus theory[2] can be used to establish a relationship
between the rate constants of each individual centre at different
levels of global reduction, on the basis of the driving force for
each microscopic ET reaction. In this way, it becomes possible to
extract information on the kinetic behaviour of the individual
centres. Two different sets of assumptions are discussed. In
model 1, the redox centres are assumed to be intrinsically


different with respect to binding affinity for the electron donor
and ET parameters such as the reorganisation energy, but these
parameters are assumed to be independent of the global redox
state. Thus, only the driving force for each redox centre is
allowed to change from one step to another. In model 2, the
redox centres are assumed to be similar in all respects other than
their microscopic redox potentials. However, these parameters
are assumed to depend on the global redox state and are
allowed to change from step to step. Each model therefore
requires only one variable per redox centre, but both models
require a detailed thermodynamic characterisation of the multi-
centre redox protein in order to analyse the kinetic behaviour of
individual centres.


The kinetic models described here are illustrated with an
application to the reduction of cytochrome c3 , a tetrahaem
cytochrome isolated from Desulfovibrio gigas, by sodium di-
thionite. It is shown that the models are capable of describing
the pH dependence of the kinetic traces on the basis of the
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change in the driving force due to the haem ± proton inter-
actions (redox-Bohr effects) characterised previously,[3] hence
validating the assumptions used.


One important aspect concerning the use of dithionite as
reducing agent is that the complicated equilibrium chemistry of
sodium dithionite and bisulfite makes its effective midpoint
redox potential dependent on pH and also on concentration.[4]


However, when the SO2
ÿ radical is the actual reducing agent,[5]


the midpoint potential of the SO2/SO2
ÿ couple is all that is


relevant for the calculation of the driving forces. This has a value
of ÿ0.3 V which does not depend on the dithionite concen-
tration and is pH-independent above pH 2.[6] An excess of
dithionite and the equilibrium reactions of SO2 that follow
electron transfer from SO2


ÿ to the protein acceptor still drives
the reaction to completion even for redox centres with negative
midpoint potentials, such as those of cytochrome c3 .


Results and Discussion


Kinetic modelling of multicentre redox proteins


The complete kinetic scheme for an ET reaction between a
protein, P, and an electron donor, D, has to take into account at
least the following steps: 1) complex formation, 2) electron
transfer within the complex, and 3) complex dissociation, as
shown in Scheme 1. For a multicentre redox protein interacting


Scheme 1. Kinetic steps for electron transfer with complex formation; Pox and Pred


represent the oxidised and the reduced states, respectively, of the protein, and Dred


and Dox represent the reduced and the oxidised states, respectively, of the electron
donor. The complexes that result from the association of the redox partners are
represented in brackets.


with a single electron donor, this sequence of events should be
considered for each individual centre. Since at least six rate
constants are required for each redox centre, it is virtually
impossible to define all of them. However, the analysis of the
system can be simplified significantly with certain approxima-
tions, making it possible to determine rate constants that can
be related to the rate constants of Scheme 1. In particular,
under steady-state conditions, the complete kinetic scheme
for the reduction of centre i in protein P can be approximated
by a simple collisional model (Scheme 2). The rate constants


Scheme 2. Rate constants for electron transfer in a simple collisional model.


k�i and kÿi in Scheme 2 are composite parameters, defined in
Equations (1 a) and (1 b), which include information on com-
plex formation (k�1i and kÿ1i), electron transfer (k�2i and kÿ2i)


and complex dissociation (k�3i and kÿ3i), involving redox
centre i :


k�i �
k�1i k�2i k�3i


kÿ1i kÿ2i � kÿ1i k�3i � k�2i k�3i


(1 a)


kÿi �
kÿ1i kÿ2i kÿ3i


kÿ1i kÿ2i � kÿ1i k�3i � k�2i k�3i


(1 b)


The kinetic models presented in this article are collisional
models, which are applicable to systems for which the steady-
state approximation is valid and ET is rate-limiting, that is, there
is fast equilibrium of the electron donor/electron acceptor
complex before ET takes place.[7] Under these conditions, k�i�
(k�1i/kÿ1i) k�2i and kÿi� (kÿ3i/k�3i) kÿ2i , which are products of
binding constants and ET rates.


The simplest possible description of the kinetics of reduction
of a multicentre redox protein is applicable when each centre
reacts independently with the electron donor, in the absence of
intramolecular electron exchange. In that case the protein would
act as a cluster of independent monocentre proteins and the
forms in which, for example, one of the centres is reduced while
the rest remain oxidised are then distinct species, or states, that
correspond to the same stage in the overall process of reduction.
The reduction of a protein with N redox centres is then described
by the sum of N exponentials with amplitudes directly related to
the reduction of a particular centre. However, the assignment of
each rate constant to a specific centre is possible only if the
centres are spectroscopically distinguishable in the kinetic
experiment. It should be noted that this simple model is of
limited use because intramolecular electron exchange is usually
significant, as a result of the small distances that separate redox
centres inside protein molecules.[8a,b] There are, however, several
multimeric proteins in which the monomers are effectively
independent.


Whereas intramolecular electron exchange is usually fast,
intermolecular exchange between identical protein molecules is
unlikely to be physiologically significant, and it can be minimised
experimentally to mimic the physiological situation. We shall,
therefore, focus on the derivation of kinetic models for systems
in which intramolecular electron exchange is fast and intermo-
lecular electron exchange is slow, both on the time scale of the
experiment. The immediate consequence of fast intramolecular
ET is the existence of thermodynamic equilibrium between
states with the same number of reduced centres that we shall
refer to as the microstates of a redox stage.


For the sake of simplicity, but without loss of generality, we
shall illustrate the discussion by referring to a molecule with only
two redox centres and irreversible electron transfer steps, as
appropriate for a strong reducing agent. The assumption of
irreversibility is necessary only in order to present analytical
solutions to the rate equations, but the conclusions concerning
the relationship of macroscopic and microscopic rate constants
are also applicable to reversible reactions. The kinetic scheme for
the two-centre system, going from the oxidised to the reduced
form, comprises four microsteps that interconvert the four redox
microstates (Scheme 3). When intramolecular electron exchange
is fast on the experimental time scale, the relative populations of







T. Catarino and D. L. Turner


418 CHEMBIOCHEM 2001, 2, 416 ± 424


Scheme 3. Kinetic scheme for the reduction of a two-centre protein. The pseudo-
first-order rate constants for the reduction of centre i in the first and in the second
ET steps are ki


I and k II
i , respectively. Microstates are labelled with lower case and


the macroscopic stages by capital letters. Dashed arrows indicate fast
equilibration between microstates b1 and b2 , where the subscript indicates the
centre which remains oxidised. The kinetic scheme for the macroscopic
populations is shown in the bottom part. In this consecutive mechanism, kI and
kII are the macroscopic pseudo-first-order rate constants for the first and second
electron transfer steps, respectively.


microstates (b1 and b2) reach thermodynamic equilibrium before
the next reduction step and can be expressed as a fraction of the
total population of molecules with one centre reduced (redox
stage B). These fractions depend exclusively on the relative
microscopic redox potentials of the two centres. Under these
circumstances the complex kinetic scheme of four microscopic
redox steps collapses into a simple system of two consecutive
one-electron steps with macroscopic rate constants kI and kII.


The relative values of kI and kII define the shape of the kinetic
trace, that is, the shape of the curve of reduced fraction versus
time. For a kinetic mechanism of two consecutive irreversible


steps, the time dependence of the concentration of the stages A,
B and C is given by Equations (2 a ± c):


[A] � [A]0 eÿkIt (2 a)


[B] � [A]0


kI


kII ÿ kI


� �
(eÿkItÿ eÿkIIt)� [B]0 eÿkIIt (2 b)


[C] � [A]0 1ÿ kII


kII ÿ kI


�
eÿkIt� kI


kII ÿ kI


eÿkIIt


�
� [B]0 (1ÿ eÿkIIt)� [C]0 (2 c)


where [A]0, [B]0 and [C]0 are the concentrations of the stages at
time zero, such that [B]0� [C]0�0 in a fully oxidised sample.
Since one centre is reduced in stage B and two centres are
reduced in stage C, the global reduced fraction for a sample
which is fully oxidised at time zero is given by Equation (3):


�B� � 2 �C�
2 ��A� � �B� � �C�� � 1� kI ÿ 2 kII


2 �kII ÿ kI�
eÿkIt� kI


2�kII ÿ kI�
eÿkIIt (3)


Note that the result for the global reduced fraction is the sum
of two exponentials with variable amplitudes that may even be
negative, and that the rate constants are not simply those of the
two individual centres.


If kI� kII, the curve is biphasic with equal amplitudes and the
two rate constants are readily accessible from the data (Fig-
ure 1 a). This situation is typical since kI will be twice as large as kII


if all of the microscopic rate constants are equal, simply because
both centres are available to accept electrons in the first step.
When kI�kII, the observed kinetic trace is approximately
monophasic (Figure 1 b). The expressions in Equations (2 b) and
(2 c) are undefined when kI� kII exactly ; integration of the rate
equations then gives Equation (4):


[B] � {kt[A]0� [B]0} eÿkt (4)


Figure 1. Simulated kinetic traces for the reduction of a fully oxidised two-centre system with a variety of macroscopic pseudo-first-order rate constants. The global
reduced fraction is shown as a thick line and the populations of the individual redox stages are shown as fine lines. Equations (2 a ± c), (3) and (4) were used to generate
the curves. a) kI� 10ÿ1 sÿ1, kII� 10ÿ2 sÿ1 ; b) kI� kII� 2.5� 10ÿ2 sÿ1 ; c) kI� 10ÿ2 sÿ1, kII� 10ÿ1 sÿ1 ; d) kI� 10ÿ2 sÿ1, kII� 102 sÿ1.
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in place of Equation (2 b), and the result for [C] follows from
the conserved total protein concentration. When kI<kII there
may be an apparent lag phase because one of the exponential
components has a negative amplitude (Figure 1 c). The limiting
case for kI� kII is purely monophasic and only the rate constant
of the slower step can be determined from an experiment
starting from the fully oxidised state (Figure 1 d).


It remains possible to determine the faster rate constant when
kI<kII by making use of experiments starting from thermody-
namic equilibrium in partially reduced samples. Then there will
be some fraction of molecules in state B available for reduction
to state C with the fast rate constant, resulting in a biphasic curve
from which both kII and kI can be determined. In the case of
redox centres displaying very different reduction potentials,
virtually all molecules in a 50 % reduced sample at thermody-
namic equilibrium are in state B (Figure 2 a). This is quite different


Figure 2. The global reduced fraction (thick lines) and the populations of stages
at thermodynamic equilibrium as a function of solution potential and the reduced
fraction during a kinetic experiment as a function of time. a) Simulation of the
populations at equilibrium for a two-centre protein with noninteracting midpoint
potentials e1� 0.3 V, e2� 0.1 V and I12� 0 V. b) Time evolution of the reduced
fraction for the kinetic trace represented in Figure 1 c, kI� 10ÿ2 sÿ1, kII� 10ÿ1 sÿ1.
The inset curve shows the result for starting from a 50 % reduced sample at
thermodynamic equilibrium. Note that this behaviour is compatible with model 2
(discussed in the following section), but not with model 1.


from the population of state B at 50 % reduction in the kinetic
experiment presented, for example, in Figure 1 c. In this case,
with kI< kII, an approximately monophasic trace with the slower
rate constant is observed in an experiment starting from the
oxidised form, and another monophasic trace with the faster rate
constant is observed in an experiment starting from a 50 %
reduced sample (Figure 2 b). In fact, if the kinetic run could be
interrupted at 50 % reduction and the sample given time to


reach thermodynamic equilibrium before restarting, then the
trace would follow the thick line in Figure 2 b.


Although the rate constants of the macroscopic steps, kI and
kII in the two-centre system, are accessible from the experimen-
tal data, they do not give direct information about the kinetic
properties of the individual redox centres. Equations (5 a) and
(5 b) relate these macroscopic rate constants and the rate
constants of the microsteps (see Scheme 3):


kI � kI
1� k I


2 (5 a)


kII � c1k II
1� c2kII


2 (5 b)


where k I
i and k II


i are the rate constants for the reduction of centre
i in steps I and II, respectively, and ci is the molar fraction of the
microstate which has centre i oxidised in stage B and, con-
sequently, still available to receive an electron. These equations
show that the macroscopic rate constant of each step is given by
the weighted average of the microscopic rate constants of all
microsteps involved in that particular step. As will be discussed
below, the rate constants of the individual centres can change
between step I and step II for a variety of reasons, including a
change of the driving force for the electron transfer process due
to interactions between the redox centres. The key question is
whether it is possible to define them unequivocally from the
experimentally accessible macroscopic rate constants for each
step, ks.


The problem of deriving microscopic constants from macro-
scopic properties is commonly associated with the possibility of
distinguishing the redox centres spectroscopically in the kinetic
experiment. However, the existence of different spectroscopic
characteristics is not important under conditions of fast intra-
molecular electron transfer. In fact, the order of reduction of the
centres that is observed in a kinetic experiment under these
conditions is dictated by the thermodynamics of the system. This
is easily demonstrated by considering two centres with very
different redox potentials (e1� e2) which display different
spectroscopic characteristics. If the rate constant for the
reduction of centre 1 is larger than the rate constant for the
reduction of centre 2 (k I


1 > kI
2�, then the kinetic experiments will


show centre 1 being reduced at a higher rate than centre 2, as
expected. However, even if k I


1 < kI
2, centre 1 will still become


reduced before centre 2 because of intramolecular electron
transfer. Centre 2 is actually being reduced by the exogenous
electron donor at a faster rate than centre 1, but the electrons are
immediately transferred, or ªdrainedº, to centre 1, according to
the relative redox potentials. Consequently, the observed order
of reduction of the redox centres under conditions of fast
intramolecular ET will always reflect their relative redox poten-
tials, that is, their thermodynamic properties, and not necessarily
their relative kinetic properties. It is clear from this example that
the problems associated with the determination of the rate
constants of the individual centres are not related to the
possibility of monitoring the redox centres separately but do
depend on knowing the microscopic thermodynamic properties
of the centres.
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Application of the Marcus theory


Because only N rate constants can be obtained from the
experimental data for a system with N centres and fast intra-
molecular ET (kI and kII in the two-centre system, in which there
are four microscopic rate constants), it is necessary to reduce the
number of unknowns by making approximations. Two possible
approaches will be discussed below in which it is assumed that
the ET step is rate-determining.[7] It will be shown that the
determination of the rate constants of the microsteps depends
upon the accurate determination of the thermodynamic proper-
ties of the individual redox centres.


The Marcus equation for ET rates[2] may be applied with the
simplification that electrostatic interactions can be neglected in
solutions of moderate ionic strength, and also neglecting
orientation effects, which is particularly suitable for small
reducing agents. Each microscopic rate constant of the kinetic
scheme (Scheme 3) may then be expressed [Eq. (6)] as a function
of a factor, Z, with the dimensions of a collision frequency, the
reorganisation energy, l, and the driving force for the ET
reaction, DG :


k � Z exp[ÿ (DG�l)2/(4lRT)] (6)


The effect of the binding constant, distance between redox
centres, and the intervening medium are included in the factor Z.
The value of DG may be calculated for any individual microstep
because it depends solely on the thermodynamic parameters of
the system, which may be accessible from equilibrium experi-
ments. It may vary between microsteps because of intrinsic
differences in the microscopic reduction potentials of the
centres and also because the potential of each individual centre
may change with the overall stage of reduction. Therefore, it is
useful to rewrite Equations (5 a) and (5 b) to separate the effect of
DG from the effect of Z and l and also to separate the variable
microscopic reduction potentials of the centres, ei, from the
reduction potential of the donor, eD. We define a reference rate
constant for each microstep in which the microscopic reduction
potential of the centre is set equal to zero. Thus, for example, kos


i


is the reference rate constant for the reduction of centre i in step
s. Now the actual rate constants of the microsteps, kst


i , are related
to the reference rates by factors gst


i , defined by Equation (7).


gst
i � exp


�
est


i F


2RT


�
1� eDF


lst
i


ÿ est
i F


2lst
i


��
(7)


The labelling of each rate constant must specify the macro-
scopic redox step, s, the centre involved, i, and the state of all the
other centres in the system that remain unchanged in the
microstep, t. We shall use these labels in the form kst


i , but the
specification t is not necessary in a system with just two centres
because there is only one microstep per centre in each
macroscopic step. Therefore, Equations (5 a) and (5 b) may be
rewritten in the form of Equations (8 a) and (8 b):


kI � gI
1koI


1 �g I
2koI


2 (8 a)


kII � c1 g II
1koII


1 � c2 g II
2 koII


2 (8 b)


where ci and gs
i depend solely on the thermodynamic param-


eters of the system, koI
i are the microscopic rate constants for the


reference in the first reduction step, and koII
i are the correspond-


ing rate constants for the second reduction step.
Differences between the microscopic reduction potentials of


the centres are intrinsic, but interactions between centres
provide the key to many functional properties. Therefore, it
may be useful to divide the factors of Equation (7) into terms that
depend on the redox potentials of the centres in some reference
state and terms that depend on changes in the driving force. We
shall consider a microstep that involves centre i in step s while
the remaining centres remain unchanged in a state that we label
collectively as t. Step s�1 contains microsteps that involve
centre i and the remaining centres in a state t' that differs from t


simply by a change of state of one centre, j. A factor is then
defined as ss


ij�gst
i /g�s�1�t'


i . For example, there is only one sigma
factor for each centre in the case of a two-centre system, sij�g I


i/
g II


i . If the reorganisation energy, li, does not change from step to
step, the sigma factor is a simple function [Eq. (9)] of the change
in the driving force between steps, dGij :


ss
ij � exp


�ÿdGij


2RT


�
1�DG�s�1�t'


i


li


� dGij


2li


��
(9)


where dGij�DGst
i ÿDG�s�1�t'


i if the convention of referring
energies to those of the reduced form is used.[9] The driving
force used as a reference in this article is DGi for the last
reduction step, that is, DGN


i for a system with N centres, which is
equal to (eDÿ eN


i �F. The change in the driving force between the
last step and the penultimate step depends on the interaction
potential between the centres, dGij�ÿ Iij F, and so on. Now a
single gamma factor can be defined for each centre [Eq. (10)]
and the superscript st used to specify individual microsteps can
be dropped:


gi � exp


�
eN


i F


2RT


�
1�eDF


li


ÿ eN
i F


2li


��
(10)


The reorganisation energy, li, associated with each centre is
difficult to determine, but it may not be crucial to have an exact
value since the reference potential for the centre, eN


i F, and the
potential for the donor, eDF, are usually much smaller than li. The
gamma factor of Equation (10) can then be approximated by
Equation (11), in which the gi factors depend exclusively on the


gi � exp


�
eN


i F


2RT


�
(11)


reduction potential of centre i in the reference state. Similarly,
the driving force, DGi, for ET reactions in biological systems and
the interaction energies, IijF, are typically much smaller than the
reorganisation energy li.[10] Thus, Equation (9) can be approxi-
mated by Equation (12), in which sij depends solely on the


sij � exp
Iij F


2RT


� �
(12)


interaction potential between the two redox centres. In other
words, sij is a function of the change of the driving force along
the reduction process only. Moreover, because microscopic
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reversibility implies that Iij� Iji, only one sigma factor is required
for a two-centre system under this approximation. Even so, it is
preferable to obtain a reasonable value for the reorganisation
energy and use the full expression.


A factor similar to that in Equation (12) was used in an earlier
study of a tetrahaem cytochrome c3 , without reference to the
Marcus theory.[11] In effect, the multiplier of RT was treated as a
variable, but the value 2 was preferred on the grounds of
treating oxidation and reduction symmetrically. Here, the factor
emerges directly from the theory as a result of the assumptions
that li�DGi and li� IijF. The factor in Equation (11) refers to the
microscopic potentials in a single reference state (e.g. stage N,
the fully reduced protein), and the relative rates of microsteps in
successive steps can be obtained by multiplying giko


i by one
sigma factor for each step.


Equations (8 a) and (8 b) can now be written in the form of
Equations (13 a) and (13 b).


kI � g1 s12 koI
1 �g2 s21 koI


2 (13 a)


kII � c1 g1 koII
1 � c2 g2 koII


2 (13 b)


At this point, the difference in the microscopic redox
potentials of the centres of the reduced protein have been
separated in the form of gamma factors, and the variation in
potentials due to interactions is accounted for by the sigma
factors. However, since there are still four reference rate
constants for the microscopic steps and only two observables,
further assumptions are needed to reduce the number of
unknowns.


First, we shall consider proteins with redox centres in very
different environments and very different exposure to the
solvent, for which it might be reasonable to assume different Z
factors and reorganisation energies for each centre. However, it
is then necessary to assume that these values are fixed and do
not change from one step to the next. Thus, the rate constants
are assumed to be modulated by DGi only, and there is only one
reference rate that can be adjusted for each centre, that is, koI


i �
koII


i � ko
i in the two-centre system, with ko


1 and ko
2 as variables


[Eqs. (14 a) and (14 b)].


kI � g1 s12 ko
1�g2 s21 ko


2 (14 a)


kII � c1 g1 ko
1� c2 g2 ko


2 (14 b)


We shall refer to this set of assumptions as model 1. The
number of unknowns is equal to the number of observables, but
the model can only fit experimental data if the rates are under
thermodynamic control and the Z factors and reorganisation
energies of each centre are not dependent on the global
oxidation state of the protein.


The second approach, model 2, is suitable for proteins in
which the centres have similar environments and similar
exposure to the solvent but undergo significant changes in
each redox step. In this case, we assume that the centres have Z
factors and reorganisation energies that are all identical within
each macroscopic redox step, but they are allowed to change


from step to step, that is, they may depend on the number of
electrons in the molecule. In the two-centre system, the
independent variables of this model are a reference rate
constant for step I, koI� koI


1 � koI
2 , and a reference rate constant


for step II, koII, that is also the same for both centres. According to
this parameterisation of the system, and by using the approx-
imations in Equations (11) and (12), Equations (8 a) and (8 b) can
be expressed in the form of Equations (15 a) and (15 b):


kI � (g1 s12�g2 s21) koI (15 a)


kII � (c1 g1� c2 g2) koII (15 b)


In this case, the difference between koI and koII reflects the
difference in Z factors or reorganisation energies between the
first and the second ET steps. Note that Equations (8 a) and (8 b)
are exact, but factorisation of the thermodynamic terms
depends on the approximation of the reorganisation energy
being large because l may be different for the same centre in
different steps. Any system that fulfils the requirements of rapid
internal equilibration, such that N macroscopic rate constants
are observed for N centres, should be fitted exactly by this
model. In effect, this model fits the N rate constants and
determines the rates for the individual microsteps within a
macroscopic step according to the relative driving forces, which
are fixed. Thus, any discussion of the rates of individual
microsteps derived from model 2 must depend on arguments
that justify the specific assumptions made in the model and not
simply on the ability to fit the data.


The approximations made in each of the models achieve the
aim of reducing the number of variables that link the rate
constants of the macroscopic electron transfer steps to those of
the individual redox centres to equal N, the number of
observables. However, the factors require detailed information
about the thermodynamic properties of the system.


For ET reactions between protein complexes that are phys-
iological partners, specific protein ± protein interactions make ET
most likely to occur through a single binding, or docking, site.
This would apply to membrane-bound proteins with little
surface exposure. In this case, the rate constants for electron
transfer for each centre are essentially controlled by the distance
to the docking site. Since only model 1 allows the values of ko


i to
be adjusted independently of the relative value of DGi for the ET
process, it is, in principle, more appropriate than model 2 for
describing ET reactions between physiological partners. In the
example of a two-centre protein, if the centres are associated
with sites that display significantly different binding constants
for the electron donor, then the characteristics of the kinetic
trace will tell immediately if the strongest interaction is in the
vicinity of the centre with the largest driving force. If the centre
with smaller driving force is associated with the docking site,
then the kinetic trace will be approximately monophasic (see
Figure 1 b). This is because the faster intramolecular electron
exchange will keep the ªentry gateº centre free to receive
electrons from the external donor, while the other centre is
being reduced by intramolecular ET. If the docking site involves
the centre with the larger driving force, the kinetic trace will be
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biphasic (Figure 1 a), with the biphasic character increasing with
the separation between the reduction potentials of the centres.


Generalisation to systems with more than two redox centres is
straightforward and is subject to the same limitations. To extract
kinetic information for individual centres, it is necessary that: 1)
the thermodynamic properties are characterised in detail, and 2)
some model is used to relate individual rates. Application of the
Marcus theory allows the number of variables to be reduced
either by assuming that Z and l are equal for all centres within a
given ET step or that Z and l are different for each centre, but do
not change as the protein is reduced.


Analysis of the kinetics of reduction of a tetrahaem protein


We shall now illustrate the application of the theory to the
reduction of Desulfovibrio gigas tetrahaem cytochrome c3 by
sodium dithionite. The thermodynamic properties of this protein
have been thoroughly investigated[3, 12, 13] and NMR spectro-
scopic studies have shown that intramolecular ET is fast on the
time scale of stopped-flow experiments.[12] However, intermo-
lecular ET between cytochrome c3 molecules can be neglected
because it is at least 100 times slower than ET from sodium
dithionite.[11, 12]


The effective midpoint redox potential of sodium dithionite
(ca. ÿ0.5 V) is sufficiently negative[4] to ensure that ET proceeds
from the exogenous donor to the cytochrome only, leading to
irreversible ET steps. Moreover, the use of a large excess of
sodium dithionite makes the process pseudo-first order. Because
the concentration dependence of the rates shows that the SO2


ÿ


radical is the reducing species,[5, 11] the relevant value of eD is that
of the SO2


ÿ/SO2 couple. Thermodynamic calculations[14] and
direct experiments[6] provide a value of ÿ0.3 V at 298 K that is
pH-independent above pH 2.


Early NMR studies showed that the midpoint redox potentials
of the four haems depend on the redox state of the neighbour-
ing haems and also on the pH.[12] In a study by Coletta et al. ,[13]


the protein was treated as having fundamentally different
properties in its acidic and basic forms, with 21 thermodynamic
parameters. Fitting these by grid searching in 10-mV steps
obscured the fact that they are not well defined. In fact, 15
parameters are sufficient to describe the system in the frame-
work of a model with five interacting centres since only two-
centre interactions are required.[9] Thus, there is no evidence for
major proton-linked changes in conformation. These micro-
scopic parameters, namely the four midpoint potentials of the
haems and the pKa of the acid/base group in the reference state,
plus six haem ± haem interaction potentials and four haem ±
proton interaction potentials have all been determined for
D. gigas cytochrome c3 .[3] The complete description of the
system involves 16 protonated and 16 deprotonated micro-
states, which are in equilibrium because proton exchange is fast.
Upon reaction with the electron donor these 32 microstates are
interconverted through 64 possible ET microsteps. Therefore,
the complete kinetic characterisation of this protein at the
microscopic level involves the determination of 64 microscopic
rate constants (Figure 3). As discussed above, the existence of


Figure 3. Schematic representation of the microstates of a protein with four
redox centres and one acid/base centre. For simplicity only the eight ET
microsteps involving one centre in the protonated form are indicated out of a
total of 64. Protonated microstates are represented by A and deprotonated
microstates by B, subscripts indicate the centres that are oxidised in each
microstate. Because of fast intramolecular electron and proton transfer between
microstates that belong to the same redox stage, the complex kinetic scheme
collapses into the simple mechanism of four consecutive one-electron transfer
steps with only four macroscopic rate constants, shown in the bottom part of the
figure. Redox stages are defined according to the number of reduced centres and
kI ± kIV are the macroscopic pseudo-first-order rate constants for the four
consecutive one-electron transfer steps. Note that a system with N centres gives
rise to N� 1 different redox stages (numbered n� 0,. . .N), each of which
comprises Cn


N microstates, where C is a binomial coefficient. These stages are
linked by N macroscopic redox steps (numbered s� 1,. . .N), each of which
comprises sCs


N microscopic redox steps. Within step s, each of the N centres is
involved in Csÿ1


Nÿ1 of the microsteps.


fast equilibrium within microstates belonging to the same stage
leads to a much simpler kinetic scheme of four consecutive one-
electron steps. Consequently, a maximum of four rate constants
are available from experimental data and, in practice, the kinetic
traces appear to be no more than biphasic. Thus, unless further
assumptions are used to limit the number of variables to a
maximum of four, the system is undefined.


Two different approaches to this problem have been de-
scribed here: In model 1 the four haems have different Z factors
and reorganisation energies and these parameters remain
unchanged throughout the reduction process; in model 2 the
four haems have identical Z factors and reorganisation energies,
but these parameters may depend on the number of electrons in
the molecule and change from step to step. In both cases the
effect of DG on the rate constants is accounted for by
introducing the appropriate gamma and sigma factors. General-
isation of Equations (14 a) and (14 b) for applying model 1 to the
tetrahaem cytochrome is straightforward [Eqs. (16 a ± d)] if it is
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assumed that the Z factor and reorganisation energy for each
centre is unaffected by protonation:


kI �
X


i


gi sij sik sil(cA
ijkl�siH cB


ijkl�ko
i (16 a)
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The macroscopic rate constants, kI, kII, kIII and kIV, are simply
the weighted average of all microscopic rate constants that
contribute to each particular step. The weighting factors are the
relevant fractional populations, cijkl, cijk, cij, ci, where subscripts
indicate the haems which are oxidised and superscripts A and B
refer to protonated and deprotonated microstates, respectively
(Figure 3). The midpoint potentials of the haems contribute to
the microscopic rate constants through the gamma factors gi,
defined in Equation (10), which refer to the driving force for each
centre in the final step to the fully reduced state of the
protonated protein. The factors sij account for haem ± haem
interaction potentials, Iij, according to Equation (9). The siH


factors are exactly analogous to the factors in Equation (9) for
interactions between redox centres and account for haem ±
proton interaction potentials, IiH. Because haem ± haem inter-
action potentials have been defined between the haem that is
being reduced and those haems that remain oxidised, products
of three sij factors contribute to the rate constants of the first
reduction step, products of two sij factors contribute to the rate
constants of the second reduction step, and so on. No sij factors
are necessary in the last reduction step, which provides the
reference rates for each centre. According to this model, the four
parameters to be adjusted are the rate constants of four
hypothetical haems with zero midpoint potential, ko


i . These
constants account for the difference in Z factors and reorganisa-
tion energies between the four haems.


If model 2 is used, the approximations of Equations (11) and
(12) allow expressions of exactly the same form as Equations
(16 a ± d), but with the reference rates for each centre, ko


i ,
replaced by the reference rates of the macroscopic steps, kos. As
before, the gamma factors defined in Equation (7) for individual
microsteps, labelled st, can be used to provide exact expressions
if the values of l are known. The four parameters to be adjusted
are now koI, koII, koIII and koIV, which correspond to the rate
constants of a hypothetical haem with zero midpoint potential in
each particular step.


The kinetics of reduction of cytochrome c3 from Desulfovibrio
gigas by sodium dithionite display a biphasic profile with a fast
phase accounting for ca. 25 % of the process.[11] An experiment
starting from partially reduced samples showed that the fast
phase disappears if the sample at time zero is more than 30 %
reduced. The fast phase also disappears at low pH because the
rate of the slower phase increases. In this cytochrome, haem 4 is
almost fully reduced in step 1, whereas the other haems are still
mostly oxidised. The remaining haems all have similar, more


negative, midpoint redox potentials, which makes it difficult to
separate them kinetically. According to model 1, the rapid
reduction of haem 4 could arise either through rapid reaction
of haem 4 itself or through reduction of another centre followed
by intramolecular ET. However, if electrons were being drained to
haem 4 rather than delivered directly, the fast phase should
account for more than 25 % of the process. Thus the shape of the
complete curve should be capable of distinguishing the
possibilities. From the point of view of model 2, the initial 25 %
fast phase clearly corresponds to a larger rate constant for the
first step, koI, regardless of whether haem 4 is reduced directly or
indirectly, and the 75 % slow phase corresponds to slower rate
constants for the subsequent steps, koII, koIII and koIV.


The test of the analysis is to fit kinetic traces obtained at
different pH values and with varying degrees of reduction in the
starting material. Kinetic experiments were carried out in a SF-61
Hi-Tech Scientific stopped-flow apparatus inside an anaerobic
chamber. Absorbance changes were monitored at 552 nm.
Concentrations after mixing were [cytochrome c3]� 1.5 mM,
[dithionite]� 65 mM, and 50 mM tris/maleate buffer. The temper-
ature was maintained at 25 8C. The theory discussed above
predicts that each trace yields a maximum of four macroscopic
rate constants and that the complete set of data can be fitted
with a maximum of four variables, with the set of predetermined
thermodynamic parameters taken from ref. [3] .


Using the Marquardt method to fit a set of traces, with a value
of 1 eV for the reorganisation energy[15] and independent
parameters for the four haems (model 1), gave rates close to
zero for haems 2 and 3. Therefore, these rates were fixed at zero
and the resulting simulations, shown in Figure 4, have only two


Figure 4. Kinetics of reduction of cytochrome c3 from Desulfovibrio gigas by
sodium dithionite. Solid lines were obtained by fitting all of the data
simultaneously to model 1 using only two parameters: ko


1� (7.7� 0.5)�
108 Mÿ1 sÿ1, ko


4� (5.8� 0.9)� 108 Mÿ1 sÿ1. The rate constants for haems 2 and 3
were set to zero. a) Reduction of oxidised samples at pH 5.6, 7.0 and 8.4;
b) reduction of partially reduced samples at pH 8.4.
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fitted parameters. Fitting the traces according to model 2, with
independent rates for the four ET steps, gave fits of similar
quality.


Figure 4 shows that the full range of behaviour, both as a
function of pH and of the degree of reduction of the initial
samples, is well described by model 1 with a set of predeter-
mined thermodynamic parameters[3] and just two fitted rate
constants. This is in contrast with earlier analyses of similar data
in which as many as eight parameters were used,[11] following the
thermodynamic analysis in terms of fundamentally different
acidic and basic forms.[13] However, it appears that the kinetic
properties are adequately described by treating the protonation
as just one more factor that affects the driving force, through the
redox-Bohr interactions with the proton, without changing the
reorganisation energy significantly with respect to the corre-
sponding microstep in the protonated form. The same con-
clusion follows from the ability to fit the pH dependence of the
kinetic traces using model 2.


The two models also agree that haem 4 is the primary electron
acceptor in step I. According to model 2, the majority of the flux
of electrons in step I passes through haem 4 because it has the
largest driving force. In model 1, although the reference rate
fitted for haem 1 is larger than that for haem 4, the actual rate for
the microstep involving haem 4 in step I is much greater than
that of haem 1, again as a result of its larger driving force. In the
case of the reduction of cytochrome c3 by sodium dithionite,
model 1 is arguably more appropriate because, although each of
the four haems is exposed to the reducing agent, the local
charges and collision frequencies are likely to be different. As
discussed above, model 1 is more restrictive, and yet it fits the
data as well as model 2. However, the molecule also undergoes
subtle conformational changes upon reduction,[16] which would
favour the assumptions made in model 2. Thus, in this particular
case, conclusions about the kinetic properties of the individual
centres will be most reliable when the results of the two models
agree.


In practice, model 1 and model 2 represent simplifications that
are necessary to extract information about the many micro-
scopic redox steps, and hence the individual centres, from the
few observable macroscopic rate constants. The true situation in
most cases is likely to be a mixture of the two. The fact that the
kinetics of reduction of cytochrome c3 by sodium dithionite can
be described simply in terms of the thermodynamic interactions
between the redox centres and with an acid/base group does
not rule out the possibility that the rate constants may also be
influenced by, for example, variations in the charge on the
surface of the protein, but the observable properties provide no
further information.


Conclusion


The models discussed here, with the appropriate approxima-
tions, appear to be fully adequate for the analysis of the kinetic
properties of systems under thermodynamic control, in which


case a protein with N redox centres yields a kinetic trace with a
maximum of N exponential components. Therefore, the limi-
tations of the information that may be extracted are clear, both
in terms of the number of parameters and their physical
significance. Model 2 fits the time constants with reference rates
for these macroscopic steps and apportions the rates for
individual microsteps according to the relative driving force.
Thus, the quality of fit should provide a test of the experimental
data as well as the assumption of thermodynamic control.
However, model 2 implies that the centres have equal accessi-
bility as well as equal reorganisation energies, which may be
unrealistic. Model 1 is more restrictive, insofar as any change in
rate from one macroscopic step to the next can only be the
result of the change in driving force for each of the centres, but it
is more realistic for proteins with centres in widely different
environments. Thus, the significance of rates obtained for
individual centres or microsteps must be judged with respect
to the assumptions of the model being used, and comparison of
the parameters obtained with the two models should provide
additional insight into their reliability.
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Natural Deuterium Distribution in Long-Chain
Fatty Acids Is Nonstatistical : A Site-Specific Study
by Quantitative 2H NMR Spectroscopy
Isabelle Billault,*[a] SeÂbastien Guiet,[a] Françoise Mabon,[b] and Richard Robins[a]


Quantitative 2H NMR spectroscopy has been used to study the site-
specific natural occurrence of 2H in common unsaturated fatty
acids. A marked nonstatistical isotopic distribution of 2H is
observed in both methyl oleate and methyl linoleate. By chemical
modification, the internal isotopic 2H signatures of these products
have been partially accessed. Notably, it can be seen that (1) the
sites of desaturation show a strong impoverishment at only one
ethylenic position of each desaturation; (2) the level of impoverish-
ment reflects the source of the hydrogen atoms present; and (3) a


gradient of 2H content occurs along the chain. These effects can in
part be related to the mechanisms proposed for the enzymes
responsible for the various steps of biosynthesis of unsaturated
fatty acids in plants.


KEYWORDS:


dehydrogenation ´ deuterium ´ fatty acids ´ isotope effects ´
NMR spectroscopy


Introduction


Triacylglycerides are major carbon storage compounds in the
seeds of many plant species and can constitute up to 60 % dry
weight of the seed. The principal fatty acids present in most seed
oils have a chain length of 16 or 18 carbon atoms and possess
between zero and three Z-configured double bonds. Such long-
chain fatty acids are synthesised from acetyl-CoA by the fatty
acid synthase (FAS) complex.[1, 2] During chain elongation under
the action of FAS, C2 units are repeatedly added to the growing
chain, ultimately leading to the formation of palmitoyl-ACP
(C16:0) and stearoyl-ACP (C18:0) (ACP� acyl carrier protein).
Hydrogen atoms are derived either from the methyl group of
acetate or from NAD(P)H/H�. For those positions in which the
carbon comes from the carboxy group of acetate (uneven sites),
hydrogen is introduced by the actions of the NADPH-dependent
b-ketoacyl-ACP reductase and the NAD(P)H-utilising enoyl-ACP
reductase. The even-numbered carbon atoms of the fatty acid
contain one hydrogen atom derived from acetate and one from
the NAD(P)H-utilising enoyl-ACP reductase. The products of FAS
are saturated fatty acids, which may be modified by desaturase
enzymes. In plants, the initial oxidation of stearoyl-ACP is
catalysed by a soluble di-iron enzyme,[3] which catalyses the
elimination of two vicinal pro-R hydrogen atoms[4] to form
oleoyl-ACP (C18:1,D9). Further desaturation to linoleic
(C18:2,D9,12) and linolenic (C18:3,D9,12,15) acids occurs on
the endoplasmic reticulum by the action of insoluble desatur-
ases.[5]


Due to their differing physico-chemical properties, the isomers
of hydrogenÐ1H and 2H (D)Ðhave different reaction velocities
and binding constants.[6] The result of this is that during enzyme-
catalysed synthesis a kinetic isotope effect (kH/kD) is observed.
This leads to a nonstatistical distribution of isotopes in the


products. With the normal primary effect (kH/kD>1), that is,
scission/formation of a CÿH bond, enrichment of the residual
substrate (and impoverishment of the product) in the heavy
isotope tends to occur. The secondary effect, that is, the
influence of adjacent hydrogen atoms, can lead to enrichment
or impoverishment in the product, depending on the enzymatic
mechanism.[7, 8] The combination of these effects is that a
different D/H ratio can potentially be established at each
hydrogen site in a molecule. This leads to a nonstatistical
pattern in which some sites are impoverished and others
enriched relative to the mean. Thus, the molecules exist as a
population of monodeuterated isotopomers, the isotopic frac-
tionation. This site-specific natural isotopic fractionation in
deuterium is most readily measured by NMR spectroscopy, the
so-called SNIF-NMR technique[9, 10] (SNIF� site-specific natural
isotope fractionation). The derived data may be used to obtain
information on the biosynthetic origin of the molecule(s) under
investigation.
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Deuterium SNIF-NMR measurements per-
formed on fatty acid clusters have shown that
variation in the (D/H)i ratios along the chains
could be directly related to the environment
experienced during the growth of the organism.[8]


However, the degree of site-specific resolution is
not sufficient to understand directly the under-
lying mechanistic causes of this nonstatistical
distribution. Nevertheless, independent of envi-
ronment or biological origin, a consistent obser-
vation is that a significant factor in the non-
statistical distribution of 2H is an impoverishment
at the site(s) of desaturation.[11±14] Such depletion
could indicate a kinetic isotope effect during the
action of the desaturase enzyme(s). As a result of
the coincidence of the ethylenic hydrogens, only
mean measurements of the (D/H)9,10 (oleic acid)
and the (D/H)9,10,12,13 (linoleic acid) ratios can be
made. To overcome this problem, a method has
been developed for the chemical modification of
the methyl esters of oleic acid 1 and linoleic acid 2
which allows the (D/H)i ratios to be measured in
greater detail. Methyl esters are an advantageous
starting material, as they show both good
solubility and NMR spectroscopic resolution and
can easily be obtained by transesterification of
triacylglycerols.


A conventional approach to determining kinetic isotope
effects exploits competition between enriched and nonenriched
substrates. Using substrates specifically enriched in 2H, strong
kinetic isotope effects have been reported at C9 for the insoluble
D9-desaturase (yeast)[15] and at C12 for the D12-desaturase
(Arabidopsis thaliana).[16] Such studies have exploited genes
overexpressed in Saccharomyces cerevisiae.


An analysis of the 2H SNIF-NMR spectra of the derivatives 6�7,
and 13�15Ðderived, respectively, from 1 and 2Ðallows the
direct observation of the exact position of the kinetic isotope
effects during the action of both the D9-desaturase and the D12-
desaturase at natural abundance (Figure 1). The positional
effects are found to differ from those reported previously. In
addition, the alternating pattern of the hydrogen sources during
the elongation steps of FAS and a slight fractionation during
chain elongation can be seen. To the best of our knowledge, no
such study of the kinetic isotope effects at natural abundance
during the biosynthesis of unsaturated fatty acids has previously
been reported.


Results


Chemical modifications


Chemical modification of methyl oleate (1) was performed in
three steps (Scheme 1). Treatment of 1 with a catalytic amount of
OsO4 and NMO (1.4 equiv) gave the intermediate 9,10-dihydroxy
ester 3.[17] Further oxidation of 3 was carried out in the presence
of sodium periodate in MeOH to provide aldehydes 4�5.[18, 19]


After filtration, aldehydes 4�5 in MeOH were directly submitted
to acidic conditions (TsOH ´ H2O) to yield the dimethylacetals 6�
7, which could be easily recovered in pure form following flash
chromatography. Overall yields were 70 % for both 6 and 7.


A similar strategy was used to modify methyl linoleate (2),
which possesses two double bonds (Scheme 1). Z-Hydroxylation
of 2 in the presence of a catalytic amount of OsO4 and NMO
(2.6 equiv) provided the 9,10,12,13-tetrahydroxy ester 8 which,
when treated with sodium periodate in MeOH, gave aldehydes
4�9�10. When this mixture was submitted to acidic con-
ditions in methanol, corresponding dimethylacetals 6�11�12


Figure 1. 2H NMR spectra (61.4 MHz) of methyl oleate (1) (A) ; derivatives 6 (B) and 7 (C) (sites of 7
numbered following 1) ; methyl linoleate (2) (D) ; derivatives 13 (E) and 15 (F) (sites of 15 numbered
following 2). P�pyridine, TMU� 1,1,3,3-tetramethylurea (internal references).
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could be detected by gas chromatography. Unfortunately, 11�
12 proved too volatile to be isolated in satisfactory yields.
Therefore, the strategy was modified by treating aldehydes 4�
9�10 in toluene with thiophenol and TsOH ´ H2O in a Dean ±
Stark apparatus to yield dithioacetals 13�15.[20] During this
protection step, 14 could not be isolated. Dithioacetals 13�15
were easily separated by flash chromatography and both were
obtained in 69 % yield.


In the course of such chemical modifications, a risk exists of
introducing isotopic fractionation due to kinetic and thermody-
namic isotopic effects intrinsic to the manipulations. While these
are difficult to avoid completely, they can be minimised by the
judicious choice of conditions, notably those which give high
yields and avoid changes of state. Thus, all steps have been
optimised to improve overall yield and strict protocols have
been established. Except for the formation and separation of
13�15, complete conversion of starting material at each step
was checked by gas chromatography. Experiments were per-
formed several times to examine the reproducibility of the
chemical modification and separation. Furthermore, conducting
the modification protocol (Scheme 1) from methyl oleate (1) in
the presence of 5 % MeOD confirmed that there was no
significant exchange between the solvent and the fatty acid
chain (data not shown). A number of internal checks were
performed, confirming that no significant fractionation due to
the manipulations occurred (see below).


2H NMR measurements


The surface below the 2H NMR signal is directly proportional to
the number of monodeuterated isotopomers present. The site-


specific isotopic ratio (D/H)i is defined in
Equation (1) and expressed in parts per
million (ppm):[10]


D


H


� �
i


� Di


Hi


� ND;i


Pi NH


(1)


where ND,i is the number of monodeu-
terated isotopomers of type i, NH is the
number of fully protonated molecules,
and Pi is the number of equivalent
hydrogen atoms at site i. Figure 1 shows
the 2H NMR spectra obtained from meth-
yl oleate (1), methyl linoleate (2) and their
corresponding derivatives 6�7 and
13�15. Details of the calculation of (D/
H)i values from these spectra are given in
the Experimental Section.


Independent of those factors in the
chemical modification and purification
discussed above, the accuracy of the
estimation of (D/H)i is dependent on a
number of NMR-related parameters.
Standard deviation is a function of the
signal-to-noise ratio, line shape, homo-
geneity in the NMR tube and spectrom-
eter stability during the acquisition. In


the present study, in which the signal-to-noise ratio varied from
<10 (C9 and C13 for 13 and 15, respectively) to about 200, most
(D/H)i values were determined with an accuracy of <5 %
deviation.


The site-specific nonstatistical natural isotope distribution of
2H in methyl oleate (1) and its derivatives is reported in Table 1.
Equivalent data for methyl linoleate (2) are reported in Table 2.
Values for (D/H)i for 6�7 (Table 1) and 13�15 (Table 2) are the
means from two independent chemical modifications and NMR
acquisitions on the same batch of methyl ester.


A direct comparison of the (D/H) values determined at sites
C2, C3, C18 and COOMe for starting materials 1 or 2 and their
respective products 6�7 and 13�15 shows that no significant
fractionation due to the chemical modifications and purification
occurred. Examining those sites that are resolved in the
derivative spectra, but which are unresolved in the spectra of
1 or 2 supports this conclusion. Thus, the mean value of
104.4 ppm calculated from (D/H)9 and (D/H)10 of 6 and 7,
respectively, compares favourably with the (D/H)9,10� 105.6 ppm
measured for 1. Similarly, calculation from (D/H)8 and (D/H)14 of
13 and 15, respectively, gives a mean value of 137.1 ppm, which
is not significantly different from (D/H)8,14�140.7 ppm measured
directly from methyl linoleate (2).


Since, on this basis, no fractionation could be detected during
the chemical modification and purification, further (D/H)i ratios
of methyl oleate (1) and methyl linoleate (2) were obtained by
calculation (Tables 1 and 2). With (D/H)3�131.0 ppm from
methyl oleate (1), calculation of (D/H)8 gave 147.0 ppm. Since
(D/H)11 could be directly obtained from 7, another calculation
gave (D/H)8� 150.4 ppm. The validity of this estimate is con-
firmed by using the (D/H)8 value to calculate (D/H)3�127.6 ppm,


Scheme 1. Chemical modification of methyl oleate (1) and methyl linoleate (2). a) OsO4 , NMO, CHCl3/H2O
(100 :1, v/v) ; b) NaIO4 , MeOH ; c) TsOH, molecular sieves (3 �), MeOH ; d) PhSH, TsOH, toluene. NMO�
4-methylmorpholine-N-oxide, Ts� toluene-4-sulfonyl.
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which is comparable with the (D/H)3� 131.0 ppm measured
directly from 1.


Similarly, with (D/H)3�126.5 ppm from methyl linoleate (2),
calculation of (D/H)7 provided 99.1 ppm. A mean (D/H)10,12�
135.4 ppm could be calculated from (D/H)9 and (D/H)13 obtained
from 13 and 15, respectively.


Discussion


The samples of methyl oleate (1) and methyl linoleate (2) used
were not of the same botanical originÐHelianthus annus
(sunflower) and Carthamus tinctorius (safflower), respectively.
Therefore, absolute (D/H)i values cannot be compared directly
between the fatty acids studied here. Nevertheless, internal
comparisons are possible, within both data sets, for methyl
oleate (1) and methyl linoleate (2). Three isotopic effects that can
be related to the biosynthesis of fatty acids can clearly be
observed in both fatty acids.


Firstly, is is apparent that the hydrogen atoms stably
incorporated into the fatty acid during the early steps of the
biosynthesis of the chain have a lower mean (D/H) value than
those added later in biosynthesis (Figure 2). Thus, mean (D/H)i


values from sites in derivatives 6 and 13 (representing the
Figure 2. Alternating pattern of (D/H)i values for methyl oleate (1) (A) and methyl
linoleate (2) (B).


Table 1. (D/H)i values (in ppm) of methyl oleate (1) and derivatives 6 and 7.[a]


Carbon atom number
Compd 2 3 4 ± 7 8 9 10 11 12 ± 17 18 COOMe total


1 147.5 131.0 130.8[b] 131.3[c] 105.6[d] 105.6[d] 131.3[c] 130.8[b] 123.4 132.6 129.6
(2.6) (2.1) (2.0) (2.4) (4.5) (4.5) (2.4) (2.1) (2.7)


6 150.7 139.0[e] 140.6 139.0[e] 86.4
(3.3) (2.7) (1.7) (2.7) (3.4)


7[f] 122.3 112.2 128.2 129.8 131.8 131.0
(4.0) (2.7) (2.2) (3.0) (1.5)


deduced 147 131[g] 141 147[g] 86 122 112 128 123 133 131
value


[a] Values given are the means of two separate determinations, each analysed in triplicate. For the definition of (D/H)i, the isotopic ratio at carbon atom i of 1,
see Equation (2). The standard deviations are given in brackets. The deduced values are those obtained either by direct measurement on 1�6�7 or by
calculation. [b] Sites 4 ± 7 and 12 ± 17 all resonate at the same frequency. [c] Sites 8 and 11 resonate at the same frequency. [d] Sites 9 and 10 resonate at the
same frequency. [e] Sites 3 and 8 resonate at the same frequency. [f] To maintain continuity, the sites in 7 are numbered following their position in 1.
[g] Calculated (D/H)i values.


Table 2. (D/H)i values (in ppm) of methyl linoleate (2) and derivatives 13 and 15.[a]


Carbon atom number
Compd 2 3 4 ± 6 7 8 9 10 11 12 13 14 15 16 ± 17 18 COOMe total


2 141.3 126.5 119.9[b] 119.9[b] 140.7[c] 99.8[d] 99.8[d] 98.6[d] 99.8[d] 99.8[d] 140.7[c] 119.9[b] 119.9[b] 119.0 132.9 120.3
(2.5) (4.4) (1.7) (1.7) (2.0) (2.0) (2.0) (2.1) (2.0) (2.0) (2.0) (1.7) (1.7) (1.9) (2.1)


13 143.9 112.8[e] 134.4 112.8[e] 136.4 65.7
(2.8) (0.8) (1.1) (0.8) (4.0) (6.9)


15[f] 62.8 137.8 98.7 109.1 116.7 129.0 118.5
(2.1) (4.8) (2.0) (2.0) (0.5) (0.5)


deduced 141 126 134 99[g] 136 66 135[g] 99 135[f] 63 138 99 109 119 133 118
value


[a] Values given are the means of two separate determinations, each analysed in duplicate. For the definition of (D/H)i, the isotopic ratio at carbon atom i of 2,
see Equation (2). The standard deviations are given in brackets. The deduced values are those obtained either by direct measurement on 2�13�15 or by
calculation. [b] Sites 4 ± 7 and 15 ± 17 all resonate at the same frequency. [c] Sites 8 and 14 resonate at the same frequency. [d] Sites 9, 10, 12 and 13 resonate at
the same frequency. [e] Sites 3 and 8 resonate at the same frequency. [f] To maintain continuity, sites of 15 are numbered following their position in 2.
[g] Calculated (D/H)i values.
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acetate units added later in the chain) are greater by 12 ± 15 ppm
than those from sites of 7 and 15, respectively (Table 3). This
indicates that during the chain elongation process there is a net
overall small positive kinetic isotope effect, whereby those
molecules bearing light isotopes are favoured during biosyn-
thesis. A similar trend has previously been reported for the
incorporation of heavily enriched acetate into fatty acids in both
yeast and several algae.[4, 21±24] The present study, however, is the
first time that such a phenomenon has been observed at natural
abundance.


The second deduction that can be made is that even
methylenic sites, derived from the C2 position of acetate,
possess (D/H)i values greater than those at equivalent odd-
numbered (C1-derived) sites. While a tendency can be seen in 1
(Figure 2 A), an alternating pattern is particularly clear in 2
(Figure 2 B). This fluctuation is of the order of 15 to 25 ppm.
During biosynthesis of fatty acids by the FAS complex, NAD(P)H/
H� is used as reductant by the two acyl-ACP reductases. Two
hydrogen atoms are thus incorporated from NAD(P)H/H� for
odd-numbered methylene positions and one from each of
malonyl-CoA and NAD(P)H/H� for even-numbered methylene
groups.[1, 2] Due to equilibration, the (D/H) ratio of the hydrogen
atoms transferred by NAD(P)H/H�-utilising reductases will
essentially reflect the (D/H) ratio of the water of the environment
in which the plants were cultivated, plus the kinetic isotope
effect of these reactions.


In contrast, the situation at the even-numbered positions is
more complex. Here, one hydrogen atom is derived from the
NAD(P)H/H�-dependent enoyl reductase and one from acetyl-
CoA via malonyl-CoA.[1, 2] The (D/H) ratio of the acetate-derived
hydrogen atom can be influenced by two factors. On the one
hand, kH/kD�1.15 has been calculated for acetyl-CoA carbox-
ylase which will favour the retention of 2H at C2 of malonyl-
CoA.[21] This will lead to enrichment at these positions relative to
the starting acetate. The fact that the C18 positionÐwhich is
derived solely from acetateÐhas values in both 1 and 2 (123 and
119 ppm, respectively) lower than those of the resolved
methylene groups is compatible with this positive kinetic
isotope effect for malonyl-CoA synthesis. In addition, the
possibility exists of an exchange between malonyl-CoA and cell
water, which could modify the concentration of 2H derived from
acetate. This post-malonate exchange, proposed by Sedgwick
et al.[22] to explain a loss of 3H label, appears, however, to be
rather variable and organism-dependent.[4, 23, 24] The data pre-
sented here indicate that, during biosynthesis in oil seeds,
minimal or negligible exchange has occurred, since extensive


exchange would have eliminated the observed alternating
pattern.


The third and most marked observation relates to the effect
on 2H distribution of the action of the D9- and D12-desaturases.
The isotopic fractionation at the ethylenic positions of methyl
oleate (1) and methyl linoleate (2) can be obtained from their
respective derivatives 6�7 and 13�15 (Tables 1 and 2). For
both 1 and 2, odd-numbered sites of double bonds (C9 for 1 and
C9 and C13 for 2) are strongly depleted compared to the
statistical 2H distribution. Allowing for the alternating pattern
already discussed, the 2H intensity at C9 of 1 and C9 and C13 of 2
can be estimated from the neighbouring uneven-numbered
positions. Values of 120, 105 and 100 ppm, respectively, are
obtained. Thus, these sites show depletions of about 34, 40 and
37 ppm, respectively, in excess of the methylenic positions.
These impoverishments could result either from secondary
kinetic isotope effects in the course of desaturation or from a
very marked difference in the initial values of the (D/H)i ratio at
the pro-R and pro-S positions of the substrate. The latter
explanation can be dismissed on the basis that both hydrogen
atoms at the C9 and C13 positions originate from reductase
activity in FAS and that the isotopic incorporations are very
similar, irrespective of whether the hydrogen is introduced in a re
or si reaction.[4] Thus, it can be concluded that these depletions
represent secondary kinetic isotope effects due to desaturation.
From the estimated values of these sites without desaturation
(see above and Figure 2), approximate values for the kH/kD values
at C9 in 1 and C9 and C13 in 2 of 1.4, 1.6 and 1.6, respectively, can
be estimated.


Even-numbered sites of double bonds (C10 for 1 and C10 and
C12 for 2), in contrast, show no such isotopic depletion. If it is
assumed that the stereochemistry of fatty acid biosynthesis in
higher plants is the same as reported for several algae,[4] then the
C10 and C12 positions prior to desaturation will contain a pro-S
hydrogen atom derived from acetate and a pro-R hydrogen atom
derived from NADPH/H�. Desaturation universally appears to
abstract the pro-R hydrogen atoms;[4, 25, 26] thus, the remaining
hydrogen at the C10 and C12 positions is that derived from
acetate. In the absence of any secondary kinetic isotope effect at
these positions in the desaturase, these positions should
therefore reflect those of the neighbouring methylene groups,
as is found to be the case.


Desaturation by the insoluble D9- and D12-desaturases of
S. cereviseae and A. thaliana respectively, have both previously
been shown to involve a strong kinetic isotope effect[27] at the C9
and C12 positions, but not at the C10 and C13 positions.[15, 16] The
data presented here show that, when the isotopic values at
natural abundance are analysed, a strong secondary kinetic
isotope effect is observed for the soluble D9-desaturase in both
sunflower and safflower. The extent of the secondary kinetic
isotope effect has not previously been determined for this
reaction. The impoverishment of both 1 and 2 at site C9 is in
accord with the mechanism proposed in which H abstraction at
C9 is the slow initiating step of desaturation.[15, 16] In linoleate 2,
the D12-desaturation in safflower shows impoverishment at
position C13, rather than at position C12. The extent of
impoverishment is similar to that obtained for the D9-desatur-


Table 3. Mean (D/H)i values for clusters of carbon positions from derivatives 6
and 7 and 13 and 15.


Fatty acid Derivative i (D/H)i [ppm]


Methyl oleate (1) 6 [2 ± 9] 138
7 [10 ± 18] 126


Methyl linoleate (2) 13 [2 ± 9] 125
15 [13 ± 18] 110
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ase[15] and is therefore compatible with a comparable mecha-
nism. However, in previous studies a strong total kinetic isotope
effect at position C12 for the A. thaliana D12-desaturase was
reported.[16, 27] As previously discussed, the impoverishment seen
at the C9 and C13 positions is not simply due to the alternating
values in the methylene backbone, and the value at C12 fits
closely with these values. This discrepancy requires further
investigation.


Conclusions


Deuterium SNIF-NMR spectroscopy, combined with chemical
modification of methyl oleate (1) and methyl linoleate (2), has
proved to be a powerful tool for the analysis of 2H distribution at
natural abundance in fatty acids. Data pertaining both to the
biosynthesis of the backbone long-chain fatty acid and to
subsequent metabolism can potentially be obtained. In order to
probe further these phenomena, fatty acids from the same
biological source are being isolated. Of particular interest are the
substrate ± product relationship during desaturation, regio- and
stereospecific effects during desaturation, and natural deriva-
tives, notably oxygenated fatty acids (e.g. vernolic acid and
ricinoleic acid).


Experimental Section


Materials: Methyl oleate (1) (from Helianthus annus, sunflower; lot
69H5228) and methyl linoleate (2) (from Carthamus tinctorius,
safflower; lot 65H0257) were purchased from Sigma ± Aldrich.
2H NMR spectroscopic measurements: The samples were previous-
ly characterised by their 1H and 13C NMR spectra. The 2H NMR spectra
were recorded with a Bruker DPX 400 spectrometer operating at
61.4 MHz and fitted with a 19F field-frequency-locking device. The T1


values were measured by using an inversion recovery sequence[28]


with twelve inversion time values ranging from 5 ms to 6 s and
calculated using the T1 calculation software provided. T1 values of
references pyridine and 1,1,3,3-tetramethylurea (TMU) are in both
cases longer than those of fatty acids and their derivatives. The T1


values of references were therefore chosen to determine the
repetition time (>5 T1). Acquisition parameters : number of scans,
10 000 ± 21 500 (depending on the sample) ; sweep width, 1197 Hz;
acquisition time, 5.7 s; pulse (908), 11.5 ms; T� 310 K and broad-band
decoupling. Sample preparation: lipid derivatives (0.4 ± 0.7 g), sol-
vent CHCl3/CCl4 (1:4, 3.3 g), the external reference pyridine (0.2 g) or
TMU (0.07 g) and the field-frequency locking material C6F6 (60 mL)
was mixed, then filtered and introduced into a 10-mm NMR tube.
Three spectra were recorded for each sample except for 13 and 15
(two spectra) and (D/H)i values were calculated from all measure-
ments after exponential multiplication associated with a line broad-
ening of 1 Hz. The quantitative calculation of the monodeuterated
isotopomers was performed by using a curve-fitting algorithm based
on a complex least squares treatment of the 2H NMR signal.[29]


(D/H)i ratios of samples were calculated from Equation (2) using an
internal reference of either pyridine or TMU. The isotopic ratio of
TMU, (D/H)TMU, was precisely calibrated on the V.SMOW scale[10] and
(D/H)PYR for pyridine was calibrated relative to TMU.


D


H


� �
i


� Pref mref MS Si


Pi mS Mref Sref


D


H


� �
ref


(2)


where Pi and Pref are the stoichiometric numbers of hydrogen atoms
in site i and in the reference, Si and Sref are the surface areas of the
signal, MS , mS and Mref , mref are, respectively, the molecular weight
and mass of the sample and the reference used.


Chemical modification: General methods: 1H NMR (500 MHz) and
13C NMR (125 MHz) spectra were recorded with a Bruker DRX 500
spectrometer. Chemical shifts are given relative to Me4Si in CDCl3.
Flash chromatography was performed with Silica Gel 60 (40 ± 60 mm,
Merck). Petroleum ether (b.p. 45 ± 60 8C) was distilled before use.
Reaction was followed by gas chromatography on an HP-5 capillary
column (30m� 0.32 mm, film thickness 0.52 mm); carrier gas, He,
1.2 mL minÿ1; split injection 1:40; FID temp., 280 8C; thermal gradient,
100 8C (1 min)/10 8C minÿ1/240 8C (1 min)/10 8C minÿ1/280 8C (1 min)/
10 8C minÿ1/298 8C (2 min).


Methyl-9,9'-bis(methoxy)nonanoate (6) and 1,1'-bis(methoxy)no-
nane (7): A solution of OsO4 in tBuOH (2.5 wt %, 0.46 mL) was slowly
added to a solution of methyl oleate (1) (1.0 g, 3.4 mmol) and NMO
(0.52 g, 4.8 mmol) in CHCl3 (20 mL) and H2O (0.2 mL) at 4 8C. The
mixture was stirred and kept at 4 8C for 1 h, then allowed to warm to
room temperature. After 24 h the mixture was co-evaporated with
toluene (3� 30 mL). The intermediate diol 3 was taken up in MeOH
(75 mL), then treated with sodium periodate (0.8 g, 3.7 mmol) and
stirred at room temperature for 12 h. After filtration, the solution of
aldehydes 4 and 5 in MeOH was treated with TsOH ´ H2O (0.76 g,
3.99 mmol) and heated at 40 8C for 2 h. The solution was cooled at
room temperature and molecular sieves (3 �, 9.0 g) were added.
After 14 h, the mixture was filtered, the MeOH removed by
evaporation, and the residue taken up in Et2O. The organic phase
was washed with aqueous NaHCO3 (100 mL, 1 wt %), dried (MgSO4),
filtered and concentrated. Flash chromatography of the residue
(petroleum ether (b.p. 45 ± 60 C8)/Et2O, 95:05, then 90:10) gave 6
(0.56 g, 71 % yield) and 7 (0.44 g, 70 % yield). 6 : 1H NMR (CDCl3): d�
4.29 (t, J� 5.5 Hz, H9), 3.61 (s, 3 H, MeOCO), 3.25 (s, 6 H, 2 OMe), 2.24
(t, J� 7.4 Hz, 2 H, H2, H2'), 1.54 (m, 4 H, H3, H3', H8, H8'), 1.27 (m, 8 H,
CH2); 13C NMR (CDCl3): d�174.3, 104.6, 52.6, 51.4, 34.1, 32.5, 29.3,
29.2, 29.1, 25.5, 24.9.Ð7: 1H NMR (CDCl3): d� 4.30 (t, J� 5.7 Hz, 1 H,
H1), 3.25 (s, 6 H, 2 OMe), 1.58 (m, 2 H, H2, H2'), 1.33 ± 1.15 (m, 12 H,
CH2), 0.83 (t, J� 6.7 Hz, 3 H, Me); 13C NMR (CDCl3): d� 104.7, 52.6,
32.6, 31.9, 29.6, 29.5, 29.3, 24.7, 22.7, 14.1.


Methyl-9,9'-bis(phenylthio)nonanoate (13) and 1,1'-bis(phenyl-
thio)hexane (15): A solution of OsO4 in tBuOH (2.5 wt %, 0.5 mL)
was slowly added to a solution of methyl linoleate (2) (1.0 g,
3.4 mmol) and NMO (1.05 g, 8.84 mmol) in CHCl3 (50 mL) and H2O
(0.5 mL). The mixture was stirred and kept at room temperature for
28 h. After co-evaporation with toluene (3� 30 mL), the intermediate
8 was taken up in MeOH (70 mL) then treated with sodium periodate
(1.6 g, 7.5 mmol) for 12 h. After filtration, toluene (70 mL) was added.
The organic phase was washed with sodium thiosulfate solution
(150 mL, 5 % (w/v)) and the aqueous phase extracted with toluene
(4�20 mL). Organic phases were combined, dried (MgSO4) and
filtered.


PhSH (3.5 mL, 34 mmol) and TsOH ´ H2O (0.08 g, 0.4 mmol) were
added to the solution of aldehydes 4, 9 and 10 in toluene. The
mixture was heated under reflux in a Dean ± Stark apparatus until no
more water separated (ca. 9 h). The mixture was cooled, diluted with
Et2O (80 mL), washed with aq NaOH solution (2 M, 200 mL), then sat.
NaCl solution, and dried (MgSO4). Flash chromatography of the
residue (petroleum ether (45 ± 60 C8)/Et2O, 100:1 then 100:3) gave 13
(0.90 g, 69 %) and 15 (0.70 g, 69 %). 13 : 1H NMR (CDCl3): d� 7.40 (m,
4 H, Ph), 7.27 ± 7.18 (m, 6 H, Ph), 4.33 (t, J�6.5 Hz, 1 H, H9), 3.61 (s, 3 H,
MeOCO), 2.23 (t, J� 7.5 Hz, 2 H, H2, H2'), 1.79 (m, 2 H, H8, H8'), 1.54 (m,
4 H, H3, H3', H7, H7'), 1.28 ± 1.17 (m, 6 H, CH2); 13C NMR (CDCl3): d�
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174.3, 134.4, 132.7, 128.9, 127.7, 58.5, 51.5, 35.8, 34.1, 29.0, 28.9, 27.0,
24.9.Ð15 : 1H NMR (CDCl3): d� 7.41 (m, 4 H, Ph), 7.28 ± 7.19 (m, 6 H,
Ph), 4.35 (t, J� 6.5 Hz, 1 H, H1), 1.80 (m, 2 H, H2, H2'), 1.56 (m, 2 H, H3,
H3'), 1.29 ± 1.16 (m, 4 H, CH2), 0.83 (t, J�7.0 Hz, 3 H, Me);
13C NMR(CDCl3): d� 134.5, 132.8, 128.9, 127.7, 58.5, 35.9, 31.3, 26.8,
22.5, 14.1.
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Crystal Structure of a Synthetic
Cyclodecapeptide for Template-Assembled
Synthetic Protein Design
SteÂphane Peluso,[a] Thomas Rückle,[a] Christian Lehmann,[a] Manfred Mutter,*[a]


Cristina Peggion,[b] and Marco Crisma*[b]


The structural prototype of a new generation of regioselectively
addressable functionalized templates (RAFTs) for use in protein de
novo design has been synthesized and crystallized. The structure of
the aromatically substituted cyclodecapeptide was determined by
X-ray diffraction; it consists of an antiparallel b sheet spanned by
heterochirally induced type II' b turns, similar to that observed in
gramicidin S. The three-dimensional structure of the artificial
template was also examined by an NMR spectroscopic analysis


in solution and shown to be compatible with a b-sheet plane
suitable for accommodating secondary functional peptide frag-
ments for the synthesis of template-assembled synthetic proteins
(TASPs).
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conformation analysis ´ cyclopeptides ´ peptides ´
protein design ´ structure elucidation


Introduction


Topological templates are synthetic scaffolds that direct func-
tional groups or structural elements in well-defined spatial
arrangements.[1] If their conformational properties are compat-
ible with stereochemical requirements, they ideally mimic
structural and functional features of peptide ligands and protein
surfaces, such as discontinuous epitopes, binding and catalytic
sites. Synthetic constructs find widespread application in protein
de novo design based on the template-assembled synthetic
protein (TASP) approach and in peptide mimicry for drug
design.[2] Examples of molecular scaffolds used in this connec-
tion include porphyrins,[3] steroids,[4] calixarenes,[5] glycosides,[6]


and a variety of cyclic peptides and peptidomimetics,[7] referable
to a general concept of conformational constraint analogues.[8]


Studies in the Lausanne laboratory have focused on the
development of regioselectively addressable functionalized
templates (RAFTs; for a recent example involving VCAM-1 side
chain presentation see ref. [9]). These topological templates are
cyclic peptides incorporating two prolylglycine sequences as b-
turn[10] inducers to constrain their backbone conformation into
an antiparallel b sheet. An orthogonal protection scheme for the
template amino acid side chains, that is, lysines, cysteines, or
glutamic acids, through the assembly of suitably protected
building blocks allows regioselective functionalization above or
below the plane of the b sheet (Figure 1 a).[11] RAFT molecules are
easily accessible through a combination of solid-phase (modular
assembly of the linear sequence) and solution (cyclization)
techniques. Their versatility and potential in protein de novo
design and peptide mimicry have been demonstrated.[12]


Cyclodecapeptides based on two homochiral L-Pro-Gly type II
b-turn hairpins so far investigated showed significant backbone
flexibility.[13] Therefore, we designed a new generation of RAFT,
aimed at effectively restricting the template conformation to a
double b-II' hairpin similar to that found for gramicidin S in the
crystal state.[14] The key feature of this design is the incorporation
of two copies of the D-Pro-Gly sequence, which, as a type II' b-
turn promoter, is expected to be a better nucleator of the b-
hairpin conformation.[15] So far, crystal structures of cyclic
peptides of comparable size with the potential to serve as a
structural basis for a functionalizable scaffold includeÐbesides
the paradigmatic case of gramicidin S[14]Ðcyclodecapeptides of
the antamanide[16] and cycloleonuripeptide D[17] class. Those
compounds feature contiguous repeats of more than one
homochiral proline residues and can therefore not be envisaged
as first-order mimetics of antiparallel b sheets. In light of the
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Figure 1. Regioselectively addressable functional templates (RAFTs). a) Cyclic
decapeptide of type c[Lys-Ala-Lys-Pro-Gly]2 . b) New generation of RAFT molecules
of type c[aza-Tyr-Ala-aza-Tyr-Ala-D-Pro-Gly]2 . RI ± RIV represent functional groups
or peptide blocks for potential use in protein design and mimicry.


present evidence, a homochiral cyclodecapeptide with the side
chain pattern of gramicidin S adopting an antiparallel hairpin
conformation spanned by type II and type I hairpin turns in the
crystal state[18] will have to be considered as potentially flexible in
solution. A number of smaller cyclopeptides characterized in
detail[19] seem to be too small to accommodate the propensity of
functional side chains required for TASP de novo design.


As structural prototype of this new RAFT generation we chose
cyclo(Ala-pNO2Phe-D-Pro-Gly-pNO2Phe)2 (1; Figure 1 b) for the
following reasons: The para-nitrophenylalanine (pNO2Phe or
pNF) residues occupy the sequence positions corresponding to
the potential attachment sites of peptide chains for the design of
TASP molecules. A further working hypothesis behind the choice
of pNF lies in its reduced side chain conformational flexibility
compared to the commonly used Lys or other aliphatic
proteinogenic amino acids with a terminal functional group.
This property, in turn, was expected to enhance the chance of
obtaining a crystalline compound stabilized by interresidual


aromatic stacking interactions, amenable to X-ray diffraction
analysis. To confirm the correctness of this structure ± property-
oriented approach, we herein report the conformational char-
acterization of this new RAFT prototype in the crystal state and
provide supporting two-dimensional (2D) 1H NMR spectroscopic
evidence for its conformation in solution.


Results


Crystal-state conformation


The molecular structure of 1 ´ H2O as determined by X-ray
diffraction is shown in Figure 2. Relevant torsion angles[20] are


Figure 2. X-ray crystal structure of cyclo(L-pNF-D-Pro-Gly-L-pNF-L-Ala)2 (1) as
viewed perpendicularly to the b-sheet plane. Atom numbering is indicated for the
nitro groups of pNF residues and all backbone atoms. Intramolecular hydrogen
bonds are shown as dashed lines.


listed in Table 1 and the intra- and intermolecular hydrogen
bond parameters in Table 2. All peptide bonds are in the trans
configuration. The largest deviation (jDW j�10.3(5)8) from trans
planarity is observed at the pNF6-D-Pro7 peptide bond. The
cyclodecapeptide backbone is folded into an antiparallel b-sheet
conformation terminating at both ends each with a type II'
b turn having the D-Pro2-Gly3 and D-Pro7-Gly8 residues at the
corner positions. The antiparallel conformation is stabilized by
four alternating NÿH ´´´ O�C intramolecular H bonds (Table 2).
The N4 ´´´ O1 and N6 ´´´ O9 H bonds are significantly stronger[21]


than their alternating counterparts N1 ´´´ O4 and N9 ´´´ O6,
respectively. The values of the backbone torsion angles for
residues 1 ± 5 are similar to those of the corresponding res-
idues 6 ± 10, the largest difference being observed between pNF1


and pNF6 residues (Table 1). As a result of the pleated nature of
the b sheet (Figure 3) the Ala5 and Ala10 side chains protrude
from one side of the average plane of the cyclopeptide ring,
while the side chains of all four pNF residues point out from the
opposite side.


The distances between the Cb carbon atoms of the pNF
residues flanking the b turns are 5.511(6) � and 4.683(6) � for
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Figure 3. X-ray crystal structure of cyclo(L-pNF-D-Pro-Gly-L-pNF-L-Ala)2 (1) as
viewed nearly parallel to the b-sheet plane.


residues 1 ± 4 and 9 ± 6, respectively. A larger separation is
observed between the pairs of the Cb carbon atoms longitudi-
nally within the same strand (7.563(6) � and 6.995(6) � for
residues 1 ± 9 and 4 ± 6, respectively). The orientations adopted
by the side chains of the pNF residues are described by the c1,
c2,1, and c2,2 torsion angles (Table 1). The c1 values found for pNF6


and pNF9 match the most probable rotamers (trans and gaucheÿ,
respectively) associated with their backbone conformation,
while the gauche� and trans side chain dispositions of pNF1


and pNF4, respectively, correspond to allowed rotamers, but not
to the most probable ones, which would be again trans and
gaucheÿ, respectively.[22] It has to be noted, however, that the
side chain dispositions observed in the crystal structure must


also meet packing requirements. In this respect, it is worth
recalling that the para-nitro groups of both pNF1 and pNF6


residues are involved in intermolecular H bonds (Table 2).
Compared to the Cb carbon atoms, a wider dispersion is
observed among the distances between the Nz nitrogen atoms
of the pNF side chains, which represent the potential attachment
sites of peptide chains for the construction of TASP molecules.
The distances are 4.505(8) � for residues 1 ± 4, 10.740(8) � for
residues 9 ± 6, 11.136(7) � for residues 1 ± 9, and 7.044(9) � for
residues 4 ± 6, respectively. This deviation from a more regular
geometry is the result of the different orientations adopted by
the pNF side chains as described above. In the crystal
conformation, the Nz nitrogen atoms of residues 1 and 4 would
seem to be too close to allow the build-up of two a helices on
them. For comparison, the average distance between the a-helix
axes in a leucine zipper coiled coil is 9.3 �.[23] However, in a model
built on the basis of the crystal structure, by changing only c1


torsion angles of pNF1 and pNF4 residues to match the statisti-
cally most probable trans and gaucheÿ dispositions experimen-
tally found for pNF6 and pNF9, the distance between Nz atoms of
residues 1 and 4 becomes 11.5 �, while those between the pair of
Nz atoms of residues 1 ± 9 and 4 ± 6 amount to 16.4 and 15.3 �,
respectively. Model-building studies suggest that a four-helix
bundle TASP molecule can be designed on this template without
forcing the a helices to diverge, provided that interhelical side
chain ± side chain interactions have been properly engineered.


The antiparallel b-sheet conformation found in this cyclo-
decapeptide is remarkably similar to published (D-Pro-Gly)-
induced single b-hairpin structures.[15b,f] However, these latter
structures show increasing conformational variability with
increasing distance from the nucleating type II' b turn. Therefore,
our cyclic double b-hairpin template seems to be better suited as
a scaffold in that it allows a stricter conformational control.


The pyrrolidine rings of the D-Pro2 and D-Pro7 residues adopt
conformations close to the twist (3T4) and the envelope (E4)
dispositions, respectively, described by the following puckering
parameters:[24] q2� 0.375(8) � and f2�95.6(9)8 for D-Pro2 ; q2�
0.365(8) � and f2�106(1)8 for D-Pro7.


The packing mode of the cyclodecapeptide monohydrate is
governed by a complex network of intermolecular H bonds,
satisfying all potential H-bond donors not already intramolecu-
larly engaged (Table 2). Chains of symmetry-related molecules
are observed parallel to the a direction through the formation of
N5-H ´´´ O10 (1�2� x, 1�2ÿ y, 1ÿ z) and N10-H ´´´ O3 (ÿ 1�2� x,
1�2ÿ y, 1ÿ z) H bonds. This arrangement is further stabilized by a
water-mediated interaction, involving an N3-H ´´´ O1W H bond
within the same asymmetric unit, and the donation of an H bond


Table 1. Relevant torsion angles in the X-ray crystal structure of cyclo(L-pNF-D-Pro-Gly-L-pNF-L-Ala)2 monohydrate.


Torsion angle [8] L-pNF1 D-Pro2 Gly3 L-pNF4 L-Ala5 L-pNF6 D-Pro7 Gly8 L-pNF9 L-Ala10


f ÿ167.2(5) 51.3(7) ÿ 96.4(7) ÿ106.1(6) ÿ 142.4(5) ÿ141.6(6) 55.7(7) ÿ84.1(9) ÿ91.3(7) ÿ 150.0(6)
y 145.8(5) ÿ 126.1(5) 12.4(8) 135.2(5) 136.7(6) 96.5(6) ÿ 128.8(6) 0.2(10) 114.6(6) 141.0(5)
w ÿ177.5(5) 176.5(5) ÿ 175.3(5) 172.0(5) 173.4(5) ÿ169.7(5) 177.5(6) 176.2(6) ÿ 171.5(6) 179.4(5)
c1 46.1(6) 172.4(4) ÿ167.6(5) ÿ67.1(6)
c2,1 ÿ 98.6(5) ÿ89.8(5) ÿ 56.6(7) ÿ64.8(6)
c2,2 82.0(5) 92.6(5) 123.4(5) 113.2(5)


Table 2. Intra- and intermolecular H-bond parameters for cyclo(L-pNF-D-Pro-Gly-
L-pNF-L-Ala)2 monohydrate.


Donor Acceptor Distance Distance Angle Symmetry
D-H A D ´´´ A


[�]
H ´´´ A
[�]


D-H ´´´ A
[8]


equivalence of A


Intramolecular
N1-H01 O4 3.006(6) 2.19 160 x, y, z
N4-H04 O1 2.864(6) 2.04 161 x, y, z
N6-H06 O9 2.821(6) 2.00 159 x, y, z
N9-H09 O6 2.994(7) 2.19 156 x, y, z


Intermolecular
N3-H03 O1W 3.090(12) 2.30 153 x, y, z
N5-H05 O10 2.999(6) 2.17 161 1�2� x, 1�2ÿ y, 1ÿ z
N8-H08 O6Z2 3.060(10) 2.25 157 ÿ 1�2� x, 3�2ÿ y, 1ÿ z
N10-H010 O3 3.056(6) 2.24 160 ÿ 1�2� x, 1�2ÿ y, 1ÿ z
O1W-H1W O8 2.725(11) 1.90 175 1�2� x, 1�2ÿ y, 1ÿ z
O1W-H2W O1Z1 3.144(16) 2.29 171 2ÿ x, ÿ 1�2 �y, 1�2ÿ z







Cyclodecapeptide Crystal Structure


CHEMBIOCHEM 2001, 2, 432 ± 437 435


from the water molecule to the O8 carbonyl oxygen atom of a
(1�2� x, 1�2ÿ y, 1ÿ z) symmetry-related peptide molecule. An
additional H bond connects the N8-H group with one of the
para-nitro oxygen atoms of the pNF6 residue of a (ÿ 1�2� x, 3�2ÿ
y, 1-z) symmetry-related peptide molecule. Finally, the water
molecule acts as an H-bond donor to one of the para-nitro
oxygen atoms of the pNF1 residue of a (2ÿ x, ÿ 1�2� y, 1�2ÿ z)
symmetry-related peptide molecule, thus stabilizing chains of
molecules parallel to the b direction.


Conformation in solution


To complement the crystallographic results, template 1 has been
investigated by 1H NMR spectroscopy in solution. Its 400-MHz
spectrum in [D6]DMSO is well resolved, allowing sequence-
specific assignments by using a combination of TOCSY, DQF-
COSY, ROESY, and NOESY experiments.[25] At variance from the
crystal-state structure, the template is expected to adopt an
averaged C2-symmetry in solution when observed on the NMR
time scale, which leads to the degeneracy of the NMR spectrum
with only one set of signals corresponding to the sequence
pNF1,6-D-Pro2,7-Gly3,8-pNF4,9-Ala5,10. Relevant NMR spectroscopic
parameters for 1 are listed in Table 3. Large values of vicinal
coupling constants 3JNHCaH�8.2 Hz and low-field positions


DdaH�4.8 for residues pNF1,6, pNF4,9, and Ala5,10 strongly support
b-strand conformations for the tripeptide sequences pNF4-Ala5-
pNF6 and pNF9-Ala10-pNF1. NOE data and temperature coeffi-
cients corroborate distinctive evidence[26] for a b-hairpin struc-
ture of template 1 in solution. Specifically, the presence of the
D-Pro-Gly type II' b turns is confirmed by the NOE connectivity
NHi-NHi�1 between Gly3,8 and pNF4,9, the strong NOE connectivity
aHi-NHi�1 between D-Pro2,7 and Gly3,8, and by the small temper-
ature dependence of NH-pNF4,9 and NH-pNF1,6 signals suggesting
that these amide protons are involved in hydrogen bonding. The
NOE connectivity aHi-dHi�1 between pNF1,6 and D-Pro2,7 is
characteristic of the trans conformer for the amide bond
between these residues. Interestingly, no cis ± trans equilibrium
could be detected for 1 on the NMR time scale at 303 K,
suggesting a good overall isomer stability. Though in principle
degenerate, the key long-range NOE connectivity NH-NH


between pNF1,6 and pNF4,9 (Figure 4) is compatible with an
antiparallel b-sheet structure of 1. Interestingly, the relative
strength of hydrogen bonds across the strands as measured by
NMR experiments is in agreement with the X-ray crystallographic
structure; however, due to symmetrization in solution all four
H bonds have to be regarded as equivalent within the limits of
experimental error. The N-H signals with uniformly high temper-
ature coefficients can consistently be assigned to the non-H-
bonded residues Gly3,8 and Ala5,10. Some long-range NOE
connectivities involving side chains are observed in the ROESY
experiment. Most notably, NOE connectivities aHi-gHiÿ1 between
D-Pro2,7 and pNF1,6, aHi-gHi�2 between D-Pro2,7 and pNF4,9, and gH-
dH between pNF1,6 and pNF4,9 support the view that the aromatic
side chains point in the same direction on one side of the
average plane of the b sheet. Overall, this complementary study
shows that the extended double b-II'-hairpin structure of
template prototype 1, as observed in the crystal state, is entirely
compatible with 2D NMR data in solution.


Figure 4. a) Expanded N-H region of the 2D 1H NMR NOESY spectrum of cyclo-
(L-pNF-D-Pro-Gly-L-pNF-L-Ala)2 (1) (conditions: [D6]DMSO, 400 MHz, 303 K, tm�
150 ms). b) Principal NOE patterns and temperature shift rates showing
compatibility with the antiparallel b-sheet conformation.


Table 3. Relevant 1H NMR spectroscopic parameters for 1 in [D6]DMSO.[a]


NH a b g d 3JNHCaH Dd/DT


pNF1,6 8.57 4.92 3.21 7.36 8.02 8.2 ÿ 2.6
2.96


D-Pro2,7 ± 4.39 2.00 1.83 3.55 ± ±
1.83 3.45


Gly3,8 8.64 3.57 ± ± ± 6.3 ÿ 5.7
3.43


pNF4,9 7.65 4.87 3.03 7.57 8.15 9.9 ÿ 1.7
2.91


Ala5,10 8.92 4.92 1.24 ± ± 8.5 ÿ 5.7


[a] Chemical shifts d (in ppm) and coupling constants 3JNHCaH (in Hz) were
measured at 303 K. Temperature coefficients of the amide signal chemical
shift (Dd/DT in ppb Kÿ1) were determined in the range of 300 ± 330 K.
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In summary, the present data unequivocally prove the
postulated three-dimensional structure of a de novo designed
cyclic peptide template in the solid state and in solution, that is,
an antiparallel b-sheet backbone conformation connected by
two type II' b-turn hairpins. In combination with recent techni-
ques for functionalization and regioselective attachment of
peptide blocks, this novel generation of topological templates
represents a powerful tool in protein design and mimicry.


Experimental Section


Peptide synthesis: The linear sequence of the peptide was
assembled on Fmoc-Ala-SASRIN (Fmoc�9-fluorenylmethoxycarbon-
yl) according to Fmoc/tBu protocols and then released from the solid
support by treatment with TFA/dichloromethane (5:95). Cyclization
was performed in DMF under high dilution conditions (10ÿ3 M), using
benzotriazol-1-yloxytripyrrolidinophosphonium hexafluorophosphate
(PyBOP) as coupling reagent and diisopropylethylamine (DIEA) as
base. The crude was purified by flash chromatography (CHCl3/MeOH,
9:1) to obtain 1 in 57 % overall yield. The final product was
characterized by electrospray ionization mass spectrometry (ESI-MS).
M.p. 210 ± 215 8C; ESI-MS: m/z : calcd 1219.4 [M�H]� , found 1219.6.


Crystal structure analysis: Single crystals of cyclo(L-pNF-D-Pro-Gly-L-
pNF-L-Ala)2 monohydrate were grown from methanol/water by slow
evaporation (diffusion gradient method). Data collection was
performed on a Bruker HI STAR area detector coupled to a Bruker
M18X-HF rotating anode (Cu target). The crystal ± detector distance
was 7.00 cm; empirical formula C56H62N14O18 ´ H2O; crystal dimensions
0.15� 0.10� 0.05 mm, orthorhombic, space group P212121, a�
18.986(5), b� 20.195(5), c� 16.665(4) �, V� 6390(3) �3, Z� 4,
1calcd� 1.286 g cmÿ3 ; 2qmax� 1018, CuKa radiation (l� 1.54178 �), area
detector W-scan mode, T�293(2) K. A total of 22 362 reflections were
collected, of which 3457 were unique (Rint� 0.0792). Intensities were
corrected for Lorentz and polarization effects, no absorption
correction was made (m� 0.831 mmÿ1). The structure was solved
by direct methods with the SHELXS 97 program.[27] Refinement was
carried out by full-matrix-block least squares on F 2 using all data,
with all non-hydrogen atoms anisotropic, by application of the
SHELXL 97 program,[28] allowing the positional parameters and the
anisotropic displacement parameters of the non-hydrogen atoms to
refine at alternate cycles. All phenyl rings were constrained to the
idealized geometry. Restraints were applied to most of the 1 ± 2 and
1 ± 3 interatomic distances, as well as to all anisotropic displacement
parameters of the non-hydrogen atoms. The data/restraints/param-
eters ratio was 3457:6001:755. H atoms were calculated at idealized
positions, and refined as riding, with Uiso set equal to 1.2 (or 1.5 for
the methyl groups and the water molecule) times the Ueq value of the
parent atom. Final R indices: R1� 0.0565 [on F�4s(F) ] and wR2�
0.1599 (on F 2, all data). Residual electron density: �0.447 and
ÿ0.174 e �ÿ3. Crystallographic data (excluding structure factors) for
the structures reported in this paper have been deposited with the
Cambridge Crystallographic Data Centre as supplementary publica-
tion no. CCDC-147541. Copies of the data can be obtained free of
charge on application to CCDC, 12 Union Road, Cambridge CB2 1EZ,
UK (fax: (�44) 1223-336-033; e-mail : deposit@ccdc.cam.ac.uk).


NMR spectroscopic analysis: The sample for NMR analysis was
prepared by dissolving cyclo(L-pNF-D-Pro-Gly-L-pNF-L-Ala)2 (1) in
[D6]DMSO (5 mg in 0.5 mL). Data were collected on a Bruker
400DRX spectrometer at 400 MHz (tm�150 ms). Chemical shifts
were calibrated with reference to the residual DMSO signal (1H, d�


2.49; 13C, d� 39.5). 2D NMR experiments were typically acquired by
using 2 K� 512 matrices over a 4000-Hz sweep width in both
dimensions. Quadrature detection in the indirect dimension was
achieved by using the TPPI procedure.[29] Scalar connectivities were
recovered from 2D double-quantum filtration (DQF) COSY experi-
ments.[30] Dipolar connectivities were obtained either by applying
the conventional NOESY sequence[31] or the ROESY sequence[32] with
optimized mixing times from 150 to 200 ms. A randomization of the
mixing length (�5 %) was introduced in the NOESY experiments in
order to minimize coherence transfer. The spin lock mixing interval of
the ROESY sequence was applied by coherent CW irradiation at gB2/
2p�2 kHz. The standard sinebell squared routine was employed for
apodization with a shift range of 60 ± 908 and zero filling in both
dimensions before 2D transformations were applied to end up with
square matrices of 2 K� 2 K real-point data. Complete proton signals
assignments were made by using (DQF) COSY experiments, HMQC
was used to assign unambiguously the carbon signals. Coupling
constants J were directly measured from the high-resolution 1D
1H NMR spectra (�0.1 Hz).
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Dynamic Deconvolution of a Pre-Equilibrated
Dynamic Combinatorial Library
of Acetylcholinesterase Inhibitors
Taridaporn Bunyapaiboonsri,[a] Olof Ramström,[a] Sophie Lohmann,[a]


Jean-Marie Lehn,*[a] Ling Peng,[b] and Maurice Goeldner[b]


A dynamic combinatorial library composed of interconverting
acylhydrazones has been generated and screened towards inhib-
ition of acetylcholinesterase from the electric ray Torpedo
marmorata. Starting from a small set (13) of initial hydrazide
and aldehyde building blocks, a library containing possibly 66
different species was obtained in a single operation. Of all possible
acylhydrazones formed, active compounds containing two termi-
nal cationic recognition groups separated by an appropriate
distance, permitting two-site binding, could be rapidly identified by


using a dynamic deconvolution ± screening procedure, based on
the sequential removal of starting building blocks. A very potent
bis-pyridinium inhibitor (Ki� 1.09 nM, aKi� 2.80 nM) was selected
from the process and the contribution of various structural features
to inhibitory potency was evaluated.
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acetylcholinesterase ´ combinatorial chemistry ´
enzyme catalysis ´ hydrolases ´ inhibitors


Introduction


Dynamic combinatorial chemistry (DCC)[1±5] extends beyond
static combinatorial chemistry (SCC; see ref. [6] and references
cited therein) toward adaptive/evolutive chemical systems.[3, 7] It
relies on reversible reactions or interactions between sets of
basic components to generate continually interchanging ad-
ducts, thus giving access to virtual combinatorial libraries (VCLs)
whose constituents are all possible combinations of the
components available.[1±5, 8, 9] Such libraries allow for the target-
driven generation or amplification of the active constituent(s) of
the libraries, thus performing a self-screening process by which
the active species are preferentially expressed and retrieved
from the VCL.


This approach has been implemented recently in a number of
instances concerning either the receptor-driven generation of a
substrate/inhibitor or the reverse.[1±4, 7±9] In particular, in our
laboratory, the anion-dependent generation of circular helicates
led to the formulation of the DCC/VCL concept.[2, 7] The proof of
principle was further substantiated by the induction of an
inhibitor of carbonic anhydrase[8] and a bis-saccharide ligand of
concanavalin A.[9] We herewith describe the application of the
methodology to the generation of inhibitors of acetylcholines-
terase and introduce a dynamic deconvolution procedure for the
efficient screening of a VCL and the rapid identification of an
active constituent.[10]


Acetylcholinesterase (AChE; see ref. [11] and references cited
therein) is an enzyme whose function in the central and
peripheral nervous systems is to terminate transmission at
cholinergic synapses by hydrolyzing the cationic neurotransmit-


ter acetylcholine (ACh), yielding acetate and choline. AChE has
two distinct binding sites in proximity to each other. A catalytic
site is located at the bottom of a deep (ca. 20 �) narrow gorge,
and a peripheral site is situated near the rim of this gorge. Both
sites are lined with aromatic amino acid residues and are
effective in hosting quaternary ammonium compounds. By
bridging the two binding sites, very potent bis-quaternary
ligands such as decamethonium, (CH3)3N�(CH2)10N�(CH3)3 , have
been identified. The crystal structure of the AChE ± decametho-
nium complex gives a distance of ca. 12 � between the two
quaternary groups binding to the indole rings of Trp 84 at the
active site and of Trp 279 at the peripheral site.[12]


Numerous inhibitors of AChE have been synthesized and
studied, for example, mono- and bis-quaternary ammonium
compounds, carbamates, and organophosphates.[13] Clinically
AChE inhibitors are used in a number of situations, such as in the
reversal of neuromuscular blockade, the treatment of myasthe-
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nia gravis and glaucoma, and it has been noted that they might
be used for the treatment of Alzheimer's disease.[14] In addition,
AChE inhibitors have found widespread use as insecticidal
agents in agriculture and forestry. Of these inhibitors, bridging
ligands have exerted particular interest. For example, series of
ditopic ligands with different tether lengths between the two
head groups were designed to achieve the best binding to both
the active and the peripheral sites. The homologous bis-
galanthamine,[15] bis-THA (THA� 9-amino-1,2,3,4-tetrahydroacri-
dine),[16] and huperzine A ± tacrine hybrid[17] were prepared and
tested for enzyme activity; they displayed a significant enhance-
ment of inhibitory potencies compared to the respective
monomers that bind to a single site only. Moreover, the best
inhibitors were the ligands having a suitable distance between
the two head groups.


In this work the DCC/VCL concept has been implemented to
identify new bridging inhibitors of AChE. A dynamic combina-
torial library (DCL) was generated through reversible acylhydra-
zone connections between hydrazide and aldehyde building
block precursors,[4p, 5h, 18] bearing quaternary ammonium func-
tionalities. The recognition groups, the distance between these
groups and their relative orientations as well as the rigidity of the
spacers were varied. The resulting acylhydrazones were sub-
sequently tested for inhibitory activity in the presence of the
enzyme. Although the ultimate aim of the full dynamic DCC/VCL
procedure is to amplify the active compound(s), this may be
unfeasible due to limitations in availability and stability of the
biological target as in the present case of the enzyme AChE.
Hence the pre-equilibration alternative was applied,[9] and an
enzyme assay was combined with the extension to DCC of a
technique utilized in traditional combinatorial chemistry, provid-
ing a new approach termed dynamic deconvolution, for the
efficient characterization of an active constituent in a dynamic
library through identification of the building blocks which
compose it.


Results and Discussion


Design of the pre-equilibrated
dynamic combinatorial library


Library components and processes:
In the present study, a dynamic
combinatorial library of interchang-
ing acylhydrazones was generated
from an initial set of aldehydes and
hydrazides under reversible reaction
conditions in acidic aqueous medium
(Scheme 1). Various hydrazide and
aldehyde building blocks were se-
lected (Figure 1), primarily chosen to
contain substituted ammonium and
pyridinium recognition groups since
compounds of these types have
been found to bind strongly to both
the active site and the peripheral site
of AChE.[19] In addition to using


Scheme 1. Reversible acylhydrazone formation.


monoaldehydes, dialdehydes were added as linker units to
further probe the effect of changing the structure of the spacer
between the two binding sites. Building blocks with potentially
low affinities were furthermore added for reference.


The reversible formation of an acylhydrazone is an advanta-
geous reaction for generating a DCL.[4p, 5h, 18] Indeed, one can
observe by proton NMR spectroscopy the acylhydrazone
product in the mixture of aldehyde and hydrazide since it is
sufficiently stable in aqueous media. Furthermore, the formation
and component interchange processes are faster in acidic
aqueous condition than in neutral and basic conditions so that
the reaction can be controlled by adjusting the pH value.[18]


These features are suitable for the generation of pre-equilibrated
dynamic libraries to be used in conditions compatible with
enzyme assays. In the present case, the pool of components was
reacted in acetate buffer at pH 4.0, at which the formation is
rapid and occurs within minutes, whereas the exchange is
appreciably slower and may take from 15 min to 2 days depend-
ing on the acylhydrazone. The test of inhibitory activity was
subsequently conducted in phosphate buffer at pH 7.2, at which
the interconversion of the library constituents is essentially
blocked and at which the assay conditions are optimal for the
enzyme.
Evaluation of the inhibitory activity of the individual library
constituents: At first, the various individual library constituents
X-Y' and X-Y''-X (X�hydrazide building block, Y' and Y''�mo-
noaldehyde and dialdehyde building blocks, respectively) were
prepared separately by mixing appropriate amounts of X and Y
at low pH and allowing the reaction to go to completion. The


Figure 1. Building blocks X, Y chosen as components for preparing the constituents of the pre-equilibrated dynamic
combinatorial library of AChE inhibitors.
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inhibitory activity of these discrete compounds was then
estimated by determining their effect on the enzymatic hydrol-
ysis of acetylthiocholine, which was monitored by using
dithiobisnitrobenzoic acid (DTNB, Ellman's reagent) to determine
the production of free thiol in solution. These assays were
performed without isolation of the products in order to be as
close as possible to the conditions for the full-library generation
(see below). The results obtained are shown in Figure 2.


Figure 2. Relative inhibition of AChE by the individual acylhydrazones X-Y' and
X-Y''-X. The black bars show the activity of a single building block (aldehyde or
hydrazide). The other bars show the activity of the combination of one hydrazide
X and one aldehyde Y reacted in acetate buffer at pH 4.0. An inhibition value for
1-I-1 was not obtained due to the precipitation at the concentration used for pre-
equilibration.


The inhibitory activities were insignificant for the precursor
hydrazides and aldehydes themselves (Figure 2, black bars). On
the other hand, some of the X-Y' and especially X-Y''-X
component combinations displayed remarkable inhibition of
AChE. Upon examination of the results produced by using the
various building blocks, several interesting effects could be
distinguished:
* As expected, the condensation products of positively charged


building blocks (methylammonium or pyridinium salts)
proved highly efficient compared to their uncharged counter-
parts, which displayed no visible effects;


* of the positively charged hydrazide building blocks 2 ± 4, the
pyridinium hydrazide 4 yielded the most potent inhibitors;
this result is in agreement with previously reported inhibitors,
indicating that pyridinium compounds are more potent than
their methylammonium counterparts;[19]


* constituents with two positively charged termini derived from
dialdehyde spacers displayed strong inhibition, whereas the
monocondensation adducts with corresponding structures
showed much lower affinity for the enzyme;


* activity proved to be very sensitive to the distance between
the two positive charges and, other properties being equal,
compounds with a longer linker gave generally stronger
inhibition than the corresponding shorter adducts ;


* the products composed of aromatic cores were more
effective inhibitors than the related products with non-
aromatic cores, this effect being more pronounced for the


methylammonium compounds than for the pyridinium
analogues under the conditions used;


* in summary, the most efficient inhibitors were the com-
pounds containing two pyridinium groups and an aromatic
core.


Evaluation of the pre-equilibrated DCL by dynamic
deconvolution


After having ascertained the activity of each library component
taken individually, the properties of the pool of all precursor
components X and Y, under conditions of a pre-equilibrated
dynamic library,[9] were investigated. Since it becomes increas-
ingly difficult and time-consuming to find an effective com-
pound by testing individual compounds when using large
numbers of building block components, the evaluation of a pool
library requires efficient procedures for characterizing the potent
ligands among those formed in a dynamic mixture. In order to
identify the active compound(s), we proceeded by sequentially
omitting one of the building blocks from the pool library. This
procedure amounts to a dynamic deconvolution strategy, taking
advantage of the dynamic features of the library, since by
removal of a given building block the remaining components
will redistribute and all constituents which contain this unit will
automatically be deleted from the equilibrating library. A
decrease in inhibitory effect will indicate that the removed
component is an important element in the generation of an
active compound in the dynamic mixture.


The reaction of n hydrazides X with mp aldehydes Y of
functionality degree p (i.e. , monoaldehydes: p�1; dialdehydes:
p� 2) yields a maximum library size N given by Equation (1),
summing over all combinations np of n units p to p (with order,
nonsymmetrical library).[3] The condensation of four hydrazides
(n� 4) with four monoaldehydes (m1� 4), and five dialdehydes
(m2� 5) thus results in 96 possible acylhydrazone combinations
(not considering dialdehyde monoadducts).


N �
X


p


mp np (1)


However, since the dialdehydes are symmetrical, some of
these combinations are identical, so that this number is reduced
to Nsym (combinations without order, symmetrical library), as
given in Equation (2). With our figures, a total number of 66
different library constituents may be obtained starting from only
13 original building blocks.


Nsym �
X


p


�
mp


p!


Ypÿ1


i�0


(n� i)


�
(2)


Upon deconvolution, Nsym depends on whether an aldehyde
or a hydrazide is removed. With our partially symmetrical library,
this figure amounts to four or ten upon elimination of one
aldehyde, whereas withdrawal of one hydrazide unit reduces the
library size by a number of 24. Thus, more than one third of the
library constituents can be removed simultaneously from the
library. In a nonsymmetrical library, this number is even higher,
and with our figures 39 out of 96 (40 %) of the library species
would be removed in one operation. Obviously, this fraction is
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reduced with more extended libraries, but the
actual number of removed compounds becomes
increasingly larger at the same time. Dynamic
deconvolution therefore allows the rapid identi-
fication of the components required for activity of
the DCL constituent(s). It may point to a single
constituent or, eventually, to a small group of
active constituents representing leads for further
elaboration.


The complete pool library (all) was generated by
adding all building blocks (1 ± 4, A ± I) simultane-
ously under pre-equilibrating conditions in acidic
buffer at ambient temperature. At the same time,
13 sublibraries were formed by mixing all compo-
nents, except one specific X or Y building block,
under the same conditions. Together with a reference sample
(buffer) containing no building blocks, this series of 15 samples
was enough to screen the entire library. In contrast, in the
individual screening at least 50 samples have to be analyzed
(9�4 combinations, 13 building blocks plus reference sample),
clearly demonstrating the advantages offered by the dynamic
screening method. In addition, potential X-Y''-X'
inhibitors carrying two different X groups cannot
be probed by only 50 samples, but further
combinations have to be made. In the same
situation, although dynamic deconvolution may
also require additional experiments, it is never-
theless expected to allow a more efficient iden-
tification of X and X'.


The results obtained from this library gener-
ation ± screening process are presented in Fig-
ure 3. The complete pool library (all) is composed
of all possible condensation products in propor-
tion to their relative thermodynamic stability. The
inhibition of the AChE activity by a library
indicates the presence of one or several active
adducts in a given equilibrated mixture (see
Figure 3, activity of all compared to that of the
reference sample (buffer)). On sequential removal
of each building block, one at a time, from the
complete library, an increase in activity indicates
that the component omitted contributed signifi-
cantly to the inhibitory effect. The data in Figure 3
show that the largest effects are observed when
either 4 or I have been removed from the pool.
Consequently, the most active constituent must
contain the fragments 4 and I (and is most likely 4-
I-4), in agreement with the results obtained from
the separate investigation of individual com-
pounds.


Such a procedure provides an efficient way to
converge on the active constituent(s) of a DCL. In
more complex cases with many more library
members it may go through successive steps, the
experiments with removal of a single component
being followed by tests involving the removal of
two or more components, thus rendering the


procedure convergent. Simultaneous removal makes possible
the identification of components that may contribute to activity,
but less than the optimal one(s). This is illustrated in Figure 4,
where it is seen that sequential removal of a component X or Y
from a pool, which does not contain I (Figure 4, top), displays the
less active constituent containing the fragments 4 and H (most


Figure 3. Dynamic deconvolution of the full dynamic combinatorial library (all) formed in the pool
of all X and Y components ; each bar corresponds to the removal of a given component 1 ± 4 or A ± I
from the full library (all).


Figure 4. Sequential dynamic deconvolution of the dynamic combinatorial library. Dynamic
deconvolution of the initial full library containing 1 ± 4 and A ± I. Top: a library containing 1 ± 4 and
A ± H ; center : a library containing 1 ± 4 and A ± G ; bottom: a library containing 1 ± 3 and A ± I.
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likely 4-H-4). By omitting both H and I from the pool, the much
less active combination of 4 and G is identified as producing the
residual, but nevertheless significant inhibition (Figure 4, center).
The combination(s) of 2, 3, and H make up the substantial
activity remaining after removing 4 from the pool library
(Figure 4, bottom).


The apparently most potent library component, 4-I-4, was
ultimately synthesized separately and its inhibitory effect further
characterized and compared with other known bis-quaternary
ammonium inhibitors. The results, shown in Table 1, indicate that


4-I-4 is indeed a very potent inhibitor, displaying a 50 %
inhibitory concentration (IC50) in the low nanomolar range.
Further inhibition studies yielded a mixed inhibition type with a
competitive inhibition constant (Ki) of 1.09� 0.03 nM, and a
noncompetitive constant (aKi) of 2.80�0.07 nM. It proved 500-
fold more effective than decamethonium, and around tenfold
more potent than the bis(pyridinium)decane and -dodecane
analogues. Since the distance between the charged nitrogen
atoms in 4-I-4 is approximately the same as in the bis(pyridi-
nium)dodecane compound (ca. 16.7 � in the fully extended
forms), the results are indicative of an additional binding effect
from the linker region. The role of the linker is also indicated in
the comparative activities of X-G-X, X-H-X and X-I-X (X�2 or 3),
where both angle (compare G and I) and central site (compare G
and H) change.


Conclusion and outlook


It has been shown that acylhydrazone formation and exchange
can be efficiently used to generate dynamic combinatorial
libraries in aqueous media. Starting from a small set (13) of initial
building blocks, a library containing possibly 66 different species
could be generated in a single step in a short time. Among all


possible acylhydrazones formed, active compounds of appro-
priate length containing potent recognition groups could be
rapidly identified by using a dynamic deconvolution process.
This methodology can in principle be extended to encompass
much larger combinatorial libraries, allowing swift library gen-
eration and expeditious screening of active constituents.


Further exploration of the DCC approach is warranted,
concerning in particular the reversible connecting reaction;
indeed, faster exchange/equilibration would be very desirable.
Furthermore, if several compounds of similar activity are formed,
the dynamic deconvolution procedure may lead to a set of
substances rather than to the identification of a single one, so
that a series of experiments may be required. Studies along such
lines are being pursued.


Experimental Section


General: Acetylcholinesterase from Torpedo marmorata (E.C. 3.1.1.7)
was purified as described.[20] Acetylthiocholine iodide was purchased
from Sigma. DTNB was obtained from Acros. Betaine aldehyde
chloride was synthesized from dimethylaminoacetaldehyde diethyl
acetal as described in the literature.[21] Dodecamethonium, 1,10-
bis(pyridinium)decane, and 1,12-bis(pyridinium)dodecane were syn-
thesized from the corresponding dibromoalkanes.[22] All other
reagents were from commercial sources and used without further
purification. Enzyme assays were carried out by using a Varian Cary 3
UV-Vis spectrophotometer. 1H and 13C NMR spectra were recorded
with a Bruker AC200 spectrometer at 298 K. FAB mass spectra were
determined by the Service de spectromeÂtrie de masse at the Institut
de Chimie, UniversiteÂ Louis Pasteur. Microanalysis was performed at
the Service de microanalyse at the Institut de Chimie, UniversiteÂ
Louis Pasteur.


Formation of discrete acylhydrazones: First, solutions of A, B, 1 ± 4
(50 mM) and E, F (25 mM) were prepared in 100 mM sodium acetate
buffer, pH 4.0. The solutions of C, D (50 mM) and G, I (25 mM) were
prepared in 12.5 % CH3CN/100 mM sodium acetate buffer, pH 4.0. The
solution of H (25 mM) was prepared in 16.7 % CH3CN/100 mM sodium
acetate buffer, pH 4.0.


Solutions of hydrazide X (20 mL, 50 mM) and aldehyde Y (20 mL, 50 mM


monoaldehyde or 25 mM dialdehyde) were added to sodium acetate
buffer at pH 4.0 (460 mL, 100 mM). The resulting mixtures were
equilibrated at ambient temperature for one week to ensure full
reaction. However, much shorter times, from about 15 min to 2 days
depending on the components, are sufficient. Aliquots of the
equilibrated solutions were subsequently tested in an inhibitory
AChE assay. Note that the concentration of X-Y' is twice that of X-Y''-
X. This was done in order to observe some effect from the
monofunctional products in comparison to the difunctional ones,
which could be expected to be much more active, as was indeed
found.


Generation of pre-equilibrated dynamic combinatorial libraries:
First, solutions of A, B, 1 ± 4 (5 mM) and E, F (2.5 mM) were prepared in
100 mM sodium acetate buffer, pH 4.0. The solutions of C, D (5 mM)
and G, I (2.5 mM) were prepared in 1.25 % CH3CN/100 mM sodium
acetate buffer, pH 4.0. The solution of H, (2.5 mM) was prepared in
1.67 % CH3CN/100 mM sodium acetate buffer, pH 4.0.


Full library (all): Solutions of each component 1 ± 4 and A ± I (20 mL,
5 mM for monofunctional and 2.5 mM for bifunctional compounds)
were added to sodium acetate buffer at pH 4.0 (240 mL, 100 mM). The


Table 1. Inhibitory activities (IC50 values) of selected biscationic compounds.


Compound n[a] IC50 [nM]


14 2.30�0.09


10 1063�42


12 93.2� 2.3


10 25.8� 1.4


12 16.0� 1.3


[a] n� length of spacer (number of atoms) separating the cationic centers.
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resulting mixtures (500 mL) were equilibrated at ambient temper-
ature for one week.


Partial library (X or Y): The procedure was identical to that for
generating the full library except that buffer solution (20 mL) was
exchanged for the component to be omitted.


An excess of aldehydes with respect to hydrazides was used so as to
ensure full reaction and avoid interference from unreacted hydrazide
components which contain the activity-bearing group. The experi-
ments were also performed with a 1:1 aldehyde group/hydrazide
ratio and gave very similar results; conditions used: 1 ± 4 (20 mL,
3.5 mM), A ± I (20 mL, 1 mM), in similar solutions.


Synthesis of 4-I-4: Terephthalaldehyde (109 mg, 0.81 mmol) was
suspended in a solution of 1-(carboxymethyl)pyridinium chloride
hydrazide (Girard's reagent P, 306 mg, 1.63 mmol) in acetic acid
(10 mL). After heating at 60 8C for 20 min, the resulting precipitate
was isolated by filtration, washed with acetone and dried. Recrystal-
lization from water/acetone yielded 230 mg of pure product (54 %).
1H NMR (200 MHz, [D6]DMSO, 25 8C): d�9.10 (d, J� 5.8 Hz, 2 H, Py-
H2), 8.71 (br t,1 H, Py-H4), 8.42 (s, hydrazone-H), 8.1 ± 8.3 (m, Py-H3,
hydrazone-H), 7.87 (s, Ph), 7.83 (s, Ph), 6.09 (s, CH2), 5.69 (s, CH2) ;
13C NMR (50 MHz, [D6]DMSO, 25 8C): d�166.59, 146.36, 146.21,
144.32, 135.20, 127.49, 127.39, 61.36; MS (FAB, positive mode): m/z :
calcd 437.2, found 437.2 [MÿClÿ] ; elemental analysis (%): calcd for
C22H22Cl2N6O2 ´ 2 H2O: C 51.87, H 5.14, N 16.50; found: C 51.71, H 5.06,
N 16.26.


Enzyme assay:[23] The inhibitory activity of the equilibrated mixtures
was determined by using the method of Ellman et al.[24] 10 mL of a
50 mM solution of acetylthiocholine iodide in water and 10 mL of a
solution of an equilibrated mixture prepared as described above or
of blank pH 4.0 solution were added to 980 mL of a solution of
1 mg mLÿ1 DTNB in 50 mM sodium ± potassium phosphate buffer at
pH 7.2 containing 0.06 ± 0.07 units of AChE. The activity of AChE was
monitored by following the linear change in absorbance (V�
DA minÿ1) at 412 nm over 30 s at 25 8C. The relative inhibition was
calculated according to Equation (3):


inhibition [%] � V0 ÿ Vi


V0


� 100 (3)


where V0 is the enzyme activity of the blank solution (100 mM sodium
acetate buffer, pH 4.0, without inhibitor) and Vi is the enzyme activity
of the solution in the presence of inhibitor. All experiments were
repeated at least twice. The typical error range was�2.5 % (standard
error of the mean).


Sequential dynamic deconvolution: The libraries used for sequen-
tial deconvolution (Figure 4) were prepared similarly to the full
library where one or more components (I, H, and 4) were sequentially
removed prior to library generation and deconvolution. Partial
libraries where subsequently prepared in the same way as described
for the full library. Aliquots of 20 mL (I, or I and H removed), or 50 mL (4
removed) were added to the enzyme assays.


Inhibition: The 50 % inhibitory concentrations (IC50) were deter-
mined by adding inhibitor solutions ranging from 1 mM to 10 pM to
the enzyme assay. The results were analyzed with the program
GraphPad Prism (GraphPad Software, San Diego, CA, USA) using
nonlinear regression analysis toward a one-site competition model.
The inhibitory constants for 4-I-4 were estimated according to a
mixed-inhibition model:[25] Samples were prepared containing 25 ±
300 mM (seven concentrations) of acetylthiocholine, and 0 ± 5 nM (four
concentrations) of inhibitor, and the activity measured as mentioned
above. Observed KM and Vmax values were determined for each of
these series, and KM,obs/Vmax,obs , and 1/Vmax,obs ratios relative to the


noninhibited series calculated. The competitive inhibition constant
(Ki), and the noncompetitive constant (aKi) were then estimated by
plotting the relative values versus the substrate concentrations,
yielding straight lines with slopes 1/Ki and 1/aKi , respectively.
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The Outstanding Biological Stability of b- and
g-Peptides toward Proteolytic Enzymes:
An In Vitro Investigation with Fifteen Peptidases
Jens Frackenpohl, Per I. Arvidsson, Jürg V. Schreiber, and Dieter Seebach*[a]


A series of 36 linear and cyclic b- and g-peptides consisting of as
few as two, and as many as 15 residues, was offered as substrates
to 15 commercially available proteases of bacterial, fungal, and
eukaryotic origin, including a b-lactamase and amidases, as well as
most vigorous, nonspecific proteases, such as the 20 S proteasome
from human erythrocytes. For comparison, an a-eicosapeptide and
standard substrates of the proteolytic enzymes were included in the
investigation. Under conditions of complete cleavage of the a-
peptide within 15 min the b- and g-peptides were stable for at least
48 h. Inhibition studies with seven b- and g-peptides and a-
chymotrypsin show that the residual enzyme activity toward
succinyl-Ala-Ala-Pro-Phe-p-nitroanilide is unchanged within exper-


imental error after incubation for 15 min with the peptide
analogues. Thus, b- and g-peptides with proteinogenic side chains,
that is, consisting of the singly or doubly homologated natural a-
amino acids (one or two CH2 groups inserted in the backbone of
each residue), are completely stable to common proteases, without
inhibiting their normal activity (as demonstrated for a-chymo-
trypsin). This proteolytic stability of peptides built of homologated
amino acids is a prerequisite for their potential use as drugs.


KEYWORDS:


hydrolases ´ peptidases ´ peptides ´ peptidomimetics ´
proteolysis


Introduction


Despite the central function of peptides and proteins in all living
systems, the use of peptides as drugs and immunogens is
severely hampered by their low bioavailability and by their
susceptibility to enzymatic degradation. Moreover, the inherent
flexibility of the peptide backbone usually makes the bioactive
conformation of a peptide poorly defined. Thus, it is not
surprising that considerable efforts have been made, both in
academia and in the pharmaceutical industry, to overcome these
difficulties.[1, 2]


A number of strategies have been suggested to increase
enzymatic stability of peptides, one possibility being the
incorporation of b-amino acids: As suggested already at the
beginning of the last century by Abderhalden et al. , peptide
bonds involving b-amino acids should be resistant to enzymatic
cleavage.[3, 4] Although this first report was subject to some
controversy,[5] single b-amino acids have since been incorpo-
rated into naturally occurring peptides to improve pharmaco-
logical properties.[6±10] The importance of b- and g-amino acid
containing compounds is further enhanced by their widespread
occurrence in natural products of biological activity, originating
from plants (e.g. the taxol side chain),[11] microorganisms (e.g. the
enediyne chromophore of C-1027),[12] and marine organisms (often
macrocyclic peptidic compounds[13]). Finally, simple b- and g-
amino acids also play a role in the metabolism of mammalians.[14]


Recently, we and others have shown that b- and g-peptides,
that is, oligomers of b- or g-amino acids, form surprisingly stable
secondary structures.[15±18] Gellman et al. have found that
oligomers of cyclic b-amino acids, such as trans-2-aminocyclo-
pentane- and trans-2-aminocyclohexane carboxylic acid, adopt


helical conformations in solution and in the solid state.[19]


Simultaneously, our group demonstrated that peptides com-
posed of simple acyclic b-amino acids, containing the side chains
of natural a-amino acids, form stable secondary structures.[20±22]


To date, all major secondary structural motifs found in natural a-
peptides, that is, helices,[23±27] parallel and antiparallel pleated
sheets,[28] and hairpins[28] have been found for b-peptides of this
latter type. Furthermore, b-peptides have been shown to form
other structures, not commonly found in nature, including
tubular stackings,[29, 30] ribbons,[31] and alternative helices.[32, 33]


Analogously, our group[34, 35] and the group of Hanessian[36] have
revealed that g-peptides, built of open-chain g-amino acid
residues, also may adopt helical conformations.


One distinct characteristic of b- and g-peptides is their ability
to form the stable secondary structures with as few as four
amino acid residues. This is in sharp contrast to a-peptides,
where much longer sequences are required to obtain stable
secondary structures. The high stability and predictability of
b-peptidic conformations renders the b- and g-peptides attrac-
tive backbones for drug design. b-Peptides may be used as rigid
scaffolds to place functional groups in well-defined positions, for
example, for interaction with a receptor. One such application
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has already been successfully demonstrated with b-tetrapep-
tides mimicking the a-tetradecapeptide somatostatin.[37±39]


Apart from their structural stability, b-peptides display a
remarkable stability toward enzymatic degradation, as reported
by our group.[21, 40, 41] The objective of the present study was to
substantiate the preliminary results by testing a larger variety of
enzymes and of b-peptides to be able to draw more general
conclusions about the stability of b-peptides toward proteolytic
enzymes. Thus, we have now investigated the proteolytic
stability of b-peptides with functionalized side chains, with
different substitution patterns, and with opposite configurations
(i.e. D instead of L) at some, or at all stereogenic centers. The
proteolytic stability of g-peptides was also investigated for the
first time. Furthermore, we examined whether b- and g-peptides
may have inhibitory activity toward chymotrypsin.


Choice of peptidases


The enzymes included in this study are representatives of the
major classes of peptidases, for example, serine and aspartic
peptidases and metallopeptidases, as well as of different
biologically relevant sources, that is, bacteria, fungi and eukar-
yotes. Our choice is rationalized by a short description of the
enzymes and their specificities in the following paragraph.[42, 43]


Pronase (EC 3.4.24.4) is a commercially available mixture of
extracellular enzymes derived from the K-1 strain of the fungus
Streptomyces griseus, and consists of both endo- and exopepti-
dases. The extract is known to contain at least three serine
peptidases, that is, Streptomyces griseus trypsin, streptogrisin A
and B, and the metallopeptidase Streptomyces griseus amino-
peptidase. Pronase cleaves almost any peptide bond, as
demonstrated by its ability to yield a large amount of free
amino acids in the digestion of protein substrates.[44] Protein-
ase K (EC 3.4.21.64) is a serine peptidase from the mould
Tritirachium album. It acts as an endopeptidase, which, unlike
the mammalian proteolytic enzymes, exhibits a marked lack of
selectivity toward peptide substrates. It splits peptide bonds of
amino acids preferably at hydrophobic side chains.[45] Pepsin A
(EC 3.4.23.1) is an aspartic peptidase from hog stomach. It is the
principal protease of the stomach in higher organisms, and is
characterized as an endopeptidase with low substrate specificity.
The pH range of peptide hydrolysis ranges from 1 to 6, with an
optimum efficiency near pH 3.5.[46] Chymotrypsin (EC 3.4.21.1)
from bovine pancreas, elastase (EC 3.4.21.36) and trypsin
(EC 3.4.21.4) from hog pancreas are all serine peptidases of the
clan SA. All the proteolytic enzymes in this clan are endopepti-
dases. Besides their presence in eukaryotes, these enzymes are
also known from RNA viruses and bacteria.[42] Chymotrypsin
specifically hydrolyzes the amide bonds formed by the carboxy
groups of Tyr, Phe, Trp, and Leu. Various ester and amide
derivatives of the chymotrypsin-specific amino acids are also
hydrolyzed by the enzyme. Elastase shows a marked primary
specificity for nonbulky residues such as Ala, Ser, Gly, and Val in
P1 (for a description of binding site nomenclature, see the
Discussion section), while trypsin prefers to cleave amide
substrates following the basic P1 residues Arg and Lys.
Carboxypeptidase A (EC 3.4.17.1) is a zinc-dependent metallo-


peptidase isolated from bovine pancreas. It is an exopeptidase
and cleaves the C-terminal peptide or ester bond of peptides or
depsipeptides that have a free C-terminal carboxy group.
Acylated amino- and hydroxycarboxylic acids are also substrates.
Although the specificity of the enzyme is low, the rate of peptide
substrate hydrolysis is enhanced when the side chain is aromatic
or branched aliphatic.[47] Leucyl aminopeptidase (EC 3.4.11.1)
from porcine kidney is also a zinc-dependent metallopeptidase.
It is an exopeptidase that, despite what its name implies,
hydrolyzes all compounds with an N-terminal L-amino acid (or
glycine); however, compounds that have an L-leucyl residue at
the N-terminal position are preferred.[48] Proteinase (EC 3.4.21.62)
from Bacillus subtilis var. biotecus A, also known as Subtilisin
Carlsberg or Subtilo peptidase A, is an extracellular serine
endoproteinase. This enzyme belongs to the class of subtilisins
which hydrolyze proteins with low specificity for substrates with
peptide bonds, although with a preference for a large and
uncharged residue in P1.[49] Peptidase from porcine intestinal
mucosa is a commercially available nonspecific mixture contain-
ing general proteolytic and aminopeptidase activity. Pronase E
(EC 3.4.24.31) from Streptomyces griseus, also known as mycoly-
sin, is a single enzyme isolated from the pronase mixture
described above.[50] It is also a zinc-dependent metalloendopep-
tidase with unusually nonspecific proteolytic activity; however,
hydrophobic residues in P1' are favored. Penicillin amidase
(EC 3.5.1.11) from Escherichia coli is a hydrolase acting on
carbon ± nitrogen bonds other than peptide bonds. The enzyme
catalyzes hydrolytic cleavage of the side chain of penicillins to
produce the core structure, 6-aminopenicillanic acid, and the
corresponding carboxylate.[51] b-Lactamase (EC 3.5.2.6) from
Enterobacter cloacae is a mixture of enzymes with varying
specificity for hydrolyzing b-lactams; some act more rapidly on
penicillins, some more rapidly on cephalosporins. Generally,
these enzymes catalyze the hydrolytic opening of the b-lactam
ring to produce a substituted b-amino acid as product.[52]


Amidase (EC 3.5.1.4) from Pseudomonas aeruginosa is a hydro-
lase, also acting on carbon ± nitrogen bonds other than peptide
bonds. It hydrolyzes monocarboxylic acid amides to ammonia
and the corresponding free carboxylic acid.[53] Eukaryotic 20 S
proteasome, isolated from human erythrocytes,[54] is a multi-
catalytic endopeptidase complex responsible for intracellular
proteolysis.[55] The 20 S proteasome is composed of 28 subunits
arranged in four rings of seven subunits. The outer rings are
composed of a subunits, but the b subunits forming the inner
rings are responsible for peptidase activity. In eukaryotic
organisms there are up to seven different types of b subunits,
three of which may carry the N-terminal threonine residues that
are the nucleophiles in catalysis, and they show different
specificities. The whole enzyme complex is thus characterized
by an unusually low substrate specificity for the cleavage of
peptide bonds.[56]


Choice of b- and g-peptides


In the present study, we examined the 23 b-peptidic com-
pounds (1 ± 21, consisting of b3-amino acids) shown in
Scheme 1.[21, 24, 27, 58±66] Of these, 1 ± 6, 9 ± 10, 12, and 15 ± 16
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Scheme 1. The all-b3-peptides used in this study. Numbers in square brackets refer to the references in which the preparation of the compounds has first been described.
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have been shown by NMR spectroscopy to form helical
structures, or they display the circular dichroism (CD) spectra
typical of the 314-helical structure. The molecules 7 and 8 form
tubular arrangements in the solid state, so called ªnanotubesº;[57]


while the secondary structures of 11, 13 ± 14, and 18 a ± c are still
unknown. Interestingly, compound 6 undergoes a drastic
change of secondary structure upon change of solvent (MeOH
vs. H2O).


Additionally, the 12 compounds containing b2 substituents
depicted in Scheme 2 were tested.[28, 31, 58, 63, 66±69] In this class of
compounds, a variety of secondary structures can be found.
For example, 26 ± 29 form a hairpin motif, 23 forms a 314-helical
structure, while 25 forms a pleated ribbon not found in
natural systems. Of the g-peptides 34 ± 37 (Scheme 3) used
in this study,[70] only the g2,3,4-peptide 37 has so far been
shown to form the 2.614-helix known from previous studies on
g4-peptides. Nevertheless, analogues of the g-tripeptide 36,
with a larger chain length, were also found to form helical
structures.[34]


Results


Degradation studies


To gain insight into the activity of proteolytic enzymes toward b-
and g-peptides, we first chose to investigate degradation of
some selected peptides with a wide variety of commercially
available enzymes. Degradation studies were based on a method
suitable for HPLC analysis as this allowed us to analyze a large
number of b- and g-peptides lacking special chromophoric
groups. Furthermore, this procedure would enable us to isolate
possible degradation products directly and analyze them by
mass spectrometry. All enzymes were used in high specific
concentrations, such that an a-peptide should be degraded
within 10 min. As a standard substrate to verify the enzymatic
activities we chose a-peptide 38 (Scheme 3), which is the
C-terminal part of the SR-BII (scavenger receptor, class B, type II)
protein.[71] The activity of penicillin-degrading enzymes was,
however, tested against benzyl penicillin. All test substrates were
entirely degraded within a maximum period of time of 60 min as
shown by disappearance of the substrate peak and occurrence


Scheme 2. b-Peptides containing b2-substituted amino acids. Numbers in square brackets refer to the references in which the preparation of the compounds has first
been described.
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of smaller fragments in the corresponding HPLC traces (Fig-
ure 1 a). To safely prove the assumed stability of b- and g-
peptides we even chose more drastic conditions by incubating
the peptides with highly concentrated solutions of enzymes for
48 h. Due to their hydrophobic nature and their resulting poor
solubility in aqueous media, some peptides had to be dissolved
by addition of DMSO. In most cases the amount of added DMSO
could be limited to 20 % except for g-peptide 34 a, and the cyclic
tetrapeptides 7 and 8 (known to form tubular aggregates
involving an infinite network of hydrogen bonds in pleated
sheets). Nevertheless, DMSO addition, even in the high concen-
trations used in this study, did not have a significant impact on
the activity of the enzymes, as verified by degradation of a-
peptide 38 with concentrations of DMSO ranging from 10 to
50 %. In addition, DMSO is known to disrupt intramolecular
hydrogen bonding and is therefore expected to facilitate


enzymatic hydrolysis by presenting an unfolded structure of
the peptide to the enzyme.


In addition to a-peptide 38 we selected the b3-hexa-, hepta-,
and dodecapeptides 9, 19 and 3, respectively, the short b3-
peptides 20 and 21, the b2-peptide 23, and the g2-hexapeptide
34 b for an investigation with all enzymes mentioned above. The
outcome of this first test series is summarized in Table 1. The
results are evidence for the exceptional stability of b- and g-
peptides, as none of the peptides 3, 9, 19, 20, 21, 23, and 34 b
was digested after 48 h of incubation, whereas a-peptide 38 was
entirely degraded within 1 h.


Nevertheless, these conclusions are based on the incubation
of just a limited number of b- and g-peptides, neglecting the
influence of substituents and functional groups. As these factors
are expected to influence the properties of b- and g-peptides
(stability and secondary structures), which have not yet been


Scheme 3. a) g-Peptides of various substitution patterns. Numbers in square brackets refer to the references in which the preparation of the compounds has first been
described. b) Molecular structure of the a-peptide used as test substrate.
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Table 1. Treatment of selected b- and g-peptides with various enzymes.[a]


Entry Enzyme Origin of the enzyme 38 (a) 9 (b3) 23 (b2) 19 (b3) 20 (b3) 21 (b3) 3 (b3) 34 b[b] (g)


1 pronase Streptomyces griseus � ÿ ÿ ÿ ÿ ÿ ÿ
2 proteinase K Tritirachium album � ÿ ÿ ÿ ÿ ÿ ÿ
3 pepsin hog stomach � ÿ ÿ ÿ ÿ ÿ ÿ ÿ
4 chymotrypsin bovine pancreas � ÿ ÿ ÿ ÿ ÿ ÿ ÿ
5 elastase hog pancreas � ÿ ÿ ÿ ÿ ÿ ÿ ÿ
6 trypsin hog pancreas � ÿ ÿ ÿ ÿ ÿ ÿ ÿ
7 carboxypeptidase A bovine pancreas � ÿ ÿ ÿ ÿ ÿ ÿ ÿ
8 leucyl aminopeptidase porcine kidney � ÿ ÿ ÿ ÿ ÿ ÿ
9 proteinase Bacillus subtilis var. biotecus A � ÿ ÿ ÿ ÿ ÿ


10 peptidase porcine intestinal mucosa � ÿ ÿ ÿ ÿ ÿ
11 pronase E Streptomyces griseus � ÿ ÿ ÿ ÿ ÿ
12 penicillin amidase Escherichia coli ÿ ÿ ÿ
13 b-lactamase Enterobacter cloacae ÿ ÿ ÿ
14 amidase Pseudomonas aeruginosa ÿ ÿ ÿ ÿ
15 20 S proteasome human erythrocytes ÿ [c]


[a] The measurements with b-peptides 9 and 23 in entries 3 ± 8 have been described previously.[40] A � sign indicates that degradation takes place, ÿ that no
degradation is detectable. [b] This peptide had to be dissolved in a mixture of PBS buffer and DMSO. [c] Nonamer 1 containing the triades b3-HAla-b3-HLys-b3-
HPhe was tested instead of 3.[41]


Figure 1. HPLC analysis of the enzymatic degradation solutions of a-peptide 38, b-peptide 27, and g-peptide 34 b.
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elucidated, we focussed on structural diversity of the substrates
in a second round of our degradation studies.


As one of the main objectives of the present study was to
investigate the large structural variety of the peptides depicted
in Schemes 1 ± 3, we selected just a limited number of enzymes
for the succeeding studies. Pronase and proteinase K were
selected due to their high activity and broad substrate specificity.
Furthermore, pronase appeared especially suitable since it
consists of a mixture of several exo- and endopeptidases
containing both serine- and metallopeptidases. After having
learned about the stability of b-peptides toward ordinary
peptidases, we also tested other hydrolytic enzymes not
specifically recognizing normal peptide bonds. Penicillin ami-
dase and b-lactamase were thus selected for tests since these
two enzymes recognize the b-amino carbonyl fragment found in
penicillin and cephalosporin derivatives, and hence could also
have recognized the b-amino acid motif of b-peptides. Addi-
tionally, we included amidase in this study, hoping that this
enzyme would recognize the C-terminal amide group present in
some of the investigated compounds (i.e. 27 ± 29).


We first investigated the incubation of b3-substituted peptides
with the selected enzymes (Table 2). The result is unambiguous,
neither the pure aliphatic peptides (5, 7 ± 10, 14, and 18) nor the
peptides containing hydrophilic side chains (1, 2 ± 4, 6, 11 ± 13,
15 ± 17) were degraded.


As seen from the data presented in Table 3, b-peptides
containing substituents in the 2-position are absolutely stable
toward enzymatic degradation, and this does not depend on
configuration or substitution pattern. In addition to peptide 22,
which is derived from (S)-nipecotic acid, the b2-, b2,2-, b2,3-, b2,2,3-,


and b2b3-substituted peptides 23 ± 33 were tested against
pronase, proteinase K, penicillin amidase, and b-lactamase.
Likewise, peptides 27 ± 29, containing a C-terminal amide group,
were tested against amidase, however, without any observable
cleavage.


For the first time, g-peptides were included in an enzymatic
degradation study. To extend the initial stability test of g2-
substituted peptide 34 b with a variety of enzymes, g-peptides
34 a and 35 ± 37 containing aliphatic g2-, g3-, g4-, and g2,3,4-
substituents were also incubated with the enzymes chosen in
our tests. The outcome of these experiments was that no
degradation was observed (Table 4).


Inhibition studies


To find out whether the enzymes used were still active after
prolonged incubation with b- and g-peptides, that is, whether
the homologues of a-peptides have a deactivating effect on
these enzymes or not, we tested their enzymatic activities
toward chromophoric standard substrates after 48 hours: A set
of enzymes (elastase, proteinase K, proteinase, leucin amino-
peptidase, carboxypeptidase A, and chymotrypsin) were incu-
bated with the b-peptides 2, 3, 19, 22, 25, 27 ± 29 for 48 hours
and tested for activity by adding the corresponding test
substrate (see Experimental Section for details). The result was
that all enzymes were still active after incubation.


Table 2. Degradation experiments with b3-peptides, using various proteolytic
enzymes.[a]


Peptide DMSO
addition[b]


Enzyme
pronase proteinase K penicillin


amidase
b-lacta-
mase


1 ± � � � �
2 ± � � � �
4 ± � � � �
5 ± � �
6 ± � � � �
7 50 � � � �
8 50 � � � �


10 20 � � � �
11 ± � � � �
12 ± � � � �
13 ± � �
14 ± �
15 ± � �
16 ± � �
17 ± � �
18 a 20 � � � �
18 b 20 � � � �
18 c 20 � � � �
[a] The peptides were incubated as aqueous or DMSO-containing aqueous
solutions. No degradation was detectable in any of these experiments
(HPLC analysis). � means that the test was performed, with no degradation
detectable. [b] The effect of DMSO addition was neglectable, as the
corresponding test substrate, a-peptide 38, was still degraded after 1 h with
10 % and 50 % DMSO added to the buffer solution.


Table 3. Treatment of b2-substituted b-peptides with various proteolytic
enzymes.[a]


Peptide DMSO
addition


Enzyme
pronase proteinase K amidase penicillin


amidase
b-lacta-
mase


22 ± � � � � �
24 10 � � � �
25 ± � � � �
26 ± � � � �
27 ± � � � � �
28 ± � � � � �
29 ± � � � � �
30 10 �
31 ± � � �
32 20 � �
33 ± � � � �
[a] The peptides were incubated as aqueous or DMSO-containing aqueous
solutions. No detectable degradation was observed in any of the cases.
� means that the test was performed, with no degradation detectable.


Table 4. Treatment of g-peptides with a series of proteolytic enzymes.[a]


Peptide DMSO
addition


Enzyme
pronase proteinase K penicillin


amidase
b-lacta-
mase


34 a 40 no degradation
34 b 20 no degradation
35 20 no degradation
36 20 no degradation
37 ± no degradation


[a] The peptides were incubated as aqueous or DMSO-containing aqueous
solutions.
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A quantitative study on the inhibitory potential of some b-
and g-peptides against chymotrypsin was also performed
(following Geiger's protocol).[72] Buffered solutions of chymo-
trypsin were incubated with b- and g-peptides 2, 3, 19, 25, 27,
29, and 34 b for 15 min at 25 8C and then treated with a solution
of the test substrate (Suc-Ala-Ala-Pro-Phe-p-nitroanilide). The
release of p-nitroaniline was measured at 405 nm by using a
thermostated UV spectrophotometer. The results are presented
in Table 5.


No significant inhibition of chymotrypsin by any of the tested
b- or g-peptides could be detected, even at a peptide concen-
tration of 0.1 mM (corresponding to a peptide/enzyme molar
ratio of >106).


Discussion


Peptides composed of b- and g-amino acids evidently have a
high resistance toward proteolytic degradation, as demonstrat-
ed in this and other studies from our laboratory. Although no
degradation was observed, it is interesting to make some
comments about the outcomes of these studies. As evident from
the results in Table 1, the mode of action and specificity of all the
different enzymes investigated did not have any impact on the
degradability of the b- and g-peptides 3, 9, 19, 20, 21, 23, and
34 b. Furthermore, the following conclusions can be drawn from
the data in Table 2: i) The configuration of the chirality centers
does not affect the outcome of the degradation experiments, as
seen from the enantiomeric pairs 1/2 and 7/8, and from the
peptides with alternating configuration 11, 13, and 14. ii)
Cyclization of the b-peptide, as in 7 and 8, or iii) sulfur
substitution as in the thiopeptide 10 did not facilitate proteol-
ysis. iv) Peptides 18 a ± c, containing the only proteinogenic b-
amino acid, aspartic acid, were also not recognized by any of the


proteolytic enzymes! Incorporation of b2-amino acids leads to
peptides with the side chains positioned next to the carbonyl
group of the amide bond. Neither the all-b2-peptides 22 ± 25, nor
the b-peptides 26 ± 33 consisting of b2,2-, b2,3-, b2,2,3-, or b2b3-
substituted amino acids were degraded (Table 3); note that 31 ±
33 contain two to four amide bonds flanked by two side chains,
just like natural a-peptides. The observed stability of g-peptides
toward the proteolytic enzymes (Table 2 and Table 3) is of
considerable importance as it suggests that also g-peptides may
be suitable for pharmaceutical applications.


The lack of any observable degradation or inhibition sub-
stantiates our suggestion that interactions between b- and g-
peptides, on the one hand, and natural proteins such as enzymes
and receptors, on the other hand, can only be mediated through
side chain functionalities. The interaction between proteolytic
enzymes and their substrates may be described by using the
nomenclature of Schechter and Berger.[73] The binding site for a
polypeptide substrate on a protease has different subsites ; each
subsite interacts with one amino acid residue of the substrate. As
illustrated in Figure 2 a, the amino acid residues on the
N-terminal side of the bond to be cleaved are numbered P1,
P2, P3 . . . counting outward, while the residues on the C-terminal
side of the bond to be cleaved are numbered P1', P2', P3' . . . ; the
complementary subsites on the protease are termed S3, S2, S1,
S1', S2', S3'.


Figure 2. a) Schematic representation of the binding of a substrate to the
binding pockets of a proteolytic enzyme according to the nomenclature of
Schechter and Berger.[73] b) Comparison of an extended conformation of a-, b-,
and g-peptides, highlighting the substitution pattern around the amide bonds.


Table 5. Residual activity of a-chymotrypsin after incubation with b- and g-
peptides.[a]


Peptide Residual enzyme
activity [%][b]


3 95
2 100


19 100
27 100
29 95
34 b 95
25 95


SO2F
5[c]


[a] Buffered solutions of a-chymotrypsin (2.9 nM) were treated with aqueous
or DMF-containing aqueous solutions of the b- and g-peptides (0.1 mM) for
15 min at 25.0 8C. Enzyme activity was measured after addition of the test
substrate (Suc-Ala-Ala-Pro-Phe-p-nitroanilide). [b] Inhibitory activity was
expressed as the percentage of inhibition calculated as (1ÿB/A)�100,
where A is the enzyme activity without the test material and B is the activity
with the test material. Values are rounded to the nearest five percent. [c] The
known a-chymotrypsin inhibitor phenylmethanesulfonyl fluoride was used.
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The substrate binds to the enzyme in an extended conforma-
tion through hydrophobic, electrostatic, and hydrogen-bonding
interactions.[74] A comparison of the extended conformations of
a-, b-, and g-peptides reveals that there are large differences,
indeed (Figure 2 b). The side chains in b- and g-peptides have
different spacing, as compared to natural a-peptides, and all
amide bonds of b-peptides have the same orientation. Further-
more, none of the investigated peptides has the side chains next
to amide bonds in the same spatial arrangement as do natural a-
peptides. It will be interesting to see whether it is possible to
introduce by design an amide bond, cleavable by an enzyme, in
a b-peptide by choosing suitable side chains in the right position
and with the right configuration. Considering the huge structural
differences, it is maybe not surprising, after all, that the worlds of
b- and g-peptides appear to be orthogonal to the world of
a-peptides, at least when backbone interactions are important.
The amide bonds in a- and b-peptidic structures may interact
through single hydrogen bonds; however, multiple hydrogen
bonds are not possible due to the different spacing of the
interacting groups. The data collected to date suggest that
communication between the distinct worlds has so far only been
mediated through the side chains, as testified by the somatos-
tatin example mentioned in the Introduction.[37±39]


Conclusion


This study has demonstrated the outstanding stability of b- and
g-peptides toward proteolytic enzymes, while other studies have
demonstrated the potential of b-peptides as peptidomimetics in
in vivo experiments. Although they are promising candidates,
there is still no guarantee that b- and g-peptides of medicinal
interest will have good bioavailability. Absorption barriers and
hepatobiliary excretion mechanisms may still compromise the
therapeutic potential of this class of compounds as peptidomi-
metic drugs, thereby subjecting them to acute or chronic
intravenous administration requirements. Studies aiming at
answering these questions are currently underway, using radio-
actively labeled compounds.[79]


Experimental Section


Reagents and enzymes: The following reagents and enzymes were
obtained commercially: CaCl2 ´ H2O (Merck), Trizma Base (tris[hydroxy-
methyl]aminomethane, Sigma), Triton X-100 (Sigma), Suc-(Ala)3-4-
nitroanilide (Bachem), Suc-(Ala)2-Pro-Phe-4-nitroanilide (Bachem), N-
(4-methoxyphenylazoformyl)-Phe-OH potassium salt (Bachem), L-
leucine-4-nitroanilide (Fluka), fuming HCl 37 % (Merck), acetic acid
(Scharlau), phenylmethanesulfonyl fluoride (Fluka), benzyl penicillin
(Fluka), cephalosporin A (Fluka), NaCl (J. T. Baker), Na2HPO4 ´ 2 H2O
(Fluka), NaH2PO4 ´ H2O (FisherChemical), NaOH pellets (Siegfried
Synopharm). All peptides were used as trifluoroacetic acid (TFA)
salts as obtained after lyophilization. Water used for preparing
buffers and other solutions was of Nanopure quality.


Pronase (EC 3.4.24.4) from Streptomyces griseus (Fluka), lyophilized
powder, stock solution in PBS buffer (pH 7.5, 0.01 M). Pronase E
(EC 3.4.24.4) from Streptomyces griseus (Fluka), lyophilized powder,
stock solution in PBS buffer (pH 7.5, 0.01 M). Proteinase K


(EC 3.4.21.64) from Tritirachium album (Fluka), suspension in 10 mM


Tris-HCl, pH 7.5, 40 % glycerol, 1 mM Ca-acetate; stock solution in PBS
buffer (pH 7.5, 0.01 M). Amidase (EC 3.5.1.4) from Pseudomonas
aeruginosa (Sigma), solution in 50 % glycerol and phosphate buffer,
stock solution in PBS buffer (pH 7.5, 0.01 M). Penicillin amidase
(EC 3.5.1.11) from Escherichia coli (Sigma), solution in 0.1 M, potassium
phosphate buffer (pH 7.5), stock solution in PBS buffer (pH 7.5, 0.01 M).
b-Lactamase (EC 3.5.2.6) from Enterobacter cloacae (Fluka), lyophi-
lized powder, stock solution in PBS buffer (pH 7.0, 0.01 M). Carboxy-
peptidase A (EC 3.4.17.1) from bovine pancreas (Fluka), milky sus-
pension, stock solution in PBS buffer (pH 7.5, 0.01 M). a-Chymotrypsin
(EC 3.4.21.1) from bovine pancreas (Fluka), lyophilized powder, stock
solution in PBS buffer (pH 8.0, 0.01 M). Elastase (EC 3.4.21.36) from hog
pancreas (Fluka), lyophilized powder, stock solution in PBS buffer
(pH 7.5, 0.01 M). Leucyl aminopeptidase (EC 3.4.11.1) from porcine
kidney (Sigma); chromatographically purified suspension in 2.9 M


(NH4)2SO4, 0.1 M Tris, 5 mM MgCl2 solution, pH 8.0; stock solution in
PBS buffer (pH 7.2, 0.01 M). Pepsin (EC 3.4.23.1) from hog stomach
(Fluka), lyophilized powder, stock solution in AcOH (pH 2.1, 1.74 M).
Peptidase (no EC number, EEC 232-875-1) from porcine intestinal
mucosa (Sigma), lyophilized powder, stock solution in PBS buffer
(pH 7.1, 0.01 M). Proteinase (EC 3.4.21.11) from Bacillus subtilis var.
biotecus A (Fluka), lyophilized powder, stock solution in PBS buffer
(pH 7.5, 0.01 M). Trypsin (EC 3.4.21.4) from hog pancreas (Fluka),
lyophilized powder, stock solution in PBS buffer (pH 7.5, 0.01 M).
Purified 20 S proteasome was obtained from human erythrocytes.[54]


Devices: HPLC analysis: Analytical HPLC was performed on a Knauer
HPLC system (pump type 64, EuroChrom 2000 integration package,
degasser, UV detector (variable-wavelength monitor)), Macherey-
Nagel C18 column (Nucleosil 100-5 C18 (250� 4 mm)). The samples
were directly injected from the reaction mixture, using a Spark-Midas
830 auto sampler.


pH measurements: The buffer solutions were pH-tested at 25 8C with
a digital Metrohm 632 pH meter that had been referenced to pH 7.00
with a buffer standard solution (color-coded, Fluka).


UV spectroscopy: Absorbance measurements were made on a
Perkin ± Elmer UV/Vis spectrophotometer (Lambda 40) which was
controlled by UV Winlab operating software. The 1-cm quartz cells
(1.5 mL) were held during the assays in a themostated cell block that
was controlled by a Perkin ± Elmer PTP-6 Peltier System (set at 25.0�
0.2 8C). The substrate solution was stored during use in a water bath
thermoregulated at 25 8C by a Haake FS2 water bath thermostat. The
residual activity assay was performed on a SPECTRAmax 250 Micro-
plate spectrophotometer using SOFTMAX PRO software for data
analysis.


Assays: Degradation experiments: For each degradation experiment
stock solutions of the peptidic substrate, the enzymes, and suitable
test substrates for testing the enzyme activities were made using
phosphate-buffered saline (PBS) buffer solution. The experiments
with pepsin were carried out in AcOH. For all enzymes, except for
amidase, b-lactamase and penicillin amidase, a-peptide 38 was
chosen as standard substrate. Benzyl penicillin and cephalosporin A
were used to test the activity of b-lactamase and penicillin amidase.
The enzyme concentrations of the stock solutions were selected such
that the standard substrates (same concentration as b- and g-
peptides) were totally degraded after a maximum of 15 min.
Concentrations of some of the enzymes (pronase, amidase, and
penicillin amidase) were chosen to cleave the test substrate within
1 min, whereas the concentration of proteinase K allowed degrada-
tion of a standard substrate within 6 s to establish forcing conditions
for the corresponding degradation experiments of b- and g-
peptides. PBS buffer solution (10 mM sodium phosphate, 0.14 M
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NaCl) was prepared as follows: Solution A (4.75 mL of 0.2 M NaH2PO4 ´
H2O), solution B (20.25 mL of 0.2 M Na2HPO4 ´ H2O), NaCl (4.5 g) and
H2O (25 mL) were stirred for 15 min at RT and diluted tenfold with
H2O. The pH was adjusted either with NaOH (1 M) or with HCl (1 M)
prior to use.


General procedure: A solution of the substrate (200 mg) in PBS buffer
(pH 7.5, 0.01 M) or in acetic acid (1.74 M, pH 2.1), in the case of
degradation experiments with pepsin and a solution of the required
amount of enzyme, were mixed and incubated at 25 8C (b-lactamase,
carboxypeptidase A, elastase, chymotrypsin, trypsin, leucyl amino-
peptidase) or 37 8C (pronase, pronase E, proteinase K, penicillin
amidase, amidase, proteinase, pepsin, peptidase) for 48 h. Degrada-
tion was stopped with conc. AcOH and buffer solution was added so
that the total volume reached 150 mL. The resulting mixture was
analyzed by reversed-phase HPLC. Detection was achieved by
measurement of the UV absorption at 220 nm. A mixture of
CH3CN/H2O (0.1 % TFA) was used as eluent. Gradients were 0 %
CH3CN for 5 min, in 45 min to 35 % CH3CN, in 15 min to 70 % CH3CN
and up to 90 % CH3CN in another 5 min. The flow rate for all
separations was 1 mL minÿ1.


Residual activity assay: The assay was carried out at a substrate
concentration of 0.6 mM in PBS buffer solution (pH 7.5) in 96-well
microtiter plates. The enzyme solutions (50 mL) were incubated with
the corresponding b-peptides (50 mL, 0.1 M) for 48 h at 25 8C (elastase,
leucin aminopeptidase, carboxypeptidase A and chymotrypsin) and
at 37 8C (proteinase K, proteinase), respectively. Thereafter, test
substrates (150 mL; Suc-(Ala)3-p-nitroanilide[75] for elastase, proteina-
se K, and proteinase; L-leucine-p-nitroanilide[76] for leucine amino-
peptidase; N-(4-methoxyphenylazoformyl)-Phe-OH potassium salt[77]


for carboxypeptidase A; Suc-(Ala)2-Pro-Phe-p-nitroanilide for chymo-
trypsin[78] ) were added and kinetic measurements were performed at
405 nm (p-nitroanilide derivatives) and at 350 nm (N-(4-methoxy-
phenylazoformyl)-Phe-OH potassium salt).


Inhibition studies: Inhibition of a-chymotrypsin was determined in
Tris buffer solution with Suc-(Ala)2-Pro-Phe-4-nitroanilide as test
substrate following an assay procedure described by Geiger.[72] Each
measurement was carried out three times. The resulting data sets
were fitted and the initial rate was calculated by the operating
software. Tris buffer solution was prepared as follows: A) Trizma Base
(12.2 g, 0.10 mol), Triton X-100 (0.5 g), CaCl2 ´ 2 H2O (2.9 g, 0.02 mol)
were dissolved in water (800 mL) in a 1000-mL volumetric flask; 1 M


HCl was added to reach pH 7.8 and the solution was diluted with
water to a total volume of 1000 mL. B) Trizma Base (12.2 g, 0.10 mol)
and CaCl2 ´ 2 H2O (2.9 g, 0.02 mol) were dissolved in water (800 mL) in
a 1000-mL volumetric flask. A 1 M HCl solution was added to reach
pH 7.8 and the solution was diluted up to 1000 mL with water.


Substrate solution: N-Suc-(Ala)2-Pro-Phe-4-nitroanilide (8.785 mg,
0.014 mmol, for inhibition studies with b-peptides; 7.472 mg,
0.012 mmol, for test experiments with the a-chymotrypsin inhibitor
phenylmethanesulfonyl fluoride) was dissolved in buffer B (4.183 mL
for b-peptides and 3.588 mL for phenylmethanesulfonyl fluoride,
respectively) by sonication for 15 min.


b-Peptide and inhibitor solutions: b-Peptides 3 (812 mg), D-enan-
tiomer 2 (536 mg), 19 (329 mg), and 27 (284 mg) were dissolved in
buffer B (541 mL, 467 mL, 532 mL, and 570 mL, respectively), whereas b-
peptides 29 (233 mg), 34 b (326 mg), 25 (455 mg), and phenylmetha-
nesulfonyl fluoride (2.464 mg) were dissolved in DMF (505 mL, 537 mL,
969 mL, 20.20 mL, respectively).


Enzyme solution: A solution of Triton X-100 (0.05 g) and HCl (20.8 mL,
37 %) was diluted to 100 mL with water. a-Chymotrypsin (239 mg)
was dissolved in a sample of this solution (95.6 mL).
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Among the initial stages in the formation of proto-cells on Earth,
the encapsulation of DNA molecules from the surrounding
environment into closed systems appears to be essential, and
several procedures for the encapsulation of DNA into liposomes
have been described.[1] For example, Deamer and Barchfeld
employed the dehydration/rehydration method to trap salmon
sperm DNA (ca. 20 kb) into egg lecithin vesicles,[1a] Luisi's group
studied the entrapment of a plasmid DNA (3.3 kb) by using the
same method, the reverse-phase method and the freeze/thaw
method,[1b] and Jay and Gilbert observed the enhancement of
incorporation of DNA (1 kb) in the presence of a basic protein,
lysozyme.[1c] DNA ± lipid complexes have also been considered to
achieve transport of DNA into cells, in particular for gene transfer
therapy.[2] However, conventional vesicles with a size of several
tens of nanometers are too small to incorporate natural genomic
DNA molecules containing 105 ± 108 bp (their full length being on
the order of 100 mm ± 10 cm). In order to study DNA incorpo-
ration into model proto-cells, it is necessary to (1) prepare giant
vesicles with a diameter of several micrometers, into which
ªgiantº DNAs can be entrapped smoothly, and (2) monitor in real
time individual DNA molecules entrapped within these giant
vesicles. Recently, we have found that giant DNAs larger than
100 kb are entrapped spontaneously into giant vesicles of


neutral phospholipids in the presence of magnesium ions.[3a] In
this last study, we could not control the conformation of the
entrapped DNAs. We now report two efficient methods for
preparing a primitive cell model entrapping large DNA: natural
swelling of polyprenyl phosphates in the presence of DNAs, and
laser manipulation. We show that DNA and the DNA ± histone
complex can be encapsulated into giant vesicles, where they
assume ªelongated-coilº and ªfolded-compactº conformations,
respectively. In this study, we have used as lipid membrane
components the disodium and dicyclohexylammonium salts of
geranylgeranyl phosphoric acid (1 a and 1 b, respectively), which
we have postulated to be a ªprimitiveº membrane lipid.[4]


O P
O


O
O


NH31a : X = Na, 1b :  X = 
2 X


We have prepared giant vesicles entrapping bacteriophage
T4 DNA (166 kb, contour length 57 mm),[3] by spontaneous
swelling of a dry lipid film in a solution containing the DNA.
Figure 1 A exemplifies the fluorescence images of individual


Figure 1. A: Fluorescence microscopic images of T4 DNA molecules with
unfolded coil conformation (stained with DAPI) inside (left) and outside (right) of
a giant vesicle of 1 a. The bar represents 5 mm. B: Dark-field microscopic image of
giant vesicle of 1 a. In this case, DNA molecules are not visible by dark-field
microscopy because of the weak light scattering of the coiled DNA. The bar
represents 5 mm. C: Time series of fluorescence images of two coiled DNAs
encapsulated in a vesicle : The images were obtained by an image processing
(subtraction of time-averaged image from the original images).[5] Time interval
between the pictures : 1 s. Brownian motion of the elongated coil DNAs was
observed. The bar represents 5 mm. D: Time series of images of a single T4 DNA in
the elongated-coil state outside vesicles. Time interval between the pictures: 1 s.
The black bar represents 5 mm. The color bar indicates the fluorescence intensity.
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duplex T4 DNAs stained with a dye (4',6-diamidino-2-phenyl-
indole, DAPI), inside and outside the vesicles. More than 35 % of
the giant vesicles (diameter: 2 ± 20 mm) entrapped one or several
DNAs. Observation of the same sample by dark-field microscopy
(Figure 1 B) showed that most of the vesicles have an internal
volume that is large enough to allow Brownian motion of the
entrapped DNAs. Figure 1 C shows a time series of fluorescence
microscopy images of DNA molecules incorporated into a giant
vesicle made up of 1 a. The Brownian motion of the entrapped
DNA molecules was clearly observed by image processing[5]


(Figure 1 C). The DNA molecules are encapsulated in the internal
vesicular space, without binding to the vesicle surface. Due to a
blurring effect, the actual size of DNA is smaller by ca. 0.3 mm
than that observed by microscopy.[3b] The average long-axis
length[3] for entrapped DNA molecules (Figure 1 C) was 2.7�
0.4 mm, which is essentially the same as that of T4 DNA
molecules placed outside vesicles (3.1�0.5 mm in this experi-
ment; 2.8�0.7 mm according to ref. [3c]) (Figure 1 D). We
have extensively studied the folding/unfolding transition be-
tween the elongated and the collapsed conformations of DNA
in solution.[3] These results show that the encapsulated DNA
molecules assume an elongated conformation. It is known that
the charged layers in a lamellar liquid crystal expand and swell
indefinitely in pure water.[6] It can be understood that, during
the natural swelling process, DNAs in bulk solution permeate
into the expanding space and are then enclosed in the giant
vesicles.


To confirm the entrapment of DNAs within the vesicle, we
performed confocal microscopic observation with a double-
fluorescence labeling method. Figure 2 A shows a fluorescence


Figure 2. Confocal microscopic images of DNA molecules encapsulated in giant
vesicles of 1 a, obtained by a double-fluorescence staining method. A: Image in
pseudocolor red of the lipidic membranes stained with BODIPY. B: Image in
pseudocolor green of DNA molecules stained with YOYO-1. Scanning time of the
confocal microscope is 4 s per image. We selected fluorescence images of
aggregated multilameller vesicles. Since the individual entrapped DNA molecules
undergo Brownian motion, the fluorescence image of DNA molecules spread out
in the internal vesicular spaces. The bar represents 5 mm. The color bars are
fluorescence intensities.


image of the lipidic membrane stained with BODIPY (far red
fluorescence), while Figure 2 B shows the corresponding image
of DNA molecules stained with YOYO-1 (green fluorescence).
Here, we present an optical section (ca. 0.4 mm) for a region
dense in vesicles to benefit from the slowing-down effect on the
Brownian motion of the vesicles. Thus, it becomes possible to


record the same optical section of the vesicles sequentially in the
red and in the green channels to obtain these two images. They
showed that the movement of DNAs is restricted to the interior
of the closed vesicles.


Next, we tried to prepare a giant vesicle that encapsulates
folded compact DNAs. We chose histone H1 as an efficient
condensing agent for DNAs.[7] Figure 3 A depicts a vesicle


Figure 3. A : Fluorescence microscopic images of folded compact T4 DNAs
complexed with histone H1 (stained with DAPI) outside (left) and inside (right) a
giant vesicle of 1 a. The bar represents 5 mm. B: Time series of fluorescence images
of three encapsulated DNA molecules complexed with histone H1. Time interval
between the pictures : 1 s. The Brownian motion of compact DNA complexes was
clearly observed. The bar represents 5 mm. C: Time series of the images of a
T4 DNA complexed with histone H1 in the condensed state outside vesicles. Time
interval between the pictures: 1 s. The black bar represents 5 mm. The color bar
indicates the fluorescence intensity.


entrapping a compact DNA; the vesicle was made from 1 a by
using the same swelling method as described above. The
translational Brownian motion is rather fast for compact DNAs
both inside (Figure 3 B) and outside of the vesicle (Figure 3 C),
indicating that they are actually folded into a compact packed
state.[8] This is in contrast to the slow motion for coiled DNAs, as
seen in Figure 1 C.


In addition to the spontaneous trapping of DNAs into giant
vesicles, it would also be desirable to develop a method for
incorporating individual DNA molecules into preformed vesicles.
Recently, it has been reported that laser trapping is applicable to
individual folded DNA molecules.[8] Figure 4 shows the transfer
process of the DNA ± H1 complex by trapping one complex with
a laser tweezer (Figure 4 a), and forcibly pushing it from the
outside medium into the internal vesicular space of the giant
vesicles made of 1 b (Figures 4 b and c). Due to elastic stress,
the vesicles are deformed (Figure 4 c), and finally enclosed
(Figure 4 d). After the laser has been turned off, the entrapped
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Figure 4. Fluorescence microscopic images of the optical trapping and transport
of a single folded T4 DNA complexed with histone H1 (stained with DAPI) into a
giant vesicle. a: Trapping of a T4 DNA ± histone H1 complex (arrow) ; b: transport
of the complex to the surface of a vesicle ; c: forced transport of the complex into
the vesicle and detachment ; d ± e: entrapment of the complex and its Brownian
motion in an inner vesicle, after the laser had been turned off. The black bar
represents 10 mm. The color bar indicates the fluorescence intensity.


DNA continues to exhibit Brownian motion within the vesicle
(Figure 4 e).


In conclusion, novel methods were used to prepare a model
proto-cell that entrapped giant DNA. Studies of such proto-cells
would be promising for the future development of research on
the origins of life.


Experimental Section


Sample preparations:


Geranylgeranyl phosphate solution for fluorescence microscopy:
Geranylgeranyl phosphate 1 a (1 mM) or 1 b (1 mM) in methanol/
chloroform (1:2, v/v) ;[4c]


T4 DNA solution for fluorescence microscopy: Bacteriophage T4 DNA
(166 kb; Sigma) was dissolved in HEPES buffer solution (10 mM,
pH 7.0). The final concentrations in the DNA solution were: T4 DNA�
0.3 mM (in nucleotide units), DAPI� 0.3 mM (labs�358 nm/lem�
461 nm; Wako Pure Chemicals).


Geranylgeranyl phosphate solution for confocal microscopy: Ger-
anylgeranyl phosphate 1 a (24 mM) in methanol/chloroform (1:1, v/v)
containing BODIPY (0.24 mM, labs� 665 nm/lem�676 nm; Molecular
Probes).


T4 DNA solution for confocal microscopy: Final concentrations in
HEPES buffer solution (10 mM, pH 7.0) were: T4 DNA� 10 mM (in
nucleotide units), YOYO-1�0.16 mM (labs� 491 nm/lem�509 nm;
Molecular Probes).


T4 DNA ± histone H1 complex solution: Complexes of calf thymus
histone H1 (30 mM in lysine base; Sigma Type III-ss; lysine-rich histone
containing 24.7 wt % lysine and 1.9 wt % arginine) and T4 DNA (30 mM


in nucleotide units) were dissolved in NaCl (2 M)/Tris-HCl (10 mM)
solution (pH 7.4). Next, the resulting solution was slowly dispersed
into pure water to obtain a 0.2 M NaCl solution. The final DNA and
histone H1 concentrations were, respectively, 3 mM in nucleotide
units and 3 mM in lysine base, which corresponds to a 1:1 charge ratio
of DNA to H1.


Fluorescence microscopy: An aliquot (10 mL) of the geranylgeranyl
phosphate solution was dropped on a cover glass (0.17 mm thick).


After 10 min of drying, 20 mL of the T4 DNA solution or the T4 DNA ±
histone H1 complex solution were added at 20 8C to the lamellar
solid remaining on the slide. Vesicles with a size of 2 ± 20 mm formed
spontaneously. The sample was observed by fluorescence micro-
scopy (Nikon TE-300, equipped with a Hamamatsu Photonics
C2400 ± 08 TV camera). The images were recorded on an S-VHS
videotape at one frame per 1�30 s. The apparent conformation and
spatial position of the individual DNA molecules on the video frames
were calibrated with an image processor (Argus 20, Hamamatsu
Photonics).


Confocal microscopy: Samples for confocal microscopy were
prepared by the same procedure as described in the fluorescence
microscopy section. Inverted confocal microscope (LSM Invert 410,
Plan Apo x63 objective, Carl Zeiss), laser sources Ar (488 nm,
bandpass 515Ð525-nm filter) and He/Ne (633 nm, longpass 665-nm
filter), image processor (Matrox 4MW), PC 486 ± 488PX microcom-
puter, color monitor (FT 3420 ETKL, Mitsubishi), and digital image
recorder (Focus).


Laser manipulation: Samples for laser tweezer experiments were
prepared by the same procedure as described in the fluorescence
microscopy section. The trapping and transport of individual
T4 DNA ± histone H1 complexes were performed by using a
Nd3� :YAG laser (Spectron, SL-902T) at l�1064 nm with a power of
250 mW.[8]
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The increasingly rapid emergence of bacterial strains resistant to
clinically approved antibiotics poses a significant challenge to
the effective treatment of infectious diseases.[1] Particularly
worrisome are the widespread occurrences of incidents with
methicillin-resistant Staphylococcus aureus (MRSA), infections
which require treatment with last-line antibiotics such as
vancomycin.[2] This increasingly menacing problem has prompt-


ed renewed interest in the identification and development of
new structural classes of antibacterial agents.[3]


In an effort to identify novel lead compounds for chemical
biology studies and drug discovery purposes, we have been
engaged in the design and solid-phase synthesis of large
combinatorial libraries designed around ªnatural product de-
rivedº templates.[4±6] During high-throughput antibacterial
screening of one of these libraries, a number of benzopyran-
derived cyanostilbenes[7] 1 ± 3 (Table 1) were identified as active
(minimum inhibitory concentration (MIC)<50 mg mLÿ1) against
several MRSA strains.[8] Here we wish to detail the optimization of
these lead compounds to a number of highly active antibiotics,
some rivaling the in vitro potency of vancomycin.


The resynthesis of the aforementioned combinatorial leads
and their subsequent screening in a panel of both methicillin-
susceptible and methicillin-resistant Gram-positive strains (Ta-
ble 1)[9] confirmed their activities and provided early structure ±
activity relationships (SAR). Most significantly, the orientation of
the stilbene moiety on the benzopyran ring system was found to
be important for biological activity as illustrated by the potency
order 1>2>3 for these three compounds. Secondly, the
presence of a free phenolic group on the terminal aromatic ring
was determined to be essential for antibacterial activity since the


original stilbene screening library[5] (>1000 members) included a
host of other compounds containing substituents in this
position such as halogens, ethers, esters, sulfonates, nitro
groups, and heterocycles, all of which proved to be inactive at
the original screening concentration (MIC>50 mg mLÿ1). In light
of these observations, we selected benzopyran 1 as the most
promising lead compound and undertook a more systematic
study of its structure ± activity-relationships, the results of which
are described below.


While the original combinatorial screening library was con-
structed in a split-and-pool fashion by using solid-phase syn-


[a] Prof. Dr. K. C. Nicolaou, A. J. Roecker, Dr. S. Barluenga, J. A. Pfefferkorn,
Dr. G.-Q. Cao
Department of Chemistry and
The Skaggs Institute for Chemical Biology
The Scripps Research Institute
10550 North Torrey Pines Road, La Jolla, CA 92037 (USA)
Fax: (�1) 858-784-2469
and
Department of Chemistry and Biochemistry
University of California, San Diego
9500 Gilman Drive, La Jolla, CA 92093 (USA)
E-mail : kcn@scripps.edu


Table 1. Structures and antibacterial activities of lead compounds 1 ± 3 identified from combinatorial libraries.
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1
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3


MIC [mg mLÿ1]
SA[a] SA[b] SA[c] MRSA[d] MRSA[e] MRSA[f] MRSA[g] MRSA[h] MRSA[i] EF[j]


6538 13709 29213 700698 33591 43300 700787 700788 700789 6057


1 4 4 3 4 3 12 6 3 6 4
2 12 12 12 12 25 12 12 12 12 12
3 12 25 25 25 25 25 12 25 12 > 50


[a] Staphylococcus aureus, subspecies aureus (ATCC 6538). [b] S. aureus, subspecies aureus (ATCC 13709). [c] S. aureus, subspecies aureus (ATCC 29213).
[d] S. aureus, subspecies aureus (ATCC 700698), resistant to methicillin. This strain shows heterogeneous susceptibility to vancomycin. [e] S. aureus, subspecies
aureus (ATCC 33591), resistant to methicillin. [f] S. aureus, subspecies aureus (ATCC 43300), resistant to methicillin. [g] S. aureus, subspecies aureus (ATCC
700787), resistant to methicillin and intermediate susceptibility to vancomycin. [h] S. aureus, subspecies aureus (ATCC 700787), resistant to methicillin and
intermediate susceptibility to vancomycin. [i] S. aureus, subspecies aureus (ATCC 700787), resistant to methicillin and intermediate susceptibility to vancomycin.
[j] Enterococcus faecium (ATCC 6057).
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thesis,[5] resynthesis of the lead compounds and subsequent
analogues was performed in solution and by parallel methods.
Schemes 1 ± 6 present representative syntheses of each type of
compound. Thus, the initial lead compound, benzopyran 1, was
resynthesized as shown in Scheme 1 starting with salicylalde-
hyde (4). Alkylation under the Ding conditions[10] afforded


CHO
HO


CHO
O


Me Me


O
CHOCN


THPO


NaOMeO
CN


OR


Me
Me


Me
Me


H


OH


Me Me


a)


b) Et2NPh, ∆


TFAA, DBU, CuCl2


c)


d) p-TsOH 8 : R = THP 
1 : R = H


4 5


6


7


Scheme 1. Synthesis of benzopyran-derived cyanostilbene 1. a) 2-Methyl-3-
butyn-2-ol (1.1 equiv), TFAA (1.1 equiv), DBU (2.3 equiv), CuCl2 (0.01 equiv), CH3CN,
0 8C, 12 h; b) Et2NPh, 190 8C, 0.5 h, 42 % (over two steps); c) 4-OTHP-phenyl-
acetonitrile (7) (1.0 equiv), NaOMe (2.0 equiv), THF, 25 8C, 12 h, 90 %; d) p-TsOH ´
H2O (0.5 equiv), THF/MeOH (10:1, v/v), 25 8C, 1 h, 100 %. DBU� 1,8-diazabicy-
clo[5.4.0]undec-7-ene, p-TsOH ´ H2O�p-toluenesulfonic acid monohydrate,
TFAA� trifluoroacetic anhydride, THP� tetrahydropyanyl.


propargyl ether 5 which was subjected to Claisen rearrangement
by heating to 190 8C, resulting in the formation of benzopyran 6
in 42 % overall yield. The aldehyde 6 was then condensed with
THP-protected 4-hydroxybenzonitrile (7) in the presence of
NaOMe to provide cyanostilbene 8 (90 % yield).[11] Finally, the
phenolic THP protecting group was removed quantitatively with
p-TsOH ´ H2O to afford benzopyran 1. This reaction sequence was
repeated with other substituted salicylaldehydes and phenyl
acetonitriles to provide analogues 35 ± 41 (Table 2) and 49 ± 56
(Table 3).


Analogues containing aromatic and heteroaromatic substitu-
ents on the benzopyran ring system were prepared by a Suzuki
coupling protocol[12] as outlined in Scheme 2 for representative
compound 14. Initially, 5-bromosalicylaldehyde (9) was alkylated
by using the Ding conditions[10] to provide propargyl ether 10
which was closed to benzopyran 11 through Claisen rearrange-
ment. Subsequently, the aryl bromide of 11 was coupled with
2-furanboronic acid in the presence of catalytic amounts of
[Pd(Ph3P)4] to afford furanyl benzopyran 12 in 80 % yield.
Aldehyde 12 was then condensed with THP-protected 4-hydroxy-
benzonitrile (7) in the presence of NaOMe to provide cyano-
stilbene 13 (65 % yield) which was deprotected (p-TsOH ´ H2O) to
give benzopyran 14 in 97 % yield. This palladium-catalyzed
coupling sequence was repeated in parallel using other aryl and
heterocyclic boronic acids to provide analogues 42 ± 45 (Table 2).


As illustrated in Scheme 3, the representative carbohydrate
conjugate 17 was prepared by glycosidation of phenol 1 with an
L-rhamnose-derived trichloroacetimidate[13] to afford the pro-


Scheme 2. Synthesis of benzopyran-derived cyanostilbene 14. a) 2-Methyl-3-
butyn-2-ol (1.1 equiv), TFAA (1.1 equiv), DBU (2.3 equiv), CuCl2 (0.01 equiv), CH3CN,
0 8C, 12 h, 55 %; b) Et2NPh, 190 8C, 0.5 h, 74 %; c) furanboronic acid (1.0 equiv),
[Pd(PPh3)4] (0.05 equiv), Na2CO3 (3.0 equiv), PhMe/H2O/MeOH (10:3:1, v/v/v),
90 8C, 12 h, 80 %; d) 4-OTHP-phenylacetonitrile (7) (1.0 equiv), NaOMe (2.0 equiv),
THF, 25 8C, 12 h, 65 %; e) p-TsOH ´ H2O (0.5 equiv), THF/MeOH (10:1, v/v), 25 8C, 1 h,
97 %.


tected glycoside conjugate 16 (60 % yield), which was then
deprotected with NaOMe to provide compound 17 in 92 % yield.
The iteration of this sequence with other trichloroacetimidates
provided analogues 57 ± 62 (Table 3).


Compounds containing modifications of the pyran olefin
moiety were prepared as shown in Schemes 4 and 5. Treatment
of benzopyran 6 (Scheme 4) with NBS in aqueous DMSO[14]


afforded bromohydrin 18 (90 % yield), which was converted to
epoxide 19 by exposure to NaH[15] (80 % yield). The resulting
epoxide was treated with ethanol in the presence of a catalytic
amount of Amberlyst-15 to provide alcohol 20 in quantitative
yield. This secondary alcohol was subsequently protected as a
triethylsilyl ether by reaction with TESOTf and 2,6-lutidine to
afford 21 in 95 % yield. Condensation of aldehyde 21 with THP-
protected 4-hydroxybenzonitrile (7) in the presence of NaOMe
gave adduct 22 in 84 % yield, which was globally deprotected by
exposure to p-TsOH ´ H2O to afford cyanostilbene 23 (92 % yield).
A similar reaction sequence was utilized to prepare diol 64
(Table 4).


Preparation of a saturated pyran analogue was achieved as
shown in Scheme 5. After several unsuccessful attempts to
selectively hydrogenate the olefin moiety of benzopyran 6 in the
presence of the aromatic aldehyde, this aldehyde was reduced
to the corresponding benzyl alcohol 24 in 90 % yield by
treatment with NaBH4 . Acetylation of the benzyl alcohol with
acetic anhydride and iPr2NEt gave ester 25 in 87 % yield. The
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Scheme 3. Synthesis of glycosidated cyanostilbene 17. a) Trichloroacetimidate of
L-rhamnose (15) (1.0 equiv), BF3 ´ OEt2 (0.9 equiv), CH2Cl2 , ÿ40!0 8C, 12 h, 60 %;
b) NaOMe (10.0 equiv), THF/MeOH (10:1, v/v), 25 8C, 12 h, 92 %.


benzopyran olefin was then successfully reduced with H2 in the
presence of 10 % palladium on carbon to afford saturated
benzopyran 26, whose deprotection proceeded smoothly upon
exposure to NaOMe to give 27 in 90 % overall yield (two steps).
The primary alcohol function of the latter compound (27) was
then oxidized with Dess ± Martin periodinane to give aldehyde
28 in 82 % yield. Treatment of this aldehyde with THP-protected
4-hydroxybenzonitrile (7) and NaOMe once again provided the
condensation product 29 in 77 % yield, which was then
deprotected with p-TsOH ´ H2O to afford saturated cyanostilbene
30 in quantitative yield.


Finally, the synthesis of the unsubstituted stilbene analogue
34 began with the olefination of aldehyde 6 by exposure to the
phosphorous ylide formed from methyltriphenylphosphonium


Table 3. Structure ± activity relationships for the terminal aromatic ring system.


MIC [mg mLÿ1][a]


compd R1 R2 R3 SA SA SA MRSA MRSA MRSA MRSA MRSA MRSA EF
6538 13709 29213 700698 33591 43300 700787 700788 700789 6057


1 H OH H 4 4 3 4 3 12 6 3 6 4
49 H OH OMe >50 > 50 8 >50 8 > 50 > 50 > 50 >50 >50
50 H H H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
51 H Br H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
52 H OMe H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
53 OMe H H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
54 OMe OMe OMe >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
55 H -O-CH2-O- >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
56 H OMe OMe >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
57 H O-(D)-glucose H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
58 H O-(L)-glucose H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50
59 H O-(D)-arabinose H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 50
60 H O-(L)-arabinose H 50 50 50 >50 50 > 50 > 50 > 50 >50 >50
17 H O-(L)-rhamnose H 12 25 25 25 25 25 25 25 25 25
61 H O-(D)-xylose H 50 25 25 50 50 50 50 50 50 50
62 H O-(D)-galactose H >50 > 50 >50 >50 >50 > 50 > 50 > 50 >50 >50


[a] The bacterial strains tested were the same as those listed in Table 1.


Table 2. Structure ± activity relationships for the benzopyran aromatic ring system.


MIC [mg mLÿ1][a]


compd R1 R2 SA SA SA MRSA MRSA MRSA MRSA MRSA MRSA EF
6538 13709 29213 700698 33591 43300 700787 700788 700789 6057


1 H H 4 4 3 4 3 12 6 3 6 4
35 OH H 50 > 50 > 50 >50 >50 50 >50 > 50 > 50 >50
36 Et2N H 12 4 8 >50 2 6 >50 > 50 > 50 1
37 H Me 3 6 4 3 4 4 4 4 4 3
38 H OMe 12 12 12 12 12 12 12 12 12 12
39 H Cl 12 12 3 25 50 16 3 3 3 25
40 H Br 1 1 3 1 3 3 3 3 3 2
41 H tBu 1 1 3 1 2 3 6 4 6 1
42 H Ph 6 3 12 4 2 6 >50 > 50 > 50 4
43 H 2-thienyl 3 6 6 8 4 12 >50 8 12 6
44 H 3-thienyl 3 4 3 3 2 4 3 6 6 4
14 H 2-furyl 3 2 2 2 2 2 2 2 2 2
45 H 4-biphenyl >50 > 50 > 50 >50 32 > 50 >50 > 50 > 50 >50


46 tetracycline <0.5 <0.5 0.5 >50 >50 0.5 1 1 1 0.5
47 vancomycin 1 1 1 3 2 1 3 3 4 1
48 penicillin G <0.5 <0.5 > 50 50 >50 > 50 50 > 50 > 50 0.5


[a] The bacterial strains tested were the same as those listed in Table 1.
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Scheme 4. Synthesis of pyran-modified cyanostilbene 23 (relative configuration
as indicated). a) NBS (1.1 equiv), DMSO/H2O (10:1, v/v), 0 8C, 1 h, 90 %; b) NaH
(1.3 equiv) 25 8C, 2 h, 80 %; c) Amberlyst-15 (Am-15, 0.1 equiv), EtOH, 25 8C, 0.5 h,
100 %; d) TESOTf (2.0 equiv), 2,6-lutidine (2.5 equiv), CH2Cl2 , 25 8C, 1 h, 95 %;
e) 4-OTHP-phenylacetonitrile (1.0 equiv), NaOMe (2.0 equiv), THF, 25 8C, 12 h, 84 %;
f) p-TsOH ´ H2O (1.0 equiv), THF/MeOH (10:1, v/v), 25 8C, 1 h, 92 %. NBS�N-
bromosuccinimide, TESOTf� triethylsilyltrifluoromethanesulfonate.


bromide to afford styrene 31 in 80 % yield (Scheme 6). Styrene
31 was then engaged in a Heck reaction with 4-OTHP-
bromophenol (32) in the presence of catalytic amounts of tri-
o-tolylphosphane and tris(dibenzylideneacetone)dipalladium(0)
to afford disubstituted styrene 33 in 12 % yield. Styrene 33 was
then deprotected with p-TsOH ´ H2O in quantitative yield to
afford benzopyran stilbene 34.


The synthesized compound libraries were evaluated in a panel
containing both methicillin-susceptible and methicillin-resistant
strains of Staphylococcus aureus as illustrated in Tables 2 ± 5. The
first structural region of interest was the aryl ring of the
benzopyran system. As shown in Table 2, a series of analogues
(R1, R2�OH, Et2N, Me, OMe, Cl, Br, tBu, aromatic, heterocyclic)


Scheme 5. Synthesis of saturated benzopyran cyanostilbene 30. a) NaBH4


(1.2 equiv), MeOH, 0 8C, 1 h, 90 %; b) Ac2O (1.3 equiv), iPr2NEt (1.4 equiv), 25 8C, 1 h,
87 %; c) H2 (1.0 atm), 10 % Pd/C (10 wt %), EtOAc/hexane (1:1, v/v), 25 8C, 0.5 h,
100 %; d) NaOMe (3.0 equiv), THF, 25 8C, 1 h, 90 %; e) Dess ± Martin periodinane
(1.1 equiv), NaHCO3 (3.0 equiv), CH2Cl2 , 25 8C, 82 %; f) 4-OTHP-phenylacetonitrile
(7) (1.0 equiv), NaOMe (2.0 equiv), THF, 25 8C, 12 h, 77 %; g) p-TsOH ´ H2O
(0.5 equiv), THF/MeOH (10:1, v/v), 25 8C, 1 h, 100 %.


were prepared and evaluated. Substituents which made the
benzopyran system more polar resulted in compounds with
decreased activity such as 35 and 36. Interestingly, the
introduction of more lipophilic groups (R2�Me, tBu, Br; 37, 40,
and 41, respectively) resulted in slightly more potent com-
pounds than the parent compound 1. Among these, the bulkier
substituents (e.g. , R2�Br; 40 and R2� tBu; 41) proved to be
better than the smaller substituent (R2�Me; 37), leading to the
following potency order: 37, 38>34>1. Attempts to further
capitalize on this trend led to the synthesis of a series of aryl-
substituted compounds (42Ð45). While the phenyl-substituted


Table 4. Structure ± activity relationships for the pyran ring system.


MIC [mg mLÿ1][a]


compd R1 R2 SA SA SA MRSA MRSA MRSA MRSA MRSA MRSA EF
6538 13709 29213 700698 33591 43300 700787 700788 700789 6057


1 ± ± 4 4 3 4 3 12 6 3 6 4
63 H H 25 25 6 25 32 25 12 12 12 12
64[b] OH OH >50 > 50 > 50 > 50 >50 >50 >50 > 50 > 50 >50
23[b] OH OEt >50 > 50 > 50 > 50 >50 >50 >50 > 50 > 50 >50


[a] The bacterial strains tested were the same as those listed in Table 1. [b] Compounds 23 and 64 were screened as racemates.







464 � WILEY-VCH-Verlag GmbH, D-69451 Weinheim, 2001 1439-4227/01/02/06 $ 17.50+.50/0 CHEMBIOCHEM 2001, No. 6


Scheme 6. Synthesis of benzopyran stilbene 34. a) Methyltriphenylphosphonium
bromide (1.1 equiv), n-butyllithium (1.1 equiv), THF, 0!25 8C, 12 h, 80 %;
b) 4-OTHP-bromobenzene (32) (1.1 equiv), [Pd2(dba)3] (0.1 equiv), P(o-tolyl)3


(0.12 equiv), DMF, 90 8C, 12 %; c) p-TsOH ´ H2O (0.5 equiv), THF/MeOH (10:1, v/v),
25 8C, 1 h, 100 %. [Pd2(dba)3]� tris(dibenzylideneacetone)dipalladium(0), P(o-
tolyl)3� tri-o-tolylphosphane.


compound 42 proved less active, the two thiophene-containing
compounds, 43 and 44, were found to be equipotent with the
original lead compound 1. Installation of a 2-furan moiety at the
R2 position (compound 14) resulted in a compound nearly twice
as active as the original lead 1. Further increasing the steric bulk
at this position through installation of a biphenyl substituent at
R2 (compound 45) resulted in a complete loss of antibacterial
activity. In summary, modifications of the benzopyran aryl ring
system resulted in three compounds (14, 40, and 41) which were
more potent than the original lead compound 1 and proved to
be nearly equipotent with vancomycin against these strains.
More importantly, and unlike both tetracycline and penicillin G,
analogues 14, 40, and 41 retained their in vitro activity against all
of the MRSA strains.


The second region of interest was the terminal aromatic ring
of the stilbene system (Table 3). As eluded to above, initial


screening data from the discovery library suggested the
importance of the free phenolic group at this position. The
importance of this hydroxy group was confirmed by the
synthesis of the unsubstituted analogue 50, the halogenated
analogue 51, and several ether analogues (52 ± 56), all of which
proved inactive. A second finding of interest was revealed when
various carbohydrate moieties were appended onto phenol 1, as
illustrated by compounds 57 ± 62.[16] While all these compounds
were less potent than the original lead compound 1, the L-
rhamnose- and D-xylose-containing analogues (17 and 61,
respectively) did retain some antibacterial activity.


A third region for SAR studies was the pyran ring system as
illustrated by the three analogues in Table 4. Reduction of the
pyran olefin moiety of 1 to give the saturated counterpart 63
resulted in a two- to fourfold decrease in antibacterial activity.
Introduction of more polar substituents at this position such as a
trans-diol (compound 64) or an a-hydroxyethyl ether group
(compound 23) resulted in complete loss of antibacterial activity,
suggesting the importance of lipophilic groups at this position.


The final area of interest with regard to SAR was to discern the
functional and/or structural role of the cyanostilbene unit of the
scaffold (Table 5). Its importance was evaluated through the
chemical synthesis and biological screening of compounds 34
and 65. Benzopyran 34 is identical to the original lead
compound 1 except it lacks a nitrile group on the stilbene
olefin part. Interestingly, the antibacterial activities of 1 and 34
were indistinguishable, proving that the a,b-unsaturated nitrile
moiety has no functional role in the activity of these compounds.
This suggests that these compounds do not act through an
electrophilic mechanism. More likely, the cyanostilbene unit
serves a structural role, as supported by the fact that reduction of
this olefin (1!65) results in a significant loss of antibacterial
potency. With this evidence in hand, it seems appropriate that
future compounds in this series be constructed to resemble the
unsubstituted stilbene bridge (i.e. compound 34) rather than a
cyanostilbene bridge (i.e. compound 1) in order to minimize any
potential toxicity that might result from possible indiscriminate
electrophilicity of the a,b-unsaturated nitrile functionality.


In summary, we have described the identification of a
structurally novel benzopyran-based series of antibacterial


Table 5. Structure ± activity relationships for the cyanostilbene unit.


MIC [mg mLÿ1][a]


compd SA SA SA MRSA MRSA MRSA MRSA MRSA MRSA EF
6538 13709 29213 700698 33591 43300 700787 700788 700789 6057


1 4 4 3 4 3 12 6 3 6 4
34 4 4 4 4 6 4 8 4 8 8
65[b] 25 25 16 25 25 25 25 25 25 16


[a] The bacterial strains tested were the same as those listed in Table 1. [b] Compound 65 was screened as a racemate.







CHEMBIOCHEM 2001, No. 6 � WILEY-VCH-Verlag GmbH, D-69451 Weinheim, 2001 1439-4227/01/02/06 $ 17.50+.50/0 465


Cyberpills


Valerie Pasquetto and James J. La Clair*[a]


KEYWORDS:


colorimetry ´ dyes/pigments ´ enzymes ´ medical informatics ´
pharmaceuticals


Despite several decades of developing improved therapies and
prevention mechanisms, infectious pathogens remain a major
cause of morbidity and mortality for humans worldwide.[1] A
potential solution to this predicament is arising through the
development of regimented treatment programs such as multi-
drug therapies.[2] While effective in clinical studies, execution of
these programs can be problematic for the patient.[3] Often this
problem can only be solved by in-patient treatment or by
associated training programs. Clearly, these treatmentsÐand
pharmaceutical therapy in generalÐwould benefit from an
information network that allows the patient and his physician to
monitor the progress of a pharmaceutical therapy.[4]


Medical communication networks, online medicine, and
electronic patient databanks[5] are now available through devel-
opments in the fields of e-medicine, telemedicine, and tele-
pharmacy. These resources aid physicians by expediting their
diagnostic workload (for example, a growing number of radio-
graphic examinations can be accessed through online net-
works).[6] When approved by the patient, information from these
systems can also be compiled into databanks, therein providing
a powerful resource and research tool. Collection of this
information is critical in learning how to control the evolution
of drug resistance.


Currently, the administration of pharmaceuticals is rarely
monitored, and when conducted, its process requires extensive
clinical visits and laboratory analyses. The information transacted
by these examinations, like radiographic methods,[6] could be
adapted to remote networks through the development of
noninvasive sensing systems. Methods exist that monitor


agents that demonstrate significant activity against MRSA
bacterial strains. Through analogue generation, we have deter-
mined the gross structural feature of this series necessary for
activity and used that information to construct several com-
pounds with in vitro potencies comparable to that of vancomy-
cin against MRSA strains. Efforts to further improve the potency
and pharmacological profiles of these compounds may lead to
drug candidates for the treatment of infectious diseases.


Experimental Section


Characteristic analytical data of a selected compound:


Cyanostilbene 41: IR (film): nÄmax�3379, 2963, 2343, 1763, 1609, 1453,
1373, 1242 cmÿ1; 1H NMR (400 MHz, CDCl3): d� 8.08 (s, 1 H), 7.80 (s,
1 H), 7.55 (d, J�8.8 Hz, 2 H), 7.06 (s, 1 H), 6.91 (d, J� 8.8 Hz, 2 H), 6.33
(d, J� 9.7 Hz, 1 H), 5.71 (s, 1 H), 5.64 (d, J� 9.7 Hz, 1 H), 1.45 (s, 6 H),
1.34 (s, 9 H), 13C NMR (100 MHz, CDCl3): d� 156.5, 149.4, 143.2, 135.6,
130.7, 127.7, 127.6, 127.5, 125.7, 124.6, 122.4, 121.5, 120.7, 118.7, 115.8,
110.2, 34.5, 31.3, 28.2; HR-MS (MALDI-FT-MS): m/z : calcd for
C24H25NO2 [M�H�]: 360.1958, found: 360.1951.
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Despite several decades of developing improved therapies and
prevention mechanisms, infectious pathogens remain a major
cause of morbidity and mortality for humans worldwide.[1] A
potential solution to this predicament is arising through the
development of regimented treatment programs such as multi-
drug therapies.[2] While effective in clinical studies, execution of
these programs can be problematic for the patient.[3] Often this
problem can only be solved by in-patient treatment or by
associated training programs. Clearly, these treatmentsÐand
pharmaceutical therapy in generalÐwould benefit from an
information network that allows the patient and his physician to
monitor the progress of a pharmaceutical therapy.[4]


Medical communication networks, online medicine, and
electronic patient databanks[5] are now available through devel-
opments in the fields of e-medicine, telemedicine, and tele-
pharmacy. These resources aid physicians by expediting their
diagnostic workload (for example, a growing number of radio-
graphic examinations can be accessed through online net-
works).[6] When approved by the patient, information from these
systems can also be compiled into databanks, therein providing
a powerful resource and research tool. Collection of this
information is critical in learning how to control the evolution
of drug resistance.


Currently, the administration of pharmaceuticals is rarely
monitored, and when conducted, its process requires extensive
clinical visits and laboratory analyses. The information transacted
by these examinations, like radiographic methods,[6] could be
adapted to remote networks through the development of
noninvasive sensing systems. Methods exist that monitor


agents that demonstrate significant activity against MRSA
bacterial strains. Through analogue generation, we have deter-
mined the gross structural feature of this series necessary for
activity and used that information to construct several com-
pounds with in vitro potencies comparable to that of vancomy-
cin against MRSA strains. Efforts to further improve the potency
and pharmacological profiles of these compounds may lead to
drug candidates for the treatment of infectious diseases.


Experimental Section


Characteristic analytical data of a selected compound:


Cyanostilbene 41: IR (film): nÄmax�3379, 2963, 2343, 1763, 1609, 1453,
1373, 1242 cmÿ1; 1H NMR (400 MHz, CDCl3): d� 8.08 (s, 1 H), 7.80 (s,
1 H), 7.55 (d, J�8.8 Hz, 2 H), 7.06 (s, 1 H), 6.91 (d, J� 8.8 Hz, 2 H), 6.33
(d, J� 9.7 Hz, 1 H), 5.71 (s, 1 H), 5.64 (d, J� 9.7 Hz, 1 H), 1.45 (s, 6 H),
1.34 (s, 9 H), 13C NMR (100 MHz, CDCl3): d� 156.5, 149.4, 143.2, 135.6,
130.7, 127.7, 127.6, 127.5, 125.7, 124.6, 122.4, 121.5, 120.7, 118.7, 115.8,
110.2, 34.5, 31.3, 28.2; HR-MS (MALDI-FT-MS): m/z : calcd for
C24H25NO2 [M�H�]: 360.1958, found: 360.1951.
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pharmaceuticals in or through skin by using a combination of
visible, infrared, and electromagnetic radiation.[7] These tools can
be used to monitor the consumption of a pharmaceutical either
by analyzing an active component or additive. For example,
Roche recently disclosed a wristwatch system to monitor the
fluorescence of a nontoxic food coloring, Brilliant Blue FCF.[7a] In
this disclosure, the ingestion of a fluorescent dye was deter-
mined by using a 1.5-mW He ± Ne laser, a fiber optic network, and
a light diode or semiconductor light detector. While effective for
the model given, this system was limited to a single preparation.
Here we describe a universal method to monitor the oral
administration of pills, caplets, and tablets.


Pills are currently identified by using an imprint code. Using
these codes, pharmacists, physician, and trained patients can
collect information about a medicine: name, strength (or dose),
manufacturer, and formulation. A network could be developed
in which the patient is required to enter this code each time he
has taken a pill.[8] This data could easily be transmitted from a
personal computer, palm pilot, or cellular phone. In so doing, the
patient builds a log of his own regiment. This system, however, is
restricted to literate patients and would be further limited by the
occasional typographic error.[9] While this error could be reduced
by using graphical prompts (e.g. , a picture of the pill), such
systems would be further complicated by the number of
different preparations offered by producers. Most importantly,
this system fails to provide a means to verify the patient's
consumption.


Molecular screening systems analyze bioinformatic inquiries
by arraying colorimetric or fluorimetric assays over a two-
dimensional surface.[10] We extended this approach to provide a
multicolor assay for human a-amylase,[11] a constituent in saliva
(Figure 1). Pigment 1 contained two dyes: one that was red and a
second that was either blue or yellow (Figure 2).[12] These
pigments were further derivatized with a fatty acid ester in
order to reduce their solubility in saliva. Upon contact with saliva,
the carbohydrate moiety in 1 (1 Y contains the yellow tag, and
1 B the blue tag) was cleaved, releasing the red label in water-
soluble 2. This process left water-insoluble pigment 3 (identified
herein as 3 Y for yellow, and 3 B for blue). In phosphate-buffered
saline (PBS) containing 30 % DMSO, cleavage of 1 B and 1 Y by
human a-amylase was comparable, demonstrating Km values of
75�3 mM and 69� 2 mM, respectively.


Pigments 1 B and 1 Y were formulated into respective blue
and yellow inks. Using an ink jet printer,[13] 0.4-mm square pixels
were printed on the surface of a plastic transparency. These
pixels contained either yellow from 1 Y, blue from 1 B, or green
from a 1:1 mixture of 1 Y and 1 B. After drying, printed regions
contained ca. 2 pmol of pigment (Figure 3). Eight pixels were
printed for each palette. The resulting palette was cut from the
transparency such that it lay on an end of a 2 mm�80 mm
applicator strip (Figure 3 a). Each applicator contained a palette
with two rows of four 0.4-mm square pixels (Figure 3 b). The
applicator strip was then attached to a pill, tablet or capsule by
molding the palette, face-up, in a gelatin coating (Figure 3 c).


The user took this ªcyberpillº by placing the medicated end in
his mouth by holding the other end (arrow in Figure 3 a) of the
applicator (i.e. , like a lollipop). As the gelatin coating dissolved in


Figure 1. Pigments and color processing. A colorimetric switch was built into a
pigment by using a glycerol template. A red label was attached through a
glycosidic linkage to one of the glycerol template's primary hydroxy groups. The
other primary hydroxy group was protected as an oleic ester (R� cis-
CH3(CH2)6CH2�CH2(CH2)5CH2-). This functionality prevented pigments 1 and 3
from dissolving in saliva. Alternatively, this position could be used to covalently
attach the template to a surface. A second color scheme was built onto the
secondary hydroxy group. This position contained either yellow or blue label, and
served as the identifier. Before exposure to saliva, pixels printed with pigments 1
had a reddish hue. Cleavage of the carbohydrate moiety in 1 was accompanied
by release of the red dye in water-soluble 2. After washing away 2 with water, the
surface contained only water-resistant pigments 3 displaying either the yellow or
blue label.


Figure 2. Chemical structures of the dyes. Each dye was attached through an
ester linkage (see Figure 1).


the mouth, the pill was released from the applicator strip. This
took less than a minute. The applicator strip was removed from
the mouth, and the pill was swallowed with the aid of water.
Following incubation at room temperature for two minutes and
washing with tap water (to remove 2), the color in the palette
was uploaded into a personal computer using either a scanner or
digital camera. The resulting scan was then displayed on a
personal computer by using a variety of graphic programs.
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Figure 3. Schematic representation of the physical system. a: An applicator stick
was constructed by printing a color palette on a transparency. The left end of the
applicator holds the palette. The applicator, given by an arrow, provided a
handle. b: The palette contained two rows of four 0.4-mm square pixels. Each
pixel was either colorless, yellow, blue, or green (by printing a 1:1 mixture of blue
and yellow 1). c : The cyberpill was prepared by fusing the applicator with its
palette face-up on a tablet, pill, or capsule. The cyberpill shown here contained
100 mg of glucose in a corn starch/lactic acid matrix. The applicator was affixed
with gelatin containing 1 % glycerol.


The pill's identity was encoded by the color and orientation of
pixels in the palette (Figure 4 a). Incubation of the palette with
saliva converted 1 to 2 and 3 (Figure 1). This reaction was not
limited by the enzyme reactivity (that is, the cleavage of 2 pmol
of pigment by 1 U of a-amylase theoretically takes 120 ms), but
rather by the transfer of enzyme to the surface. After washing
with water, pixels were colorless, yellow (from 3 Y), blue (from
3 B), or green (from the mixture of 3 Y and 3 B) (Figure 4 b).


Figure 4. Color processing. a: Pixels printed with 1 had reddish hue. The color in
this palette is hard to distinguish. b: After exposure to saliva, the red color
vanishes leaving colorless, yellow, blue, or green pixels. c: Each of these pixels was
then converted into a digital counterpart, beginning at the upper left and ending
at the lower right. Colorless wells were given the two-digit code 0 0, yellow 1 0,
blue 0 1, and green 11. Here, the first digit was indicative of yellow and the second
of blue. As shown, 0 was given if the color was present and 1 if not.


The coloring in these pixels presented a two-digit code. The
first digit described the presence of yellow, and the second the
presence of blue (Figure 4 c). A digit of 1 was given if color was
seen and 0 if not. Using this system a colorless pixel was given by
0 0, a yellow pixel by 1 0, a blue pixel by 0 1, and a green pixel by
11. The 8 pixels were read from top left to bottom right into a 16-
digit transcript. This transcript provided a unique digital name


for a pharmaceutical or pharmaceutical preparation. Using this
system, over 65 000 preparations (i.e. , 216) could be encoded in a
4-mm2 tag. This tag served as a primitive memory device.


A routine was programmed to compile the aforementioned
transcript into a sector that contained information on the date,
time, place, physician, and patient associated with a given pill
taking (Figure 5).[14] Over the period of three weeks, we
simulated a treatment with a glucose placebo by using a web-
based entry system (Figure 5 a). All of 14 applications taken by
the lead author returned the correct 16-digit transcript. This
system compiled each reading into a 600-bit sector (as given by
clicking on the buttons in the upper corner of Figure 5 a) and
linked all 14 sectors into a single file, glucose R2 (Figure 5 b). This
file was sent from a server to model workstations, networks, and
databases, mimicking transmission and storage. This process
rapidly offered a means to translate pharmaceutical treatments
to the physician and pharmaceutical researcher. The information
gained in this process provides a powerful tool for medicine as
well as for the further pharmaceutical development and


Figure 5. The transcript from Figure 4 c was compiled into a sector by using a
Java-driven data entry. An example system was shown using a total of 600 bits. a:
Data on the date (23 November 2000), time (10 :14 AM EST), place (Berlin -
Germany), source (Bionic Brothers), patient (James J. La Clair), and physician (Dr.
Want T. Help) were entered by using a web-based system. This system also
provided the patient with timely prompts and info on their medicine. It also could
be adapted to provide access priorities. b: Data from this site was compiled into a
sector beginning with the transcript. This was followed by: a 64-bit code for
date ± month ± year, a 32-bit code for hour ± minutes, a 40-bit code for the
pharmaceutical's source, a 208-bit code for place or positioning, and a 120-bit
identity for the patient and physician. The positioning code allowed one to
include security systems that tracked misuse by including key codes from a
tracking device such as global satellite positioning or licensing identifiers.
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regulation. Its method is simple, inexpensive and can be
conducted using common computational devices. Efforts are
now underway to tailor software and plastic electronics that
enhance this interface.


Experimental Section


Cyberpill preparation: Pigments 1 Y and 1 B were prepared from
conventional food colorings and glycerol (Aldrich). Human a-
amylase was used as purchased (Sigma). Pigments 1 were formu-
lated as ink by dissolving them at 2 mM in ethanol and placed in an
appropriate cartridge of a Stylus Color 740 (Epson) or DeskJet
990 CXI (Hewlett ± Packard) ink jet printer.[13] Yellow ink with 1 Y was
loaded into the colored cartridge and blue ink 1 B in the black. A
1200-dpi graphic template containing 5 columns of 40 palettes was
created in PhotoShop (Adobe) on a Macintosh 1400 cs/133Power-
Book (Apple Computer) and printed on an A4 ink jet transparency
(Hewlett ± Packard). This template was designed with the appropri-
ate dimensions and color such that its printing generated 0.40�
0.04 mm square pixels containing ca. 2 pM of 1. HPLC analysis
indicated that green units contained between 46�7 % 1 B and 41�
6 % 1 Y. The transparency was cut into individual 2 mm� 80 mm
applicator strips (Figure 3 a). Each strip contained one palette
(Figure 3 b). The strip was then placed, with the palette face pointing
upward, on the surface of a pill or tablet and coated with gelatin.
After hardening, the cyberpill was complete (Figure 3 c).


Execution: The cyberpill was taken by placing the pill end in the
mouth and holding the applicator stick. The surface of the pill was
processed in a manner that mimicked the consumption of a lollipop.
This process freed the pill, at which point the applicator was
removed and the pill swallowed with the assistance of water. The
applicator was incubated for 2 min, washed under tap water, and air-
dried. The applicator was then uploaded into the same PowerBook
used to create the template, either through a scanner (Philips Vesta
Pro Scan or AGFA SnapScan E50) or a digital camera (Sony Cybershot
DSC P-1). The color code was compiled by using the routine in
Figure 5 into a 600-bit sector.
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