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Combinatorial Biosynthesis of Antibiotics:
Challenges and Opportunities
Christopher T. Walsh*[a]


Natural products with antibiotic activity have been central agents
in human therapeutics over the past fifty years. They are likely to
remain crucial in the decades to come. These molecules, often
termed secondary metabolites because they are the end products
of dedicated metabolic pathways that are turned on when
microbes are stressed by environmental factors such as starvation,
can acheive considerable architectural and functional group


complexity that allows specific targeting. The programmed
manipulation of the genes that encode the enzymes in the
biosynthetic pathways offers promise for redesign of antibiotic
structures to create new activities and overcome bacterial
resistance to existing antibiotics.
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1. Introduction


Dramatic increases in the number of antibiotic-resistant patho-
genic bacteria in the past decade[1] have focused attention on
the need for new antibiotics. With the genomic sequences of
several antibiotic-producing microbes available, there has been
much interest in combinatorial biosynthetic approaches[2] to
manipulate the genes of antibiotic biosynthesis pathways to
generate hybrid or variant antibiotics that may have novel
properties and efficacies against problematic and resistant
pathogens. Some classes of antibiotics are judged to be more
appropriate than others for combinatorial manipulations of
biosynthetic pathways. When the genes relevant for the biosyn-
thesis are tightly clustered in the bacterial chromosomes, both
gene replacements and coregulation of all the genes necessary
for formation of an antibiotic are facilitated.


2. Polyketide and Nonribosomal Peptide
Antibiotics


The polyketide (PK) antibiotics, both the aromatic family[3]


represented by tetracyclines and the macrolactone family[4]


represented by erythromycins, are in the category mentioned
above, while the aminoglycosides are not. The genes of the latter
are not coregulated and are dispersed throughout the genomes
of the producer organisms. The peptide-based antibiotics–the
vancomycins, bacitracins, and �-lactam antibiotics–are made
on nonribosomal peptide synthetase (NRPS) assembly lines[5, 6]


with logic paralleling the polyketide biosynthesis, and they have
been considered candidates for combinatorial biosynthesis
approaches. In the macrolide antibiotics, the first-generation
erythromycin (1, see Scheme 1a) has been substantially sup-
planted by the second-generation derivatives azithromycin and
clarithromycin, and a third generation, the ketolides, are in late-


stage clinical trials. On the vancomycin front, the dramatic rise in
vancomycin-resistant enterococci (VRE) and the resulting high
mortality rates in hospitals and clinics have spurred efforts
towards the development of second-generation semisynthetic
glycopeptide antibiotics ;[7, 8] however, total synthesis is likely to
remain impractical due to the structural complexity of the
vancomycins.
The three-subunit protein assembly lines for the aglycon of


erythromycin (1)[9, 10] and of a vancomycin analogue, chloroer-
emomycin (2),[11] in which the peptide scaffold is identical to that
of vancomycin, are schematized in Schemes 1a and b, respec-
tively. The three-subunit deoxyerythronolide B synthase (DEBS)
has one loading module and six extender modules (modules 1 ±
6) that utilize one propionyl-CoA and six methylmalonyl-CoA
monomers. The polyketide chain grows as a cascade of trans-
locating acyl-S-enzyme intermediates, which are tethered to the
acyl carrier protein (ACP) domain of each module by a
phosphopantetheinyl prosthetic group. Release involves intra-
molecular attack by the C13 hydroxyl oxygen on the thioester
carbonyl of the full-length acyl-S-ACP to give the 14-membered
macrolactone erythronolide. Analogously, the heptapeptide
backbone of the vancomycin family is assembled by the three-
subunit synthetase Cep, which has seven modules,[12] one for
each amino acid to be activated, and is tethered as an aminoacyl-
S-carrier protein. Peptidyl chain growth again occurs by an N-to-
C translocation of an elongating series of peptidyl-S-enzyme
intermediates, the last of which is hydrolyzed to release the
heptapeptide acid.
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Each aglycon then undergoes a series of post-assembly-line
transformations carried out by dedicated tailoring enzymes also
encoded within the antibiotic biosynthetic clusters. The matura-
tion of both the aglycons shown in Scheme 1 into the active
antibiotics involves regiospecific oxidation/oxygenation reac-
tions and glycosylations, typically with deoxysugars, as will be
discussed below.
Since the sequencing of the DEBS genes about a decade


ago,[9, 10] that assembly line has been the main focus of efforts
directed towards combinatorial biosynthesis. Several milestones
have been met, including the development of host strains of
streptomycetes for genetic manipulation and protein expres-
sion.[13±15] To implement combinatorial biosynthesis for the
polyketide macrolides and more generally for the peptide
antibiotics as well, three challenges have been identified. One is
the availability of monomers to serve as substrates for acyl chain
growth in the biosynthesis as shown in Scheme 1. A second
requirement is the reengineering of the assembly lines to
reprogram chain initiation, chain elongation, and chain termi-
nation steps to carry out combinatorial strategies. A third issue is
altering or lowering the specificity of the tailoring enzymes that
are committed to the maturation of the antibiotics.


3. Substrate Monomer Availability:
Initiator and Extender Molecules


For polyketide antibiotics the monomers are acyl-CoAs while for
nonribosomal peptide antibiotics, amino acids, many of them
nonproteinogenic, are activated as aminoacyl-AMP species in
each module. For glycosylated antibiotics the relevant sugar
monomers are the NDP-deoxyhexoses (NDP�nucleoside di-
phospho).[16, 17]


The chain-initiating acyl-CoA is generally distinct from chain-
extending acyl-CoAs, which are almost always either malonyl-
CoA or methylmalonyl-CoA. The decarboxylation of malonyl-S-
carrier proteins provides the driving force for C�C bond
formation in each elongation, translocation step of chain
growth. The chain-initiating monomers can be diverse: propio-
nyl- and phenylacetyl-CoA for erythromycin (1) and phenyery-
thromycin (3), respectively,[4] cyclohexanecarboxyl-CoA in the
antiparasitic drug dormectin (4),[18] and (5-amino-3-hydroxyben-
zoyl)-CoA in rifamycin B (5)[19] (Scheme 2). Even if a chain-
initiating loading domain can be mutated to relaxed specificity
or swapped onto the start of an assembly line[20] to broaden
specificity, there is still the real problem of providing the specific
starter acid in useful levels. While one can assay the selectivity of
the loading domain in vitro,[21] or add the free acid exogenously
in precursor-directed biosynthesis,[22, 23] providing the molecule
in vivo is likely to require transfer of the genes that code for
monomer biosynthesis. This has been achieved recently for
propionyl-CoA in Escherichia coli containing the three DEBS
subunits (see Scheme 1a),[24] and also in the production of
dormectin (4), where five genes for cyclohexane carboxylate
biosynthesis were transferred from Streptomyces collinus to the
producer strain of S. avermitilis.[18] Fine-tuning the regulation of
gene activity and levels of the activated acyl-CoAs may be
challenging for each initiator unit. There is much less choice and
versatility in the carboxyacyl-CoA extender units, where malonyl
and methylmalonyl are essentially the exclusive two-carbon or
three-carbon building blocks recognized by the acyl transferase
catalytic domains in each elongation cycle.
In the fermentations to provide nonribosomal peptide anti-


biotics the 20 proteinogenic amino acids are likely to be
available; however, the nonproteinogenic amino acids will
probably be biosynthesized by enzymes specifically encoded
in the antibiotic biosynthetic cluster. For example, 4-hydroxy-
phenylglycine is found at residues 4 and 5 of the vancomycin
scaffold (Scheme 3) and is present in complestatin, ramiplanin,
and nocardicins.[25, 26] In the cluster for the vancomycin family
member chloroeremomycin (2) there is a four-enzyme cassette
that diverts carbon flux from the shikimate pathway to convert
p-OH-phenylpyruvate into p-OH-mandelate and then into p-OH-
benzoylformate, which is transaminated to give p-OH-phenyl-
glycine.[27, 28] At position 7 of the vancomycin heptapeptide is
3,5-dihydroxyphenylglycine, and its biosynthetic enzymes also
appear to be committed members of the biosynthetic open
reading frames (Orfs) in the Cep gene cluster (see Scheme 1b).[12]


The directed approach of providing precursors has been utilized
in generating rapamycin analogues where a RapL knockout gene
blocks the enzymatic cyclization of lysine to L-pipecolate,
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allowing analogues to compete for incorporation by the rapP
enzyme.[29]


In glycosylated antibiotics, the sugars are occasionally primary
metabolites such as glucose or GlcNAc, but most often they are
deoxy sugars, deoxygenated at carbon atoms 2, 3, 4, or 6. For
example in vancomycin, L-vancosamine is a 2,3,6-trideoxyhexose
that has been methylated and aminated at C3, while D-desos-
amine is a 3-dimethylamino-4,6-dideoxyhexose (see compound
7 in Scheme 4). The activated donor forms of sugar substrates
are NDP sugars (specifically TDP-sugars in Scheme 4; T� thymi-


dine), and there are dedicated pathways to such NDP deoxy-
hexoses that involve four to six enzymes, again typically
encoded within the biosynthetic clusters. The chloroeremomy-
cin cluster has at least 29 contiguous Orfs, several of which are
dedicated to providing the nonproteinogenic amino acid
monomers, dTDP-epivancosamine, the NRPS assembly line
subunits, the crosslinking oxidases, the glycosyl transferases,
hydroxylases, and methylases.[12]


The NDP sugars cannot be fed to cells exogenously, but recent
gene-knockout and gene-transfer experiments have shown that


Scheme 1. a) Biosynthesis of the polyketide erythromycin (1): the three-subunit DEBS assembly line and the tailoring hydroxylases and glycosyl transferases.
b) Biosynthesis of chloroeremomycin (2), a vancomycin family member: the three-subunit Cep NRPS assembly line, oxidative cyclization, and glycosylation give the
mature glycopeptide antibiotic. For abbreviations, please refer to the text.
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S. venezuelae can be tricked into producing dTDP-L-rhamnose 6
or dTDP-3-dimethylamino-4,6-dideoxyglucose 7 and that these
sugars will be transferred by the desosaminyl transferase DesVII
that glycosylates the aglycon of pikrimycin to produce hybrid
glycosylated macrolides[30, 31] (Scheme 4). Analogously the genes
encoding conversion of dTDP-glucose into dTDP-desosamine
have been moved as a cassette and shown to be utilized with
aglycons distinct from the cognate erythronolide scaffold.[32] In
vitro studies do have a place in determining glycosyl transferase
specificity before the pathway for sugar biosynthesis can be


reengineered, and Thorson and colleagues
have recently reported[33] a preparative-
scale enzymatic synthesis of many TDP
sugars in a one-step reaction.


4. Reengineering the Assembly
Line Domains and Modules


4.1. Chain initiation


The loading modules for polyketide syn-
thase (PKS) assembly lines typically have an
inactive form of keto synthase (KS), an acyl
transferase (AT) domain, and an ACP do-
main (see Scheme 1a). The AT catalyzes
transthiolation, for example, of propionyl-
CoA to propionyl-S-ACP. The first extender
module would typically have a KS-AT-ACP
core set of domains for transferring in
malonyl/methylmalonyl to the holoACP
domain and catalyzing condensation to
the �-keto-acyl-S-ACP on the extender


module. The fate of the �-keto group is determined by the
presence and activity of additional domains in this module,
including keto reductase (KR: �-keto��-OH), dehydratase (DH:
�-OH��,�-ene), and enoyl reductase (ER: �,�-ene��-CH2)
domains. There are natural mutations that inactivate KR, DH, or
ER domains in various PKS assembly lines, preserving the �-keto,
�-hydroxy, or �,�-olefinic moiety for transfer to the next
downstream module. (For reviews, see refs. [4, 34, 35] .)
Efforts at reengineering the DEBS assembly line (see Scheme


1a) have built on such mutational precedents to inactivate


Scheme 2. Acyl-CoAs used for the loading domains of polyketide synthases and incorporation of the acyl units into the final products (marked with the shaded circles).


Scheme 3. Nonproteinogenic amino acids at positions 2, 4, 5, 6, and 7 of vancomycin.
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specific domains in particular modules to create libraries of
erythronolide skeletons altered at specific �-carbon sites.[14, 15, 20, 36]


When the KS domain in the first extender module is inactivated
by mutation it is possible to bypass the block with an exogenous
diketide thioester (an acyl-S-N-acetylcysteamine (SNAc)), for
example, the natural �-hydroxy-�-methylbutyryl side chain, or
with alternative diketide acyl chains to smuggle in novel starter
unit monomers that are taken through the whole assembly
line.[23, 36]


Manipulation of chain initiation in the NRPS assembly lines
(see Scheme 1b) has not progressed so far; most studies are still
at the in vitro level to evaluate rules for the selection of amino
acid monomers by the adenylation (A) domains. Two approaches
with some merit for bypassing or altering selectivity have been
reported. The first uses synthetic aminoacyl-CoAs[37] as sub-
strates for the apo carrier protein forms of paired A-PCP domains
and the phosphopantetheinylating enzyme sfp,[38] which is
tricked into transferring not the normal HS-pantetheine-P onto
the serine side chain of the apo PCP, but rather the aminoacyl-S-
pantetheine-P to install any aminoacyl moiety and bypass the
editing function of an A domain. The second approach has been
the decoding of the specificity rules of A domains for amino acid
selection.[39, 40] The X-ray crystal structure analysis of a Phe
adenylation domain[41] and a bioinformatics analysis of more
than 150 A-domain sequences aided the decoding of the side
chains in the A domains' active sites; these are crucial for
recognition of amino acid substrates. The code has been
validated experimentally by mutation and alteration of the
specificity of the amino acid activated.[39] In principle, one could
inspect any A-domain sequence in any NRPS module, mutate
bases encoding two to four residues, and change specificity at a
particular site in the assembly line. Whether it will be possible to
engineer an ™all-purpose∫ A domain of relaxed specificity to
create libraries of peptides with several amino acids, especially
nonproteinogenic ones, fractionally incorporated in each elon-
gation module, remains to be tested.


4.2. Chain elongation


The ability to mutationally inactivate KR, DH, and ER domains
in any PKS module allows the control of oxidation state and
sterochemistry (R- or S-OH, E- or Z-ene) of functionality at any
�-carbon site during PKS-mediated chain elongation. This
has been validated with many examples in the DEBS
system.[15, 20, 23, 36] Also, analysis of the AT domain sequences
in extender modules has revealed two subforms such that
domain swaps will interconvert specificity for malonyl into
specificity for methylmalonyl or vice versa.[4, 36, 42] Thus
methyl groups can be added or deleted at any �-carbon
site, and this has been validated in the erythronolide
skeleton. In general the modules downstream of a point
mutation seem to tolerate the altered acyl chain and carry it
through to the end of the assembly line. This chemical
competency has to be accompanied by kinetic competency;
to date it is difficult to predict which alterations will have
large or small effects on kinetic fluxes of chain elongation.
With regard to the NRPS assembly lines, work has been


reported on swapping of A domains to alter the amino acid
selected by a given module. The prototype has been surfactin
synthetase, which makes a lipoheptapeptide that is cyclized to a
macrolactone between the �-OH of the fatty acyl moiety on the
NH-terminal Glu1 and the Leu7 carbonyl group. Replacement of
Leu7 by Cys, Phe, Orn, or Val by swapping adenylation domains
from the gramicidin or ACV synthetase genes produced surfactin
analogues that were detected after secretion into the culture
medium.[43] Subsequent to that seminal experiment proving that
NRPS domain swaps could regiospecifically reprogram an NRPS
assembly line, attention has been paid to evaluating domain
swaps versus swaps of a whole module, specifically, switching an
A domain versus switching a C-A-PCP module, based on issues of
protein ± protein recognition between domains within a module
and across modules, to maximize efficiency of peptide chain
growth in hybrid assembly lines.[44] Studies with tyrocidine
synthetase modules have demonstrated that elongation mod-
ules can be swapped and fused and the C-terminal thioesterase
(TE) domain moved to create two- and three-module systems
that release new di- and tripeptides catalytically. These results
are presumably harbingers to reprogramming of modules in full-
length NRPS assembly lines.
Several natural products of therapeutic interest are hybrid


products[45, 46] of PKS and NRPS assembly lines, including the
immunosuppressants rapamycin and FK506, and the antitumor
antibiotics bleomycin and epothilones. The reprogramming
strategies being worked out for both the PKS and NRPS
elongation modules should be transferable to these mixed
assembly lines.


4.3 Chain termination


The catalytic domain for chain release and termination of the
assembly line process is the TE domain closest to the C terminus
of both PKS and NRPS assembly lines. Some TEs are hydrolytic,
releasing the free acid, while others are cyclizing, releasing
macrolactones (erythronolide) or macrolactams (for example,


Scheme 4. Utilization of alternate TDP-deoxyhexoses by tailoring glycosyl trans-
ferases in macrolide maturation to create novel hybrids: a) TDP-L-rhamnose�3-O-
rhamnosyl-narbonolide; b) TDP-D-desosamine�5-O-desosaminyl-tylactone.
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bacitracin or tyrocidine[47] ). Two recent studies have examined
the ability of pikromycin synthase (Pik) and erythromycin
synthase to produce macrolactones of altered ring size in the
PKS assembly lines. In the Pik system, the PikIII and PikIV subunits
contain the last two PKS modules (modules 5 and 6). If PikIV is
truncated by initiation at an internal start codon, it produces
only the 12-membered lactone 8 (Scheme 5a), in which the acyl
chain on PikIII is transferred to the TE domain. In the assembly


Scheme 5. Alterations in the size of the macrocycle. a) Pik produces 12- and 14-
membered rings (8 and 9, respectively) depending on the integrity of the PikIV
subunit. b) With erythromycin synthase 14- and 16-membered rings (10 and 11,
respectively) result from a stuttering in module four.


line containing the native PikIV subunit some chains get cyclized
from module 5, while others proceed to module 6, and the full-
length 14-membered ring product 9 is released.[48, 49] In an
analogy a mutant of the erythromycin-producing Sacchropoly-
spora erythrea yields minor amounts of the 16-ring lactone 11 as
well as the normal 14-ring erythronolide 10, which has been
traced to a stuttering in module 4 of the DEBS assembly line; the
chain transfer across the DEBS B subunit to module 5 in the DEBS
C subunit must be slow enough that a second elongation cycle
can occur on module 4.[50] Whether either of these ring-size-
altering pathways can be optimized and controlled to yield
macrocycles of different sizes at will remains to be shown. It is
known that the PKS C-terminal TE domain is portable, and
moving it upstream leads to catalytic release of shorter
chains.[51, 52]


In the NRPS systems with cyclizing TE domains no data has yet
been reported on in vivo reprogramming. But recent in vitro
studies with the purified, excised TE domains as isolated catalytic
fragments reveal that peptidyl thioesters can be cyclized with
good rates and high efficiency. The TE domain from the
tyrocidine synthetase C subunit cyclizes the linear decapeptid-
yl-SNAc to authentic tyrocidine at a rate of 60 min�1 and low
micromolar levels of Km (Km� the substrate concentration that


produces half the maximal rate),[53] and does so with chiral
recognition of a D-Phe1 side chain (Scheme 6). Evaluation of
hydrogen bonding in a preorganized substrate conformer has
provided some of the determinants for cyclization, and it is clear
that rings from 18 to 42 atoms are cyclized with about equal
efficiency and that the TE domain will work on peptide


Scheme 6. Formation of 10-, 12-, and 14-membered rings by the tyrocidine
synthetase TE domain.


libraries.[54] The TE domains excised from gramicidin synthetase
and surfactin synthetase show additional properties of note:[55]


the gramicidin synthetase domain will take pentapeptidyl-
SNACs and dimerize and then cyclize them to yield the cyclic
10-mer antibiotic gramicidin S. The surfactin synthetase TE
domain produces a macrolactone from a �-OH fatty acyl N-
peptidyl-SNAc,[55] opening the prospect of engineering assembly
lines for macrocyclization of variants of such lipopeptide anti-
biotics as ramoplanin[56] and daptomycin.[57]


5. Tailoring Enzymes


Some tailoring enzymes are embedded as constituent catalytic
domains within NRPS or PKS assembly lines, and their placement
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determines where they act on the growing chain. These include
N-methyl transferase domains, for example in cyclosporin
synthetase[58] and in cognate C-methyl transferases, which are
part of the bleomycin and lovastatin assembly lines.[59, 60] They
also include epimerase domains for equilibration of L-aminoacyl-
S-PCP to give D-aminoacyl-S-PCP intermediates :[61] for example
the ACV tripeptide precursor to penicillins has a D-valine residue,
and one of the ten domains in the ACV synthetase enzyme is an
epimerase in the valine-processing third module.[62] Additionally
there are heterocyclization domains, as in the second module of
bacitracin synthetase,[63, 64] which cyclodehydrate the Ile-Cys-S-
PCP2 intermediate to furnish the corresponding thiazoline, which
is a crucial determinant of its cation-dependent antibiotic
activity.
A second set of tailoring enzymes are separate proteins that


function on the mature chains released from the PKS and NRPS
assembly lines. In the synthesis of the two antibiotics eryth-
romycin and vancomycin (see Scheme 1) these include cyto-
chrome P450 heme protein monooxygenases and glycosyl
transferases. The timing of these downstream tailoring enzymes
may be set by substrate recognition requirements, which may
differ for each protein catalyst.


5.1. Cytochrome P450 enzymes


In the maturation of erythromycin (1; see Scheme 1a) the P450
enzyme EryF is known to utilize NADPH and O2 to convert stereo-
and regiospecifically deoxyerythronolide into the 6-�-OH-eryth-
ronolide B.[65, 66] This is then the substrate for successive glycosyl
transfers, the first by EryBV transferring the mycarosyl sugar to
the C3-OH and the second by EryCIII to introduce D-desosamine
at the C4-OH.[4] Then the second P450 enzyme in the pathway,
EryK, hydroxylates the doubly glycosylated macrolide to yield
the 12-�-OH product, erythromycin C (1).[67] The promiscuity of
both P450 enzymes for alternate macrolides has been tested,
and a congeneric P450 in the pikromycin[68] maturation pathway
examined for selectivity. In the maturation of the macrolide
scaffold of the related antibiotic oleandromycin the OleP
oxygenase acts to introduce an epoxide at the 6-methyl
group.[69]


In the maturation of the vancomycin family members (see
Scheme 1b), the biosynthetic gene cluster for chloroeremomy-
cin[12] reveals four Orfs provisionally assigned as P450 enzymes,
and all four prove to be heme proteins on purification.[70] Orf20 is
probably involved in conversion of Tyr2 and Tyr6 into �-OH-Tyr
residues,[71] while the tandem Orfs7, 8, and 9 may be involved in
oxidative coupling of phenolic side chains to set the three
crosslinks between the aryl side chains of residues 2 and 4, 4 and
6, and 5 and 7 (see Scheme 1b). If these several families of P450
enzymes can be expressed in different producer organisms,
substantial diversity in oxygenation may be effected.


5.2. Glycosyl transferases


We noted above that the biosynthetic gene clusters for
glycosylated polyketides and peptide antibiotics that have been
sequenced contain the Orfs needed to make the particular


deoxysugars as activated NDP deoxysugars on a ™just in time∫
basis. The genes encoding the dedicated glycosyl transferases
(Gtfs) are also generally found in the same gene clusters. Relaxed
specificities are beginning to be reported for such Gtfs in
urdamycin biosynthesis (D- and L-rhodinose in place of D-
olivose),[72] for the OleG2 Gtf which can transfer a rhamnosyl
group (from 6) instead of mycarosyl to yield 3-O-L-rhamnosyl-
narbonolide,[73] and the misglycosylation of the tylosin scaffold
by the Tyl M2 Gtf using TDP-D-desosamine (7) to give 5-O-
desosaminyl-tylactone[74] (Scheme 4a). The promiscuity of DesVII
for glycosyl transfers to the pikromycin aglycon was noted
above.[30, 31]


In the cluster for the chloroeremomycin biosynthesis, Orfs11,
12, and 13 encode Gtfs A, B, and C (Scheme 7),[12] where GtfB
transfers the glucosyl moiety from UDP-glucose onto the
phenolic oxygen of the PheGly4 residue[75, 76] and GtfC is an L-
epivancosaminyl transferase to make the epivancosaminyl-1,2-
glucose disaccharide,[76] which is appended to residue 4 of the
heptapeptide scaffold. GtfA is an epivancosaminyl transferase
with different regiospecificity, which uses the �-hydroxy oxygen
atom of the �-OH-Tyr6 residue as the nucleophile (Scheme 7a).
The GtfB,C pair and the homologous GtfD,E pair[76] from the
vancomycin biosynthetic cluster can be used with a variant
aglycon, for example, the aglycon from teicoplanin 12, and the
UDP-glucose and UDP-epivancosamine NDP sugar substrates to
make the novel glycopeptide antibiotic 13 (Scheme 7b), altered
in three sites from natural teicoplanin: the peptide scaffold and
both hexoses.


6. Challenges to Going Fully Combinatorial in
Polyketide and Polypeptide Antibiotic
Biosynthesis


We have noted the progress that has been made in strategies for
provision of new monomers in vivo to microbial cells producing
polyketide, nonribosomal peptide, and hybrid PK/NRP anti-
biotics. For polyketides emphasis has been on providing acids as
precursors of acyl-CoAs as alternate substrates for loading
domains/initiation modules. For the NRPS assembly lines, non-
proteinogenic amino acids may be provided to any module:
initiation, elongation, or termination. It is probable that meta-
bolic pathways for such unusual amino acids can be constructed
and moved successfully into antibiotic producers. But this
combinatorial approach is likely to be low throughput, since
each new monomer requires its own biosynthetic pathway. For
antibiotics requiring attached deoxysugar units for biological
activity, while the biosynthetic pathways can be lengthy, there is
now enough knowledge that specific enzymes can be replaced
or deleted even in vivo to alter the outcomes predictably at
carbon atoms 2 ±6 of the sugar backbone.
The ability to provide new sets of monomers to be selected


and incorporated by the catalytic domains of the antibiotic
assembly lines must be coupled to reprogramming of the
specificity of the constituent enzyme modules to accept the new
substrates. This can be done both by domain swaps, as in the
malonyl�methylmalonyl changes that have been introduced
module by module,[4] or by point mutations where A-domain
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selectivity and editing preferences[39] can be replaced. Further
refinement in understanding the A-domain codes for the
selection of amino acids to be incorporated will increase the
efficiency of utilizing any desired amino acid at any point in the
growing chain of the nonribosomal peptide. The corresponding
reprogramming of the elongation module in PKS assembly lines
is well advanced, and manipulations of the AT, KR, DH, and ER
domains have been successfully conducted in almost all of the
six extender modules of DEBS. The combinatorial aspect has
been addressed by splitting the assembly line into pieces, for
example by conveniently dispersing each of the three DEBS1 ±3
subunits (Scheme 1a) onto three plasmids, such that a single
mutation in a different domain of the three subunits can give
multiplicatively a triple structural change in the final macro-
lide.[15] Questions to be resolved are how well tolerated are
particular classes of structural mutations in the elongating chain,
both in the module producing the structural alteration and
by the downstream modules; this affects fluxes and product
yields. Detailed understanding of the catalytic efficiency param-
eters of the enzyme domains in the assembly lines is yet to be
extracted.
More generally one may wish to split subunits further into


modules or constituent domains and replace, for example, the A
domain of the fifth module of the chloroeremomycin synthetase


assembly line (see Scheme 1b) with any of ten A domains of
altered specificity to give a tenfold variation at position five in
the growing chain. It is unknown as yet how much protein ±
protein recognition and specificity exists between the C and A
and the A and PCP domains in a C-A-PCP module; this is of great
consequence for yields and fluxes of hybrids. Also it is not yet
known which domains and modules must be in the same
polypeptide to retain high efficiency in transfer of the elongating
PK or NRP chains, and which domains can be on separate
proteins. The more proteins of the assembly line one can set up
as separate protein components, the easier combinatorial
biosynthesis will be. In multisubunit assembly lines as shown
in Scheme 1, the intersubunit chain transfers are separated
naturally, and these are good starting points for libraries of
cognate protein domains. On the other hand, there is evidence
that rather than domain swaps, modules (for example, C-A-PCP
or KS-AT-KR-ACP)[45, 77] may be better elements to replace, shuffle,
or combinatorialize and still retain enough protein ±protein
recognition for hybrid assembly lines to reform and unnatural
acyl chains to be elongated. In the PKS assembly lines evidence is
now accruing that intermodule linkers determine recognition of
partner modules and that these linkers are portable.[78]


Many of these antibiotic classes gain activity only when the
aglycon product that has been released from the assembly line


Scheme 7. a) Glycosyl transferases GtfA, B, and C in the maturation of the vancomycin family member chloroeremomycin (2). GtfA and C are regiospecific
L-epivancosaminyl transferases; GtfB is a glucosyl transferase. b) Utilization of teicoplanin aglycon 12 and GtfB and C to create the hybrid glycopeptide antibiotic 13.
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undergoes maturation by sets of dedicated tailoring enzymes,
such as the variety of P450 hemeprotein monoxygenases, and
the NDP deoxysugar glycosyl transferases (Gtfs) noted above.
Combinatorial strategies that either replace the P450 and/or Gtf
enzymes or alter them to relaxed specificity may be the quickest
route to biologically generated sets of new hybrid antibiotics.
Finally, the regiospecific acylation enzymes of such lipid-
containing antibiotics as teicoplanin, surfactin, ramiplanin, and
daptomycin have not been substantially investigated. They may
provide another layer of combinatorial enzymatic modifications
that will be useful in diversity and generation of compounds
with novel activity, especially if such acyl-CoA-utilizing enzymes
could be reprogrammed to use medicinally favored aryl and
heteroaryl acid analogues[8] of the physiologic straight-chain
fatty acids.
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Specific Interactions Between Sense and
Complementary Peptides: The Basis for the
Proteomic Code
Jonathan R. Heal,[b] Gareth W. Roberts,[b] John G. Raynes,[c] Ashish Bhakoo,[a] and
Andrew D. Miller*[a]


The discovery of the genetic code was one of the milestone events
in biology: a conserved, universal code defining the primary amino
acid sequences of all proteins of all organisms. However, this code
has been thought to be limited, unable to provide additional
information appropriate to defining the three-dimensional struc-
ture and function of these proteins. This raises important questions.
Can there be more to the genetic code? Is there a code embedded
within the code? Does a two-dimensional genetic code exist? In our
view, the answer to all three of these questions is a qualified ™yes∫.
This review describes how sense and complementary peptides
coded for by mutually complementary nucleic acid sequences are
capable of interacting specifically, thereby suggesting the existence
of a second, two-dimensional genetic code (proteomic code).
Theories attempting to explain such specific interactions between
sense and complementary peptides are discussed including the
Mekler ± Idlis (M-I) pair theory that suggests that each codon-


directed amino acid residue in a sense peptide may make a specific
pair-wise interaction with the corresponding complementary
codon-directed residue in the complementary peptide. In effect,
through-space interactions between pairs of amino acid residues
are suggested as being specified by the genetic code and its
complement. The biological implications of sense/complementary
peptide interactions are potentially vast but still to be fully
understood and appreciated. That such peptide/peptide interac-
tions could provide the basis for understanding and constructing
the proteomic code remains to be properly established but research
to date suggests that we should be able to make a start in that
direction.


KEYWORDS:


amino acids ¥ antisense agents ¥ complementary peptides ¥
molecular recognition ¥ proteomics


1. Introduction


The genetic code determines the amino acid sequence of any
protein or peptide from the sequence of purine and pyrimidine
bases in mRNA transcribed from a strand of double-helical DNA.
The linear sequence of purine and pyrimidine bases in mRNA is
grouped into nonoverlapping, consecutive sets of three bases
(codon), and each of these individual codons usually codes for a
single amino acid residue. One-dimensional nucleic acid residue
sequence information is translated into one-dimensional amino
acid residue sequence information. However, the biological
activity of proteins is intimately dependent upon their ability to
form defined three-dimensional structures as a result of non-
covalent interactions between their constituent amino acid
residues. Unfortunately, since the output of the genetic code is
only one-dimensional sequences of amino acid residues, there
appears to be a significant knowledge gap between the one-
dimensional ™flat-land∫ of genes and the three-dimensional
world of protein structure and function. This knowledge gap is
only now being fully appreciated with the completion of many
genome-sequencing projects around the world. Simple genome
sequences in themselves do not appear to provide sufficient
information to determine the structure and function of the
proteome (the total collection of genome-encoded proteins).
Therefore, genome sequencing per se appears to have limited


value without actual knowledge of the proteins that the genes
encode. This has far-reaching implications. For example, there
has been a huge investment worldwide into genome sequenc-
ing by both pharmaceutical and biotechnology companies alike
to try and understand the genetic bases of disease.
According to the traditional view, one strand of DNA, known


as the sense (positive) strand, carries the genetic code whilst the
complementary or antisense (negative) strand provides the
means of propagating that code. This view now appears to be
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under threat as evidence is accumulating to show
that coding information in the complementary
strand of DNA may also be harnessed for tran-
scription.[1] Hence, the relationship between sense
and complementary strands of DNA appears to more
complex than was at first thought. In addition, there
is now a growing pool of evidence to suggest that
peptides coded for by sense and complementary
strands of DNA can interact specifically in a manner
that may be comparable to the way in which sense
and complementary strands of DNA interact specif-
ically through Watson ±Crick base pairs.[2] These
empirical observations of specific interactions be-
tween mutually complementary peptides could
have profound implications. They suggest the
existence of a second, two-dimensional genetic
code (proteomic code) that could prove valuable
in bridging the gap between genes and proteins,
between linear sequence (genetic) and structure/
function (proteomic). If generally true, this raises
important, wider questions. For instance, are we
aware of and do we fully understand all the
information embedded in DNA sequences? Can
genome sequences per se actually be manipulated
to offer all the necessary information to help link
linear sequence to three-dimensional structure and
function? Without doubt, the existence of the
proteomic code could significantly enhance our
ability to extract biological value from the very large
investment into genome sequencing and associated
databases. As we shall illustrate, specific interactions between sense and


complementary peptides have been observed and utilised in a
wide variety of different biological systems. Moreover, they
appear to be important in an impressive array of key molecular
recognition processes in nature. Therefore, sense/complemen-
tary peptide interactions appear to have real significance and
relevance to current bioinformatics, functional genomics, pro-
teomics and protein structure/function analyses. This review will
aim to illustrate all this and to show how specific interactions
between sense and complementary peptides could provide the
basis for understanding and constructing the proteomic code.


2. Interactions between Sense and
Complementary Peptides


By definition, a sense peptide is one whose sequence is coded
for by the nucleotide sequence (read 5��3�) of the sense strand
of DNA (or by mRNA whose sequence contains the same coding
information as the sense strand of DNA). Conversely, the
complementary peptide is coded for by the nucleotide sequence
(read 5��3�) of the complementary strand of DNA (or by
complementary mRNA with the same sequence information as
the complementary strand of DNA). Mekler was the first to
suggest that sense and complementary peptides may be able to
interact specifically, mediated by specific through-space, pair-
wise interactions between amino acid residues (Figure 1).[3]


According to this suggestion, each codon-directed amino acid
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Figure 1. Illustration to show the basic concept of sense and complementary peptides.
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residue in a sense peptide should be capable of making a
specific pair-wise interaction with the corresponding comple-
mentary codon-directed residue in the complementary peptide.
In effect, Mekler was suggesting that the genetic code and its
complement are able to specify through-space interactions
between pairs of amino acid residues. Mekler and Idlis identified
all of the possible putative interacting pairs of amino acid
residues and segregated them into three nonoverlapping
groups (Figure 2).[4] In many cases, each given amino acid
residue has been partnered by more than one possible amino
acid residue. This situation arises because the genetic code is
itself degenerate. Therefore, any one amino acid residue may be
coded for by up to six different codons matched by the same


number of complementary codons that in turn code for up to
four alternative matching amino acid residues (Table 1). These
Mekler ± Idlis (M-I) pairs could represent a protein/peptide
equivalent of the Watson ±Crick base pairs found in DNA and
could not only be the basis of sense/complementary peptide
interactions but could also form the foundations of the
proteomic code as well. Therefore, these amino acid pairs
deserve closer examination.
Within all three groups of M-I pairs, hydrophobic amino acid


residues are partnered with hydrophilic amino acid residues and
vice versa. This is inevitable given the structure of the genetic
code and its complement,[3, 5] as will be described later. Although
this may appear somewhat counterintuitive, many of these


putative interacting pairs of amino acid residues
actually stand up to closer examination. For
instance, leucine (Leu, L) and lysine (Lys, K) have
been shown to interact spontaneously in aqueous
solutions with a significant stabilising �G value of
�1.0 kcalmol�1; leucine and glutamic acid (Glu, E)
interact similarly with a stabilising �G value of
�0.5 kcalmol�1.[6] In general, hydrophobic inter-
actions between the side chains of nonpolar
residues and the hydrocarbon chains supporting
the polar functional groups of their putative
partner residues would certainly be possible, as
observed by Brentani and later by Chaiken.[7, 8] Side
chains of hydrophilic amino acids typically consist
of a charged or polar functional group connected
to a nonpolar alkyl chain. Therefore, pair-wise
interactions between amino acid residues of
opposite hydropathic character in opposing pep-
tides could be facilitated by stereospecific van
der Waals interactions between the hydrophobic
components of both side chains. The charged or
polar functional group of the more polar residue
could then be free to act as a hydrogen-bond
donor or acceptor with the adjacent peptide
backbone (Figure 3). With this arrangement, the
central hydrophobic interactions could create a
nonpolar environment, thereby enhancing the
strength of the hydrogen bonds formed and
assisting the desolvation of the charged or polar
functional groups prior to hydrogen-bond forma-
tion. Furthermore, Root-Bernstein has noted an
alternative side-chain packing arrangement in-
volving glutamate and leucine side chains that
also appears to be credible.[9] In addition, we
would propose the possibility of weakly polar
interactions between the side chains of amino
acid pairs based upon shape similarity and
complementary charge distribution resulting from
normal hyperconjugation and conjugation effects
together with �-bond inductive effects (Figure 4).
It is worth noting at this stage that Burley and
Petsko have described previously how weakly
polar forces should have a strategic importance in
protein structure and function.[10]


Figure 2. Schematic representation of the three groups of putative interacting pairs of amino acid
residues described by Mekler and Idlis.[4] Amino acids are represented by single-letter codes. ™Stop∫
indicates a stop codon. Solid lines connect codon-directed amino acid residues to their
corresponding complementary codon-directed partners with whom they are proposed to form
specific through-space pair-wise interactions (see Table 1 for derivation of partners). These M-I pairs
are proposed to mediate specific sense/complementary peptide interactions and could represent a
protein/peptide equivalent of the Watson ±Crick base pairs found in DNA (see Figure 1). Nonpolar
residues are shaded blue, polar residues are shaded red. This figure is adapted from the paper by
Mekler and Idlis,[4] combined with features adapted from the work of Zull and Smith.[21]
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Figure 3. Model to account for the specific interaction of sense and comple-
mentary peptides composed of M-I Group I and II amino acid pairs. This figure is
adapted from the paper of Chaiken.[8]


The specific Group II interactions proposed between gluta-
mate or lysine and phenylalanine (Phe, F) are possible by �-face
hydrogen bonding.[9, 10] This mode of interaction would involve
the aromatic ring of phenylalanine (hydrogen-bond acceptor)
and either the �-carboxylic acid or the �-amino groups (hydro-
gen-bond donors) of glutamic acid or lysine respectively. In the
case of Group III amino acid pairs, proline (Pro, P) and glycine
(Gly, G) are well known to interact ubiquitously between the
polypeptide chains of collagen. Similarly, the side chains of
alanine (Ala, A), serine (Ser, S) and glycine juxtapose between the
polypeptide chains of fibroin. Furthermore, serine and threonine
(Thr, T) are inherently capable of forming a specific hydrogen
bond between themselves, as are threonine and cysteine (Cys,
C).[9] Even specific interactions between alanine and arginine
(Arg, R) appear to be established.[9] Finally, Samanta et al. have


Table 1. Table to show how the Mekler ± Idlis (M-I) pairs of amino acid residues are derived (see Figure 2).


Amino Codon Complementary Complementary Amino Codon Complementary Complementary
acid 5��3�[a] codon amino acid acid 5��3�[a] codon amino acid


5��3�[a] 5��3�[a]


Ala (A) GCA UGC Cys (C) Ser (S) UCA UGA stop
GCG CGC Arg (R) UCC GGA Gly (G)
GCC GGC Gly (G) UCG CGA Arg (R)
GCU AGC Ser (S) UCU AGA Arg (R)


AGC GCU Ala (A)
AGU ACU Thr (T)


Arg (R) CGG CCG Pro (P) Gln (Q) CAA UUG Leu (L)
CGA UCG Ser (S) CAG CUG Leu (L)
CGC GCG Ala (A)
CGU ACG Thr (T)
AGG CCU Pro (P)
AGA UCU Ser (S)


Asp (D) GAC GUC Val (V) Gly (G) GGA UCC Ser (S)
GAU AUC Ile (I) GGC GCC Ala (A)


GGU ACC Thr (T)
GGG CCC Pro (P)


Asn (N) AAC GUU Val (V) His (H) CAC GUG Val (V)
AAU AUU Ile (I) CAU AUG Met (M)


Cys (C) UGU ACA Thr (T) Ile (I) AUA UAU Tyr (Y)
UGC GCA Ala (A) AUC GAU Asp (D)


AUU AAU Asn (N)


Glu (E) GAA UUC Phe (F) Leu (L) CUG CAG Gln (Q)
GAG CUC Leu (L) CUC GAG Glu (E)


CUU AAG Lys (K)
UUG CAA Gln (Q)
UUA UAA stop
CUA UAG stop


Lys (K) AAA UUU Phe (F) Thr (T) ACA UGU Cys (C)
AAG CUU Leu (L) ACG CGU Arg (R)


ACC GGU Gly (G)
ACU AGU Ser (S)


Met (M) AUG CAU His (H) Trp (W) UGG CCA Pro (P)


Phe (F) UUU AAA Lys (K) Tyr (Y) UAC GUA Val (V)
UUC GAA Glu (E) UAU AUA Ile (I)


Pro (P) CCA UGG Trp (W) Val (V) GUA UAC Tyr (Y)
CCC GGG Gly (G) GUG CAC His (H)
CCU AGG Arg (R) GUC GAC Asp (D)
CCG CGG Arg (R) GUU AAC Asn (N)


[a] The codons for each possible amino acid residue of a sense peptide are shown alongside their complementary codons. All alternative interacting partner
residues in a 5��3� complementary peptide are identified by reading these complementary codons in the 3��5� direction.
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recently reported the high incidence of proline ± tryptophan
(Trp, W) contacts in known protein X-ray crystal structures.[11]


The physico-chemical evidence that has been accumulated
sporadically over the past few years would appear to support the
suggestion that the M-I pairs could be responsible for the
specific interactions between sense and complementary pep-
tides. For instance, both experimental and modelling data
support the notion that hydrophobic, electrostatic, and hydro-
gen-bonding interactions are all important in bringing sense and
complementary peptides together.[12±16] This is important given
the fact that M-I pairs must necessarily associate by means of a
similar range of bonding interactions, as indicated above. In
addition, the strength of sense/complementary peptide inter-
actions has been shown to increase with length, with longer
pairs of sequences usually displaying a higher mutual affinity
than shorter pairs.[12, 17] Furthermore, there is significant exper-
imental evidence to suggest that sense/complementary peptide
interactions are ™conformationally degenerate∫, multilocalised/
multisite and made up of clusters of stabilising, noncovalent
contacts between specific amino acid residues.[12, 13, 15, 17] The
deleterious consequences of mutations in either a sense or
complementary peptide have also been noted, further under-
lining the importance of specific amino acid contacts in
sustaining sense/complementary peptide interactions.[13, 18]


However, if M-I pairs are to form the basis of the specific
interaction between sense and complementary peptides, then


molecular modelling studies suggest that
both peptides would, in fact, need to adopt
extended �-strand or PII-helix conforma-
tions and align in an antiparallel fashion. In
this way, the side chains of each codon and
corresponding complementary codon-di-
rected amino acid residue would be able
to come into close physical proximity with
each other.[9, 16, 19] There is some experimen-
tal data available to support this modelling
work,[12] including circular dichroism spec-
troscopy data which suggests that �-sheet
structures are formed with interactions
between sense and complementary pepti-
des.[15] Consistent with this, some M-I pairs
(glycine ± alanine, valine (Val, V) ± tyrosine
(Tyr, Y), serine ± threonine and arginine ±
threonine) have been noted independently
to show strong preferences for specific
positions in adjacent �-strands of protein
�-structures.[20] Finally, it is noteworthy that
Zull and Smith have independently descri-
bed the M-I pairs but focussed on observa-
tions that Group I residues show a higher
propensity to form �-sheets, Group II to
form �-helices and Group III to form �-
turns.[21] On the basis of this, they suggested
that sense and complementary peptides
should have equivalent conformations in
terms of their secondary and tertiary struc-
tures. Such a suggestion is consistent with


the foregoing discussion. For the remainder of this review, the
theory of Mekler and Idlis that the specific interaction between a
given sense and complementary peptide is mediated by M-I
pairs shall be called the M-I pair theory.


3. Complementary Peptides and Hydropathic
Complementarity


Blalock and Smith were the first to note that the hydropathic
character (measured on the Kyte ±Doolittle scale)[22] of an amino
acid residue is related to the identity of the middle letter of the
mRNA codon from which it is translated.[5] When uridine (U) is
the middle nucleoside, the codon always codes for a hydro-
phobic residue whilst with adenosine (A), the codon codes for a
hydrophilic residue. Similarly, codons with either cytidine (C) or
guanosine (G) as their middle nucleosides always code for
residues with generally similar hydrophilic/hydrophobic charac-
teristics. A and U (equivalent to thymidine (T) in DNA) are
complementary nucleosides according to Watson ±Crick base
pairing rules, as are G and C. Consequently, sense and
complementary mRNA must always code for peptide sequences
that are opposite in hydropathic character to each other. Blalock
rationalised that a given sense and complementary peptide pair
should therefore have mutually complementary shapes (secon-
dary and tertiary structures), owing to the ™inverse forces∫
operating within each peptide because of their opposite


Figure 4. A representation of a subset of M-I Group I and II amino acid pairs to show how the
stereoelectronic properties of the hydrophobic and hydrophilic amino acid residues that comprise each M-I
pair could complement each other in order for specific side-chain interactions to take place.
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hydropathic profiles, and hence should be able to interact
specifically.[23] In other words, Blalock was suggesting that
hydropathic complementarity creates the basis of the
™molecular recognition∫ code that drives specific interac-
tions between sense and complementary peptides. This has
been called the molecular recognition theory (MRT; Fig-
ure 5).[2, 23]


Markus et al. attempted to produce evidence in support
of the MRT with some modelling work.[19] By analysing the
available conformations for a pair of peptides characterised
by mutually complementary hydropathic profiles, they
concluded that interaction would only be optimal if both
peptides were in extended �-strand conformations, forming
either parallel or anti-parallel �-ribbons (Figure 6). In this
way, the side chains of hydrophobic amino acid residues
could be orientated into proximity with each other, leaving
the side chains of hydrophilic amino acid residues to project
outwards into the surrounding aqueous environment. This
model was perceived to have the singular advantage that
™inconvenient∫ pair-wise interactions between hydrophilic
and hydrophobic amino acid residue side chains would be
completely avoided. Hence, the affinity of a sense peptide
for its complementary peptide need only be accounted for
as a result of hydrophobic interactions and the hydrophobic
effect. However, such a model could only work if both sense
and complementary peptides were comprised of alternat-
ing series of hydrophilic and hydrophobic amino acid
residues. This is not generally the case.
Several experimental investigations have been directed


at trying to understand the putative relationship between
binding and the hydropathic profiles of sense and comple-
mentary peptides. One of the most comprehensive of these
was carried out by Fassina et al. who studied the relation-
ship between a thirteen residue section of a glycoprotein
and variants of the corresponding
complementary peptide designed to
maximise the degree of mutual
hydropathic complementarity.[17] A
positive correlation was observed
between improved hydropathic
complementarity and binding affin-
ity; this implys that precise hydro-
pathic complementarity is linked to
successful interaction. Other groups
including ourselves have offered
some support for this conten-
tion.[12, 13, 15, 18, 24] However, a closer
examination of some of the peptide
sequences involved is revealing. For
instance, Fassina et al. have descri-
bed a peptide C.G.RAF that has the
highest possible hydropathic com-
plementarity to the c-Raf protein
(residues 356 ±375) and is biologi-
cally active.[15] Although obviously
different in sequence to the comple-
mentary mRNA-derived comple-


Figure 6. Model of Markus et al. proposing how sense and complementary peptides might align in order to
™optimise∫ binding interactions.[19] Filled grey circles represent hydrophobic side chains, whilst empty circles represent
hydrophilic side chains. This alignment was proposed to avoid ™inconvenient∫ pair-wise interactions between
hydrophilic and hydrophobic amino acid residue side chains. However, such a model could only work if both sense
and complementary peptides were comprised of alternating series of hydrophilic and hydrophobic amino acid
residues. This is not generally the case.


Figure 5. A diagrammatic representation of the molecular recognition theory (MRT) as
proposed by Blalock.[2, 23] The mutually complementary hydropathic profiles of a given
pair of sense and complementary peptides are presumed to induce these peptides to
adopt mutually complementary three-dimensional shapes capable of interacting
specifically with each other. Assuming antibody/antigen interactions to be governed by
similar principles, antibodies raised against the sense and complementary peptide in
turn should have mutually complementary antigen combining regions and have an
idiotypic/anti-idiotypic relationship with respect to each other. The evidence for this is
discussed in the text.
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mentary peptide ASRAF, each residue of C.G.RAF belongs not only
to the same M-I group as the corresponding residue in ASRAF but
is also a recognised alternative in terms of allowed M-I group
pairings (see Figure 2 and Table 1). Similarly, Sisto has described a
peptide that has the highest possible hydropathic complemen-
tarity to the �-bulge trigger loop region of interleukin-1� (IL-1�)
(residues 47 ±55 (mature sequence)) and is biologically active.[25]


Once again, although obviously different in sequence to the
complementary mRNA-derived peptide,[26] each corresponding
residue of the Sisto peptide, bar two, does belong to the same
M-I group and is also a recognised alternative in terms of allowed
M-I group pairings (see Figure 2 and Table 1). Things are not
always as clear-cut as this. In some other cases, complementary
peptide sequences derived on the basis of mutual hydropathic
complementarity do not appear to coincide with the M-I groups
in such a straightforward way.[24] However, such peptides can be
encompassed if hydrophobic amino acid residues such as
leucine, isoleucine and valine are regarded as stereoelectroni-
cally equivalent to each other, on the basis of their closely
related side-chain structures, and are able to surrogate for each
other within M-I Groups I and II (Figure 2). Therefore, we are now
of the opinion that hydropathic complementarity per se, and by
implication the MRT, is not responsible for the interaction
between sense and complementary peptides. Instead
the concept provides an alternative, more empirical and, in our
view rather misleading, description of the M-I pair theory.
This is important. Since the inception of the MRT, the M-I
pair theory appears to have been largely ignored, with
preference given to the MRT. In our opinion, this is a grave
oversight that should be corrected from now on. The main
differences between the M-I pair theory and the MRT are
summarised (Table 2).


4. Alternative Complementary Peptides


The definition of complementary peptides has been widened in
some quarters to include peptides whose sequence is deter-


mined by reading the nucleoside sequence of complementary
mRNA in the alternative 3��5� direction.[27] They noted that a
3��5� complementary peptide should have a similar hydro-
pathic profile to a 5��3� complementary peptide given the fact
that it is only the middle nucleoside base of a codon or
complementary codon that defines the hydropathic character of
an amino acid residue (see above). Therefore, a 3��5� comple-
mentary peptide could interact with a sense peptide in an
equivalent manner to a 5��3� complementary peptide, on the
basis of the MRT. Alternatively, an interpretation based upon M-I
pair-wise interactions is still possible. When complementary
codons are read in the 3��5� direction, the impact of the
degeneracy of the genetic code becomes markedly reduced
(Table 3).[9, 28] At the same time though, many of the resulting
Root-Bernstein (R-B) amino acid residue pairs are still the same as
the original M-I pairs (Table 1). Moreover, if we allow leucine,
isoleucine and valine to be interchangeable as described above,
then only three R-B pairs are definitively different from the
original M-I pairs. These are methionine (Met, M) and tyrosine,
tryptophan and threonine, and a serine ± serine pair (compare
Tables 1 and 3). Therefore, the R-B pairs can be regarded as a
subset of the M-I pairs. Hence, the specific interactions observed
between sense and 3��5� complementary peptides are likely to
be guided by the same M-I pair theory principles as interactions
between sense and 5��3� complementary peptide interactions.
There would need to be one main difference though. Root-
Bernstein has noted that extended conformations of sense and
3��5� complementary peptides should align in a parallel fashion
(the opposite orientation) in order for the side chains of each
codon and 3��5� complementary codon-directed amino acid
residue to interact properly.[9]


Complementary peptides may still be derived even if sense
nucleic acid sequences are not known. For instance, the
nucleotide sequence of sense mRNA coding for a sense peptide
of interest may be approximated by using preferred codon
usage tables,[29] allowing first the sequence of complementary
mRNA and second the preferred complementary peptide


sequence to be deduced (Tables 1
and 3). Alternatively, the sequence of
a complementary peptide may be
deduced directly from the sequence
of a sense peptide by using a compi-
lation of the ™most probable∫ com-
plementary amino acid residues (Ta-
bles 1 and 3). For example, leucine
may be coded for by one of six
possible codons. However, of the six
complementary codons, two could
code for glutamine, one for glutamic
acid and one for lysine, not to
mention two that could code for
™stop∫ (Table 1). Therefore, in this
case, the ™most probable∫ comple-
mentary amino acid residue for leu-
cine would be glutamine. Methods of
these types have been employed
with some success.[12, 13, 17, 30, 31]


Table 2. Summary of the main characteristics of M-I pair theory and MRT proposed to account for the specific
interactions between sense and complementary peptides.


M-I pair theory MRT


based on sense and complementary based on biophysical property of
genetic code hydropathy


sense and complementary peptides sense and complementary peptides have
interaction mediated by specific through- mutually complementary hydropathic profiles
space interactions between pairs of amino and therefore mutually complementary shapes
acid residues (M-I pairs) specified by the owing to ™inverse forces∫ operating
genetic code and its complement within each peptide.


M-I pairs could be peptide/protein complementary shapes are the basis of
equivalent of Watson ±Crick base specific interactions (™lock and key∫)
pairs found in DNA


extended conformation required for unspecified secondary and tertiary structures
interactions required for interactions


variety of evidence for M-I pair actual evidence for MRT appears to be
interactions involving extended peptide ambiguous
conformations


MRT can be shown to be an empirical description
of the M-I pair theory
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5. Observations with Sense/Complementary
Peptide Systems


Jones was the first to perform experiments using sense and
complementary peptides.[32] The complementary peptides that
he produced were designed to bind to the C-terminal tetrapep-
tide of gastrin. All were reported to be biologically inactive with
the exception of the only 5��3� complementary peptide that
showed some antagonism to gastrin in vivo. Subsequent
investigations of Blalock and co-workers represent the next
explicit experimental examination of sense/complementary
peptide interactions.[27] In their studies, a high-affinity associa-
tion was reported between the naturally occurring adrenocorti-
cotropin hormone (ACTH) peptide and a synthetic 5��3�
complementary peptide whose sequence had been deduced
from the nucleotide sequence of complementary mRNA (reading


5��3�). The same research group later found a similar high-
affinity association between the �-endorphin peptide and a
synthetic 5��3� complementary peptide whose sequence had
been deduced in the same way.[33] Since then, numerous
independent experimental studies have been reported in which
complementary peptides have been derived, usually from
complementary DNA or mRNA sequences, for a variety of
alternative applications (Table 4). Some of these applications will
be discussed in a little more detail below. Several of these
experimental studies have involved investigations with 3��5�
complementary peptides. These include studies with comple-
mentary peptides to adrenocorticotropin hormone (ACTH),[34]


angiotensin II (AII),[35, 36] arginine vasopressin (AVP),[37, 38] von Wil-
lebrand factor (vWf) and vitronectin (Vn),[39] fibrinogen,[40] growth
hormone releasing hormone (GHRH),[41] luteinising hormone
releasing hormone (LHRH),[42] melanocyte stimulating hormone


Table 3. Table to show how the Root-Bernstein (R-B) pairs of amino acid residues are derived.


Amino Codon Complementary Complementary Amino Codon Complementary Complementary
acid 5��3�[a] codon amino acid acid 5��3�[a] codon amino acid


3��5�[a] 3��5�[a]


Ala (A) GCA CGU Arg (R) Ser (S) UCA AGU Ser (S)
GCG CGC Arg (R) UCC AGG Arg (R)
GCC CGG Arg (R) UCG AGC Ser (S)
GCU CGA Arg (R) UCU AGA Arg (R)


AGC UCG Ser (S)
AGU UCA Ser (S)


Arg (R) CGG GCC Ala (A) Gln (Q) CAA GUU Val (V)
CGA GCU Ala (A) CAG GUC Val (V)
CGC GCG Ala (A)
CGU GCA Ala (A)
AGG UCC Ser (S)
AGA UCU Ser (S)


Asp (D) GAC CUG Leu (L) Gly (G) GGA CCU Pro (P)
GAU CUA Leu (L) GGC CCG Pro (P)


GGU CCA Pro (P)
GGG CCC Pro (P)


Asn (N) AAC UUG Leu (L) His (H) CAC GUG Val (V)
AAU UUA Leu (L) CAU GUA Val (V)


Cys (C) UGU ACA Thr (T) Ile (I) AUA UAU Tyr (Y)
UGC ACG Thr (T) AUC UAG stop


AUU UAA stop


Glu (E) GAA CUU Leu (L) Leu (L) CUG GAC Asp (D)
GAG CUC Leu (L) CUC GAG Glu (E)


CUU GAA Glu (E)
UUA AAU Asn (N)
CUA GAU Asp (D)
UUA AAC Asn (N)


Lys (K) AAA UUU Phe (F) Thr (T) ACA UGU Cys (C)
AAG UUC Phe (F) ACG UGC Cys (C)


ACC UGG Trp (W)
ACU UGA stop


Met (M) AUG UCA Tyr (Y) Trp (W) UGG ACC Thr (T)


Phe (F) UUU AAA Lys (K) Tyr (Y) UAC AUG Met (M)
UUC AAG Lys (K) UAU AUA Ile (I)


Pro (P) CCA GGU Gly (G) Val (V) GUA CAU His (H)
CCC GGG Gly (G) GUG CAC His (H)
CCU GGA Gly (G) GUC CAG Gln (Q)
CCG GGC Gly (G) GUU CAA Gln (Q)


[a] The codons for each possible amino acid residue of a sense peptide are shown alongside their complementary codons. All alternative interacting partner
residues in a 5��3� complementary peptide are identified by reading these complementary codons in the 3��5� direction.
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(MSH),[43] Substance P (SP),[44, 45] trypsin modulating oo-
static factor (TMOF)[46] and nitric oxide synthase.[47]


Specific sense/complementary peptide interactions
have not always been found in all the various systems
in which they have been sought. Nor have all the
examples mentioned above necessarily been reproduced
successfully by the efforts of other research groups.[48, 49]


Examples of systems where interactions have not been
observed reproducibly include the angiotensin II (AII),[50±52]


parathyroid hormone[53] and insulin-like growth factor I
(IGF-I) systems.[54] There is, as yet, no clear explanation as
to why specific sense/complementary peptide interac-
tions should not be observed reproducibly in these
experiments whilst being seen with such apparent ease in
others. These inconsistencies must be resolved if sense/
complementary peptide interactions are to be fully
appreciated and understood.


5.1. Physical evidence for interactions between sense
and complementary peptides


In general, it has proved quite difficult to obtain clear
structural information about sense/complementary pep-
tide interactions in solution. By using 1H NMR spectro-
scopy, Fassina et al. were able to detect changes in the
chemical shifts of aromatic, aliphatic and backbone amide
protons of big endothelin (residues 16 ±29) and its
complementary peptide consistent with a specific bind-
ing interaction in solution.[55] Root-Bernstein and Westall
have also described similar effects when studying mix-
tures of either fibrinopeptide A or luteinising hormone
releasing hormone (LHRH) and their corresponding
complementary peptides.[42, 56] These chemical shift
changes were informative but could not be ascribed to
a particular mechanism or structural state of binding.
However, when parallel 1H NMR studies were conducted
with either adrenocorticotropin (ACTH) or angiotensin II
(AII) and their respective complementary peptides, no
such chemical shift changes were observed.[49, 52] By
contrast, some electrospray mass spectrometry studies
have been able to suggest that angiotensin II (AII) and
complementary peptides are able to interact to form
noncovalent heterodimeric complexes with �M dissocia-
tion constants.[57] Similar observations have been made in
mass spectral studies of [Met]-enkephalin and [Leu]-
enkephalin interacting with their respective complemen-
tary peptides.[58]


Like 1H NMR spectroscopy, circular dichroism (CD)
spectroscopy studies have also proved a little contra-
dictory. Fassina et al. reported that the CD spectrum of a
mixture of big endothelin and its complementary peptide
was different from a simple addition spectrum formed
from a linear combination of the individually recorded
spectra of each peptide.[55] Furthermore, Dillon et al. have
reported the formation of �-strand conformations follow-
ing the interaction of a Ca2� ion peptide mimetic,
complementary to calmodulin-like Ca2� ion binding sites,


Table 4. Main biological protein/peptide systems from which complementary peptides
have been derived and utilised.


Sense peptide/protein system Reference


acetyl choline receptor Araga et al.[100]


adrenocorticotropin Bost et al.[27]


Blalock and Bost[34]


anaphylatoxinC5a Baranyi et al.[108]


angiogenin Gho and Chae[66]


angiotensin II Elton et al.[97]


Soffer et al.[35]


Moore et al.[116]


Holsworth et al.[36]


arginine vasopressin Johnson and Torres[37]


Knigge et al.[117]


Lu et al.[112]


Kelly et al.[137]


�-endorphin Shahabi et al.[118]


big endothelin Fassina et al.[63],
Fassina et al.[55]


calcium binding domain Dillon et al.[59]


c-Raf protein Fassina et al.[15]


cystatin-C Ghiso et al.[68]


dopamine receptor Nagy and Frawley[119]


endothelin receptor Baranyi et al.[92]


Wu et al.[120]


[Met]-enkephalin Carr et al.[121]


Misra et al.[122]


Stambuk et al.[123]


fibrinogen Gartner and Taylor[40]


fibronectin Brentani et al.[98]


Pasqualini et al.[124]


�-endorphin Carr et al.[33]


Carr et al.[135]


Martin-Moe et al.[60]


gastrin terminal peptide Jones[32]


McGuigan and Campbell-Thompson[125]


growth hormone releasing hormone Grosvenor and Balint[126]


Weigent et al.[41]


gp41 of HIV Imai et al.[127]


anti-idiotypic antibodies Bost and Blalock[30]


Blalock et al.[128]


insulin Knutson[129]


integrin Derrick et al.[130]


interferon-� Johnson et al.[131]


interferon-� Scapol et al.[114]


interleukin-1 Fassina and Cassani[62]


Davids et al.[26]


Sisto[25]


Heal et al.[24]


interleukin-2 Weigent et al.[132]


Fassina et al.[113]


laminin receptor Castronovo et al.[133]


luteinising hormone releasing hormone Mulchahey et al.[96]


Root-Bernstein and Westall[42]


melanocyte stimulating hormone Al-Obeidi et al.[43]


trypsin-modulating oostatic factor Borovsky et al.[46]


myelin basic protein Zhou and Whitaker[105]


neurophysin II Fassina et al.[14]


Fassina[65]


neutrophil chemoattractant Pfister et al.[109]


nitric oxide synthase Sautebin et al.[47]


ovine prolactin Bajpai et al.[134]


P2 protein Araga et al.[104]


prion protein Martins et al.[110]


ribonuclease S-peptide Shai et al.[12]


Shai et al.[13]


somatostatin Campbell-Thompson and McGuigan[136]


substance P Pascual et al.[44]


Bret-Dibat et al.[45]


T15 self-binding antibody Kang et al.[101]


tumour necrosis factor-� Fassina et al.[64]


vitronectin Gartner et al.[39]
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with Ca2� ion binding agents.[59] Similarly, CD spectral data
generated by Fassina et al. does give the impression that �-sheet
structures may be formed in solution following an interaction
between sense and complementary peptides.[15] However, com-
parable CD studies conducted with adrenocorticotropin (ACTH)
or �-endorphin and their respective complementary peptides
revealed no such spectral changes consistent with binding
interactions.[49, 60]


Curto and Krishna have tried to explain the variability in
1H NMR spectroscopy results by suggesting that sense peptides
in solution, being highly flexible, need to overcome a large
conformational entropy barrier before they may recognise and
bind to the ™proper∫ conformation of the complementary
peptide partner.[61] Such a process is clearly difficult for a pair
of mobile peptides to achieve in free solution. Given this
explanation it is clear that, were one of the components to be
immobilised, constraining motion and conformation, encounter
frequencies between sense and complementary peptides in the
™proper∫ conformation should be significantly increased and
interactions observed more readily. This is indeed what appears
to happen. Interactions between sense and complementary
peptides are readily and reproducibly observed when one
component is immobilised on a solid-phase matrix. Techniques
such as affinity chromatography[12, 13, 55, 62±65] and resonant mir-
ror/surface plasmon resonance biosensing[18, 24, 26] have proven
particularly successful in this regard. So indeed have enzyme-
linked immunosorbent assay (ELISA) methods.[66] By using these
techniques, specific dissociation constants, Kd , in the �M±nM
range have been measured routinely.[12, 15, 24, 26, 66]


5.2. Receptor/ligand binding mediated by sense/
complementary peptide interactions


There is now a reasonable body of evidence to suggest that
sense/complementary peptide interactions may play strategic
roles in guiding the association between peptide/protein ligands
and their respective receptors. Bost et al. provided experimental
evidence for this by showing that the interactions between three
different protein effectors (interleukin-2, epidermal growth
factor and transferrin) and their respective receptors could all
be mediated by mutually complementary peptide sequences
coded for by mutually complementary effector and receptor
mRNA sequences.[67] Subsequently, Ghiso et al. suggested that
the interaction between cystatinC, a cysteine proteinase inhib-
itor, and the fourth component of complement C4 might also
involve peptide segments coded for by mutually complemen-
tary cystatinC and C4 DNA sequences.[68] Even more tantalising
still, Ruiz-Opazo et al. recently reported how screening a
complementary DNA (cDNA) library by using antisense oligonu-
cleotides corresponding to angiotensin II (AII) and arginine
vasopressin (AVP) led to the isolation of a novel, dual angioten-
sin II/vasopressin receptor gene.[69] Site-directed mutagenesis
studies clearly established that corresponding sense and com-
plementary peptide sequences in receptor and ligands were
responsible for mediating the interactions between them.


There have been other reports corroborating the importance
of sense/complementary peptide regions in mediating receptor/
ligand interactions. These include the binding of human fol-
licle stimulating hormone (hFSH),[70] human erythropoietin
(hEPO)[71, 72] and angiotensin II (AII)[73] to their respective receptor
proteins. Interactions between peptide hormones and G-protein
coupled receptors may be also governed by mutually comple-
mentary peptide sequences in hormones and respective recep-
tors, in general.[71] Even the diverse interactions of neurokinin A
(NKA) with NK1 tachykinin receptor,[74] thrombospondin-1 with
latency-associated peptide (LAP),[75] HIV with CD4 receptor,[76]


and actin with gelsolin,[77] all appear to be governed by the same
principles. Furthermore, Campbell and Okada have reported that
the complementary sequences of antigenic peptides may be
used to map corresponding antigen binding sites in major
histocompatability complex (MHC) class II molecules, which
underlines the fact that binding of antigenic peptides to MHC
class II molecules may involve specific sense/complementary
interactions.[78] T-cell receptors have also been found to invoke
sense/complementary peptide relationships for binding.[79] Even
contacts between some enzymes and their substrates appear to
be governed by sense/complementary peptide interactions.[80]


The potential importance of sense/complementary peptide
interactions in guiding the association between peptide/protein
ligands and their receptors has been reinforced by the results of
several computational studies. Biro was the first to conduct a
computational comparison between DNA and peptide sequen-
ces of some protein ligands and their putative receptors.[81] This
revealed that sequences of ligands and putative receptors
exhibit many regions of mutual complementarity that could
code for putative ligand/receptor contact points. Other compu-
tational analyses of DNA and peptide sequences belonging to a
wide range of protein/peptide ligands and their putative
receptors (or vice versa) confirm Biro's analysis to varying
extents.[24, 82±85] This has raised some obvious questions about
the evolutionary origin of ligand/receptor pairs leading Blalock
and Bost to impute that proteins and their receptors may have
been coded for, at one time, by corresponding sense and
complementary strands of DNA.[86] This now seems all the more
credible in view of the evidence accumulating to show that both
sense and complementary strands of DNA may be harnessed for
mRNA transcription.[1, 87] Subsequently, Brentani pointed out that
exon duplication followed by mutations and exon shuffling
could render those corresponding sense and complementary
strands of DNA independent, thereby allowing both to be
expressed separately giving rise to specialised ligand/receptor
pairs.[7, 88] This too is credible in the light of the discovery by
Adelman et al. that mRNA coding for gonadotropin-releasing
hormone in rat brains is complementary to the mRNA coding for
another protein in rat cardiac muscle.[89]


One perceived drawback to the proposed strategic impor-
tance of sense/complementary peptide interactions in guiding
receptor/ligand contacts is the obvious problem of ™stop∫
codons found in complementary mRNA transcribed from
complementary strand DNA. Some complementary codons are
™stop∫ signals irrespective of whether they are read in the 5��3�
or 3��5� direction (see Tables 1 and 3). Consequently, comple-
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mentary-strand DNA might not be expected to have the same,
consistent number of open reading frames (ORFs) as sense-
strand DNA. Nevertheless, Goldstein and Brutlag have reported
that a long ORF exists in the complementary DNA strand of the
adrenocorticotropin hormone (ACTH) �-endorphin precursor
(bovine POMC).[90] Also, actual numbers of ™stop∫ signals were
found to be less than half the number expected statistically in
the complementary strand DNA sequence of 22 other neuro-
peptides. Even if this were not sufficient, reports concerning
mRNA transcription from complementary strand DNA provide
compelling evidence for the existence of other ORFs in the
complementary strand of DNA as well.[1]


Currently, no comprehensive structural analyses, involving
X-ray crystal structures of receptor/ligand complexes, have been
reported to back up the apparent functional importance of
sense/complementary interactions in ligand binding by recep-
tors and their subsequent activation. Such evidence would be
very important and could significantly enhance our under-
standing of the roles of mutually complementary peptide
sequences. For instance, such a study would be able to establish
the extent to which mutually complementary peptide sequences
are actually in contact or in near proximity within the known
structures of receptor/ligand pairs. Moreover, where they are
not, alternative functional roles for these mutually complemen-
tary sequences could at least be proposed and investigated,
thereby leading to an improved molecular understanding of
receptor/ligand interactions and subsequent receptor activation
processes.


5.3. Intramolecular sense/complementary peptide
interactions and protein structure


In the same way that sense/complementary peptide interactions
are being understood to play a significant role in receptor/ligand
interactions, they may also have a concurrent role within protein
structures.[23, 83, 91] Baranyi et al. were the first to describe
experimentally intramolecular sense/complementary relation-
ships within proteins in the form of clusters of structural motifs
known as antisense homology boxes (AHBs).[92] Baranyi et al.
conducted an analysis of protein databank sequence informa-
tion and discovered significantly more AHBs (one per fifty
residues on average) than were expected statistically. Moreover,
over 64% of these AHBs were found to map to �-turn regions of
proteins when three-dimensional structural information was
available to make this analysis. Draper has independently
reported the existence of regions of mutual complementarity
within the mRNA sequence of human albumin as well.[93]


Furthermore, these regions were found frequently to code for
loop or �-turn regions in the protein itself. Perhaps �-turn AHBs
represent strategic intrachain interaction points at an early stage
in protein folding, drastically reducing the numbers of degrees
of freedom in the folding polypeptide chain, to promote correct
registration and assembly of secondary and tertiary structures.
However, tantalising though this idea might be, early applica-
tions have not provided much support.[94]


6. Applications of Sense/Complementary
Peptide Interactions


6.1. Antibodies for receptor identification and anti-
autoimmunity


As part of their initial experimental work on sense/complemen-
tary peptides, Blalock and co-workers implied that the comple-
mentary peptides of peptide hormones should be able to mimic
the binding-site structure of their respective hormone recep-
tors.[27] In which case, antibodies raised against these comple-
mentary peptides should be able to target the peptide binding
sites of respective hormone receptors, acting as surrogate
peptide hormones capable of identifying receptors in vitro and
in vivo.[27, 95] Obviously, this idea was based upon the general
principle that the molecular recognition of a given receptor by
its peptide hormone is governed at least in part by the
interaction between receptor and hormone peptide sequences
that are mutually complementary. The growing evidence for this
has been discussed at length above.
Blalock and co-workers were the first to test this idea out by


using antibody surrogates raised against the complementary
peptide of the adrenocorticotropin hormone (ACTH) and hence
targeted at the adrenocorticotropin receptor.[27] Subsequently,
antibody surrogates were raised successfully to target the
receptors of other peptide hormones and proteins such as �-
endorphin,[33, 60] luteinising hormone releasing hormone
(LHRH),[96] angiotensin II (AII),[97] fibronectin,[98] arginine vaso-
pressin (AVP)[99] and substanceP (SP).[44] The last is particularly
instructive. Polyclonal antibodies were raised against the
complementary peptide of SP and were shown to bind
specifically to IM-9 cells (an SP receptor positive lymphoblast
cell line). This effect was inhibited in a dose-dependent manner
by competition with SP peptide hormone. Subsequently, IM-9
cells were then homogenised and applied to an immunoaffinity
column prepared with the same polyclonal antibodies. Follow-
ing this, a bonefide SP receptor protein was found bound to the
column that was eluted and shown to recognise 125I-Tyr8-SP. This
effect was also inhibited in a dose-dependent manner by
competition with unlabelled SP peptide hormone. Taken to-
gether, all the results mentioned above give a clear demon-
stration that antibodies raised to the complementary peptides of
peptide hormones could be powerful tools for the future
identification and subsequent isolation of peptide hormone
receptors from appropriate cell lines.
An alternative application for antibodies raised against


complementary peptides has been in the arena of autoimmun-
ity. In autoimmune diseases, anti-self antibodies (autoantibodies)
usually cause disease by targeting specific self-epitopes. For
instance in myasthenia gravis (MG), an irregular antigenic
response to the nicotinic acetylcholine (AChR) receptor on
muscle appears to be a main pathophysiological trait of the
disease.[100] An obvious therapeutic strategy is to generate anti-
idiotypic antibodies specific for the idiotypes of autoantibodies.
Complementary peptides may be used to generate such anti-
idiotypic antibodies owing to the fact that many antibody/
antigen, antibody/epitope and even idiotypic/anti-idiotypic
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antibody interactions appear to be mediated by interac-
tions between mutually complementary peptide sequen-
ces.[18, 95, 101, 102] On this basis, the complementary peptide
corresponding to a given self-epitope should be reasonably
equivalent to the self-epitope binding site (idiotype) of the
corresponding autoantibody. Hence, antibodies raised against
such a complementary peptide should be specific for the self-
epitope binding site of the autoantibody and, therefore, be
themselves anti-idiotypic antibodies. The best working example
of this idea in practise has been in the raising of antibodies
against complementary peptides corresponding to reactive
AChR self-epitopes in MG. These presumably anti-idiotypic
antibodies have convincingly blocked the progress of MG in a
rat model of the disease.[100, 103] Furthermore, complementary
™peptide vaccines∫ have also been designed to prevent the
progress of experimental allergic neuritis (EAN).[104] Finally,
encephalomyelitis has also been blocked in animal models of
the disease by using a similar approach, though with more
mixed results.[105, 106]


6.2. Complementary peptides as inhibitors


Complementary peptides could have all the makings of versatile
inhibitors of protein/protein interactions with therapeutic appli-
cations. Taylor et al. were amongst the first to demonstrate this
with respect to the inhibition of platelet adhesion.[107] Subse-
quently, Baranyi et al. were able to show that endothelin peptide
(ET-1) could be inhibited in an in vitro smooth muscle relaxation
assay by a complementary peptide whose sequence was derived
from a 14 amino acid residue segment of the human endothe-
lin A receptor.[92] Similarly, C5a anaphylatoxin was inhibited by a
complementary peptide derived from a segment of the C5a re-
ceptor.[108] Even neutrophil activation may be inhibited with
complementary peptides.[109] However, some of the most
definitive work in this area has been that of Davids et al. who
described the concept of a complementary (or antisense)
peptide mini-receptor inhibitor.[26] This complementary peptide
inhibitor was deliberately designed to interact with a key surface
loop (or �-bulge) of interleukin-1�IL-1�) in order to sterically
prevent IL-1� (and also IL-1�) from interacting with the
interleukin Type 1 receptor (IL-1R), thereby inhibiting biological
responses. Not only was inhibition clearly seen in vitro, but the
interaction between IL-1� and the peptide was studied in detail
(dissociation constant, Kd� 10 �M) with appropriate controls,
leaving little doubt that there was a specific interaction between
peptide and the surface loop region of the protein. Subse-
quently, Heal et al. demonstrated the utility of this complemen-
tary peptide in an independent in vitro assay.[24]


A number of other research groups have reported the use of
complementary peptides as inhibitors, including Gho and Chae
who described the use of both 3��5� and 5��3� complementary
peptides corresponding to the receptor binding site region of
angiogenin.[66] They not only observed that both peptides were
able to bind to angiogenin (dissociation constant, Kd� 44 nM)
but that both peptides were also able to inhibit angiogenin
activity in several different in vitro assays. These receptor binding
complementary peptides could be described as complementary


peptide mini-effector inhibitors. Very topically, Martins et al.
recently reported that prion neurotoxicity could be blocked in
vitro by using a complementary peptide corresponding to the
neurotoxic region of the prion protein.[110] Furthermore, they
raised an antibody against this complementary peptide and
were able to use this antibody to locate a cell-surface receptor
for the prion protein. This suggests that prion neurotoxicity is
associated with binding of the neurotoxic region to a highly
specific cell-surface receptor whose binding site was mimicked
by the complementary peptide. There is no doubt that the
pharmaceutical potential of complementary peptide mini-re-
ceptors and similar could be great. But only time will tell if that is
indeed true. Finally, there could even be a future for comple-
mentary peptides as receptor agonists under some circum-
stances too.[111]


6.3. Agents for affinity column purification


Initial reports on the use of complementary peptides in high-
performance affinity chromatography (HPAC), or high-perform-
ance liquid affinity chromatography (HPLAC), came from Chaik-
en and co-workers.[8, 12, 13, 112] However Fassina and co-work-
ers,[63, 65] have also used HPAC/HPLAC extensively for the
purification of proteins including interleukin-1� (IL-1�),[62] big
endothelin,[55] tumour necrosis factor-�(TNF�)[64] and interleukin-
2 (IL-2).[113] Others have also followed suit.[114] The principles and
operation of HPAC/HPLAC with complementary peptides are
very simple. Complementary peptides specific to surface acces-
sible regions of proteins of interest are immobilised on a column.
Thereafter mixtures containing the protein may be applied to
the column and eluted slowly. Owing to specific interactions
between immobilised peptides and the protein of interest, the
protein may be eluted in a purified state. Practical purification of
proteins by this technique has the real advantage of allowing
protein purification to take place with a minimum number of
steps and under mild and nondenaturing conditions.


7. Summary and Outlook


There is now a sizeable body of evidence to suggest that specific
interactions between sense and complementary peptides exist
and may be used for a number of applications. Successful
applications have been found for complementary peptides in
generating anti-idiotypic antibodies in defence against auto-
immunity, as probes for novel receptor proteins, as mini-receptor
inhibitors of protein effectors otherwise difficult to antagonise
and in high-performance affinity chromatography. A significant
body of circumstantial evidence suggests that interactions
between sense and complementary peptides could represent a
strategic subset of the total set of molecular interactions which
guide molecular recognition and binding within and between
protein molecules. A global search of all genome and proteome
databases for sense/complementary peptide interactions could
yield important information concerning protein/protein inter-
action sequences, thereby giving form and function to thou-
sands of orphan or otherwise poorly characterised genes which
fill out these databases.[115] In this vein, the identification of
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sense/complementary peptide relationships in and between
databases could offer a useful chemo-bioinformatics tool for
functional genomics. Clearly, given the complexity of protein
three-dimensional structure and likely variations in sense/
complementary peptide binding affinities, not all the identified
relationships will be meaningful. However, simply judging by the
evidence presented to date, many could be. Accordingly,
software tools able to interrogate genome and proteome
databases for sense/complementary peptide relationships could
have a powerful role to play in the identification and validation
of novel leads for drug discovery in the pharmaceutical and
biotechnology industry of the postgenomic era. Cost savings to
otherwise expensive combinatorial chemistry research pro-
grammes could also be possible.
The evidence to date, summarised in this review, suggests that


specific interactions between sense and complementary pep-
tides may well be mediated by M-I pairs (and other closely
related amino acid pairs; Figure 2), according to the M-I pair
theory. However, this theory relies on the assumption that the
interacting sequences are both in an extended conformation,
which is reasonable for short peptides in solution but arguably
less so for interacting sequence segments in proteins where the
three-dimensional organisation may be complex. Therefore,
significant structural and modelling studies are required to
provide firm structural and mechanistic evidence to supplement
the results of functional studies that already demonstrate the
potential importance of mutually complementary peptide
sequences or amino acid residues, and the M-I pair theory in
general, in guiding intermolecular protein/protein interactions.
This should take the form of intensive structural and statistical
analyses of the X-ray crystal structures of known protein/peptide
and protein/protein receptor/ligand complexes, supplemented
by structural studies with model systems in which sense and
complementary peptides are constrained in close proximity to
each other. Such studies would also have the advantage of
defining the most appropriate way to account mechanistically
and energetically for the specific types of interactions pertinent
to each M-I pair. In addition, there is still a reasonable likelihood
that intramolecular interactions between mutually complemen-
tary peptide sequence segments or individual M-I pairs within an
individual polypeptide could provide a key to predicting the
correct fold of proteins. This proposition certainly requires
proper validation through extensive experimental and theoret-
ical studies of protein folding but is worth investigating, in our
opinion.
Hence, in conclusion, without positive results from the studies


described above, it would be premature to extrapolate the M-I
pair theory to the proteomic code. Nevertheless, it remains a
tantalising possibility that the M-I pair theory or some derivative
thereof could provide the basis for understanding and con-
structing this proteomic code. If so, then there would surely be
some satisfaction in the knowledge that not only does the
genetic code determine the amino acid sequences of proteins
but, together with the complementary genetic code, also
provides the means to determine their functions and even their
three-dimensional structures as well. As a result, not only would
we have at our disposal a potentially universal means to predict


protein structures de novo, but access to a complete portfolio of
molecular partners in vivo, within and between organisms,
across the complete phylogenetic tree from bacteria and viruses
to plants to man.
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Hydrogenases: Hydrogen-Activating Enzymes
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1. Introduction


Many microorganisms, such as methanogenic, acetogenic,
nitrogen-fixing, photosynthetic, or sulfate-reducing bacteria,
metabolize hydrogen.[1, 2a] Hydrogen activation is mediated by
a family of enzymes, termed hydrogenases,[3] which either
provide these organisms with reducing power from hydrogen
oxidation or act as ™electron sinks∫, following the reaction: H2�
2H��2e�. Not surprisingly, hydrogenases are mostly studied
with a view to designing chemical or biochemical processes to
produce molecular hydrogen more abundantly and cheaply
than with platinum catalysts ; molecular hydrogen is an ideally
clean fuel.[4, 5]


Hydrogenases (cytochrome c3 oxidoreductase, EC 1.18.99.1)
are classified into two major families in the present paper on the
basis of the metal content of their respective dinuclear catalytic
centers, that is nickel ± iron (NiFe) hydrogenases[6] and ™iron only∫
(FeFe) hydrogenases.[2] Some NiFe hydrogenases also contain
selenium at their catalytic center in the form of selenocysteine
(Table 1).[6a] The two hydrogenases families differ functionally
from each other in that NiFe hydrogenases tend to be more
involved in hydrogen oxidation and FeFe hydrogenases in
hydrogen production. Moreover, NiFe hydrogenases are approx-
imately 10�1 ± 10�2 times less active, show 102 times more affinity
for hydrogen, and are less sensitive to inhibition by oxygen and
carbon monoxide than FeFe hydrogenases (Table 2).[2a] A ™metal-
free∫ hydrogenase, found in methanogenic bacteria, catalyzes
the reversible reduction of a methenyltetrahydromethanopterin


(methenyl-H4MPT) methanogenic cofactor with H2 to form
methylene-H4MPTand a proton during methane formation from
CO2 and 4H2.[7]


The three-dimensional atomic models of four NiFe,[8±11] one
NiFeSe,[12] and, more recently, two FeFe[13, 14] hydrogenases
(Table 3) have been elucidated by X-ray crystallography on the
basis of gene sequencing[15] and a wealth of biochemical and
spectroscopic studies, in some cases coupled with isotopic
labeling.[6, 2, 16] These results represent a considerable impetus to
research the catalytic mechanism of hydrogenases and the
design of organometallic compounds which mimic their struc-
tural or functional properties, or both. The aim of this short
review is to highlight some recent works and trends in hydrog-
enase research.


2. Atomic Architectures


The atomic architectures of NiFe hydrogenases, including the
NiFeSe ones, show great similarities, in accordance with several


conserved motifs in the amino acid sequences.[6a] The
archetypal Desulfovibrio gigas NiFe hydrogenase (Fig-
ure 1a),[8] is a globular heterodimer (with a radius of about
3 nm) consisting of a small (relative molecular mass (Mr):
26 kDa) and a large subunit (Mr : 63 kDa); these interact
extensively with each other (around 3500 ä2). The large
subunit contains a moiety, deeply buried inside the protein,
including an Ni�Fe dinuclear center and three nonproteic
ligands, one CO and two CN� ligands, attached to the iron
atom (Figure 1b). The small subunit contains three iron ±


[a] M. Frey
Laboratoire de Cristallographie et de Cristallogene¡se des Prote¬ines
Institut de Biologie Structurale Jean-Pierre Ebel CEA-CNRS
41 rue Jules Horowitz, 38027 Grenoble (France)
E-mail : michel.frey@worldonline.fr


Table 1. Physico-chemical properties of typical hydrogenases.[a]


Family: NiFe NiFeSe FeFe
Genus and species : D.gigas Dm.baculatum D.desulfuricans


cell localization periplasm periplasm periplasm
molecular mass [kDa] 89.5 85 53
no. of subunits 2 2 2
no. of iron atoms 12 14 14
no. of nickel atoms 1 1
other atoms 1 magnesium 1 selenium
nonproteic ligands 2CN, 1CO 2CN, 1CO 2CN, 3CO, 1di(thio-


methyl)amine[b]


no. of [4Fe�4S]2�/1� clusters 2 3 3
no. of [3Fe�4S]2�/1� clusters 1


[a] D.�Desulfovibrio, Dm.�Desulfomicrobium. [b] The assignment of the di(thio-
methyl)amine is tentative.[17]


Table 2. Hydrogenases' catalytic activities.


NiFe hydrogenases FeFe hydrogenases


H2 production[a] 700 6000 ± 9000
H2 consumption[a] 700 28000


[a] Measured as molecules of hydrogen per second per hydrogenase
molecule at 30 �C.
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sulfur clusters: one proximal (p) [4Fe�4S] at 1.4 nm from the
dinuclear center, one [3Fe�4S] termed as medial (m), and a distal
(d) [4Fe�4S] cluster close to the molecular surface. The clusters
centers are 1.2 nm apart from each other. The molecule also
contains a large cavity and channels, lined with hydrophobic
amino acid side-chains, that interconnect the dinuclear Ni�Fe
center and the molecular surface.[10] Many hydrogen-bonded
water molecules sites are present on the interior and ™cover∫ the
surface of the protein.
The two known FeFe hydrogenase atomic structures, from the


bacteria Clostridium pasteurianum and D. desulfuricans, respec-
tively, show a common core, which contains a moiety, deeply
buried inside the protein, with an Fe�Fe dinuclear center,
nonproteic bridging, terminal CO and CN� ligands attached to
each of the iron atoms, and a dithio moiety, which also bridges
the two iron atoms and has been tentatively assigned as a
di(thiomethyl)amine (Figure 2).[17] This common core also har-
bors three [4Fe�4S] iron ± sulfur clusters.[13, 14, 17] The C. pasteur-
ianum hydrogenase contains two additional domains, each with
one iron ± sulfur cluster, which gives the molecule a mushroom
aspect.[13] In FeFe hydrogenases, as in NiFe hydrogenases, the set
of iron ± sulfur clusters is dispersed regularly between the
dinuclear Fe�Fe center and the molecular surface. These clusters
are distant by about 1.2 nm from each other but the [4Fe�4S]
cluster closest to the dinuclear center is covalently bound to one
of the iron atoms (usually termed Fe1) though a thiolate
bridging ligand (Figure 2). The moiety including the dinuclear
center, the thiolate bridging ligand, and the proximal [4Fe�4S]


Figure 1. NiFe hydrogenases. a) Overall structure. Structure of the D. gigas
enzyme.[8] The polypeptide folds of the large and small subunits are colored in
dark and light grey respectively. The catalytic center Ni�Fe (dotted yellow circle
and (b)) and iron ± sulfur cluster atoms are represented by spheres. A hydrophobic
cavity (dotted orange circle) and channels (not shown) have been probed by
diffusing xenon atoms within protein crystals.[10] The cavity and channels might
mediate molecular hydrogen transfer between the surface and the catalytic
center.[10] The orange arrows identify probable exits (or entrances) for H2. Color
code for (a): iron� red spheres, nickel�green, sulfur� yellow, xenon�blue,
magnesium�purple. b) Close-up view of the catalytic site. The Ni�Fe bridging
atom (X) is thought to be an oxo, hydroxo[8, 10] or sulfur[9a, 11] species in the oxidized
inactive forms of the hydrogenase. All these species are absent in the reduced
potentially active forms.[9b, 12] The vacant axial nickel coordination site (Y) is close
to one end of a hydrophobic channel. Only one of the four cysteic ligands, Cys530
(SeCys in Dm. Baculatum),[12] has been labeled. Color code for (b): iron� large red
sphere, nickel� large green, sulfur� yellow, carbon� small green, nitrogen�
blue, oxygen� small red. The figure was prepared with the Molscript[47a] and
Raster3D[47b] programs from the Protein Databank file 2FRV.


cluster is known as the ™H-cluster∫.[2a] Here again, a channel, lined
with hydrophobic amino acid side chains, nearly connects the
dinuclear center and the molecular surface.[14] Furthermore
hydrogen-bonded water molecule sites have been identified at
the interior and at the surface of the protein.


The catalytic sites


It is now clearly confirmed that the catalytic sites of both NiFe
and FeFe hydrogenases include an organometallic moiety
consisting of their respective dinuclear Ni�Fe or Fe�Fe centers
and nonproteic CN� and CO ligands attached to the iron atoms
(Figure 1b, Figure 2);[8, 12±14] for FeFe hydrogenases, another
nonproteic moiety, bridging the two iron atoms has been


Table 3. NiFe and FeFe hydrogenases : X-ray structures.


Organism and functional Class of Ref. Resolution PDB
state of the enzyme[a] enzyme [ä] file[b]


D. gigas NiFe
unready [8a] 2.85 1FRV
unready [8b] 2.54 2FRV
active [8c] 2.7 t.b.s.[c]


D. vulgaris[d] NiFe
ready [9a] 1.8 1H2A
active [9b] 1.4 1H2R


D. fructosovorans NiFe
unready [10a] 2.7 1FRF


[10b] 1.8 t.b.s.[c]


Dm. baculatum NiFeSe
active [12] 2.15 1CC1


D. desulfuricans NiFe
unready ?[e] [11] 1.8 1E3D


C. pasteurianum FeFe
oxidized ?[e] [13] 1.8 1FEH
CO-inhibited [18] 2.4 1C4A


D. Desulfuricans FeFe
mixed [14] 1.6 1HFE
reduced [17] 1.85 t.b.s.[c]


[a] D.�Desulfovibrio ; Dm.�Desulfomicrobium ; C.�Clostridium ; unready�
inactive oxidized forms; activated after a prolonged exposure to H2; ready�
inactive oxidized forms, immediately active after exposure to H2; active�
reduced forms. [b] Protein Databank file deposition code, see: http://
www.rcsb.org. [c] t.b.s.� to be submitted. [d] The structure of a CO complex
has been solved at 1.4 ä but has not yet been published.[9c] [e] ?� the redox
state of the enzyme is not reported.
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Figure 2. FeFe hydrogenase catalytic site.[13, 14] The CO circled by a dotted line
bridges Fe1�Fe2 in the oxidized form and binds terminally to Fe2 in the reduced
one.[17] The small organic moiety bridging Fe1�Fe2 has been tentatively assigned
to be a di(thiomethyl)amine (DTN).[17] The vacant axial coordination site (Y) of the
Fe2 atom is close to one end of a hydrophobic channel[14, 22] and binds CO, an
inhibitor of hydrogenase.[18] Color code: iron� large red spheres, sulfur� yellow,
carbon� green, nitrogen� blue, oxygen� small red. The figure was prepared
with the Molscript[47a] and Raster3D[47b] programs from the Protein Databank files
1FEH and 1HFE.


tentatively identified as a di(thiomethyl)amine.[17] It should be
emphasized that the presence of the Fe(CO)(CN)x moiety(ies)
(where x� 1, 2) in both the NiFe and FeFe hydrogenases and the
bidentate bridge in FeFe hydrogenases is unprecedented in
biology. In NiFe hydrogenases, the dinuclear Ni�Fe center is
bound to the protein through four cysteic sulfur ligands and four
hydrogen bonds mediated by the two cyanide ligands (Fig-
ure 1b). By contrast, the dinuclear Fe�Fe center of FeFe hydrog-
enases is only bound to the protein through the thiolate ligand
between one of the iron atoms (Fe1) and the closest [4Fe�4S]
cluster and three hydrogen bonds involving the cyanide ligands
(Figure 2).
The oxidized and reduced structures of NiFe hydrogenase


catalytic site differ in that a �-(hydro)oxo[8] or SO[9a] bridging Ni
and Fe in the oxidized form is no longer present in the reduced
one (Figure 1b).[12, 9b] In addition, Ni and Fe are closer to each
other (0.25 nm versus 0.29 nm) in the reduced forms so that
metal hydride bridging is made possible (see below). In the
oxidized enzyme,[8] the coordination of the nickel is distorted
square pyramidal and the iron shows an octahedral conforma-
tion. One bridging cysteic sulfur atom (Figure 1b) is an apical
ligand to the nickel atom, whereas the three other cysteic sulfur
ligands and the small exogenous �-(hydro)oxo bridging ligand
are bound approximately in plane. The catalytic site architec-
tures of the Desulfomicrobium (Dm.) baculatum NiFeSe hydro-
genase and D. gigas NiFe hydrogenase are similar to each other
but for the substitution of one terminal sulfur ligand (SgCys530)
in D. gigas by a cysteic selenium ligand (SeCys487) in Dm. ba-
culatum. It is of interest to note that the D. gigas SgCys530 and
its equivalent are slightly ™disordered∫ in the crystal structures
(see below).
Joint crystallographic and infrared spectroscopy analyses of an


oxidized and a reduced form of the D. desulfuricans FeFe
hydrogenase have revealed that, in the oxidized form, one CO
bridges the two iron atoms at the catalytic site (termed Fe1 and
Fe2, respectively ; Figure 2) whereas in the reduced form this
same CO is terminally bound to the iron atom Fe2.[14, 17] In both


the C. pasteurianum and D. desulfuricans oxidized FeFe hydrog-
enases, Fe1 has six ligands in a distorted octahedral conforma-
tion and Fe2 has five ligands and a sixth open site, which is
apparently empty in the partially reduced or reduced D. desul-
furicans hydrogenase and occupied by a putative water
molecule[13] or a CO ligand[18] in the oxidized or CO-inhibited
C. pasteurianum enzyme (Y in Figure 2). It is also of interest to
note that all the CO and CN ligands are on the other side of the
Fe�Fe center with respect to the Fe�Fe bridging dithio moiety
(DTN in Figure 2).


Access to the catalytic sites


As above underlined, the catalytic sites of both NiFe and FeFe
hydrogenases are deeply buried inside the respective proteins. It
follows that the components of the catalytic reaction (that is,
electrons, hydrons, and molecular hydrogen) have to shuttle,
over several nanometers, between these sites and the molecular
surface.
Electrons most probably use iron ± sulfur clusters as relays, as


evidenced by many redox titrations and spectroscopic studies of
NiFe[6a] and FeFe[2a] hydrogenases upon hydrogen activation.
This goes along with the redox center's arrangement and
proximity (�1.4 nm), observed in the crystal structures, which
should favor fast electron transfer whatever the postulated
mechanism is through-space[19a] or through bonded orbitals with
occasional through-space jumps.[19b]


Hydrons are known to move in proteins through small (about
0.1 nm) and fast (10�9 s) displacements mediated by rotational
movements of donor and acceptor groups (including histidines,
carboxylate groups, acidic residues with suitable pKa values, or
water molecules).[20] Several experimental evidences, such as the
above-mentioned crystallographic disorder of the cysteic sulfur[8]


or selenium ligand[12] on the nickel, suggest that, at the outset (or
entrance) of the NiFe and FeFe hydrogenase catalytic sites,
hydron pathways most probably involve a basic side chain (see
below). This could be: a) one nickel terminal cysteic sulfur ligand,
SgCys530 in the D. gigas NiFe enzyme[21] or SeCys487 in the
Dm. baculatum NiFe enzyme [12] or b) a lysine residue close to Fe2
in the FeFe enzymes.[22] Beyond (or before) that ™point∫, several
plausible proton pathways between the catalytic site and the
molecular surface of the D. gigas NiFe[21] and the two FeFe
hydrogenases[22] have been proposed. However these hypoth-
eses have yet to be confirmed by additional experimental
evidence, which could be provided, for example, by genetic
engineering (site-directed mutagenesis).
Molecular hydrogen, a small diffusible molecule, was first


thought to access or exit from the catalytic site of NiFe
hydrogenase through multiple dynamic pathways depending
on fluctuations in the protein conformation.[8a, 23] However,
further crystallographic analysis and molecular dynamics calcu-
lations have strongly suggested that molecular hydrogen could
in fact use the hydrophobic cavity and channels network,
observed in these NiFe hydrogenases, to shuttle between the
catalytic site and the molecular surface.[10] By analogy, it has been
proposed that, in FeFe hydrogenases, molecular hydrogen also
shuttles through the unique hydrophobic channel interconnect-
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ing the active site and the molecular surface.[14, 22] These
hypotheses seem all the more plausible as in NiFe and FeFe
hydrogenases one end of these hydrophobic channels is close to
the putative H2 binding site at the respective catalytic centers,
that is, the nickel and Fe2 atoms (Y in Figure 1b and 2).


3. Enzymatic Activities and Redox Chemistry


The catalytic activities of NiFe hydrogenases are usually meas-
ured by spectroscopy, gas chromatography, and electrochemis-
try with various electron acceptors or donors (Table 2).[24]


Moreover, hydrogenases (E) can convert para hydrogen (anti-
parallel nuclear spins) into ortho hydrogen (parallel nuclear
spins) following the global reaction: E � H2(� � ) �
Hb��E � H2(� � ) � Ha


�, where Ha
� and Hb


� are provided
by H2 and bulk water, respectively.[6a] In D2O such conversion is
not observed and there is a formation of HD in greater quantities
than D2. This indicates[25a] that, in contrast to platinum,[25b] the
enzyme heterolytically splits the H2 molecule into a hydron and a
hydride, H2�H� � H�.
The HD/H2 ratio in proton ±deuterium (or proton± tritium)


exchanges with water, for example, H2 � D2O�HD � HDO,
is pH dependent. It has therefore been assumed that during the
heterolytic cleavage, the proton binds a base near the catalytic
site.[6a]


Redox-poised states of the hydrogenase catalytic sites and
iron ± sulfur clusters and their correlation with enzymatic activ-
ities have been extensively studied by various spectroscopic
methods, as discussed in several thorough reviews on the
NiFe[6a, 24] and FeFe[2a, 2b] enzymes. The most recent works include
electron paramagnetic resonance (EPR) and 1H electron nuclear
double resonance (ENDOR) spectroscopies,[26, 27a, 27b] Mˆssbauer
spectroscopy,[27] vibrational (IR) spectroscopy,[16, 28] X-ray absorp-
tion studies,[29] and X-ray crystallography,[9b, 12, 17] possibly cou-
pled with isotopic labeling and/or redox titrations[30] and/or
theoretical calculations (see below).
EPR spectroscopy of NiFe hydrogenases with 61Ni has


identified three distinct signals, termed Ni-A, Ni-B, and Ni-C for
historical reasons. The Ni-A and Ni-B signals are observed under
aerobic conditions where the enzyme is catalytically inactive. Ni-
A identifies a form of the enzyme (Ni-A unready) which requires
hours of reductive treatment before the appearance of active
enzyme whereas Ni-B identifies a form (Ni-B ready) which is
readily activated, in the absence of O2, upon addition of H2. The
Ni-C signal is observed when the enzyme is fully active. Upon
illumination at 30 K, the Ni-C form yields a distinct EPR signal
called Ni-L. Moreover, stoichiometric oxidative and reductive
titrations monitored by EPR and Mˆssbauer spectroscopies have
established that the reduction of the Ni-B form into the Ni-C form
involves two successive one-electron steps.[30a] The one electron
reduced Ni-B form is EPR silent (the so-called Ni-SI (for silent)
form). Full reduction of the enzyme leads to the Ni-R (for
reduced) form which is EPR silent and one electron more
reduced than the Ni-C form. The Ni-A, Ni-B, Ni-C, and their
respective one electron reduced EPR silent forms, Ni-SU (for
silent unready), Ni-SIa and Ni-SIb (for silent intermediate), and Ni-
R (for reduced) have all been characterized by vibrational


spectroscopy. The two infrared-identified forms Ni-SIa and Ni-SIb
most probably depend on the protonation state of the catalytic
site.[28a] Moreover, EPR-coupled redox titrations show that the
two [4Fe�4S] clusters of D. gigas hydrogenase also change redox
states upon activation of the enzyme. Consequently, any redox
state of this hydrogenase appears as a combination of the redox
states of the catalytic site and the iron ± sulfur clusters.[30b]


The formal oxidation states of the nickel atom of the NiFe
hydrogenase dinuclear center during hydrogen activation have
been the subject of intense investigation,[5, 6, 29c, 31, 32] as exem-
plified by some recent spectroscopic studies. On the one hand,
nickel L-edge X-ray absorption and vibrational spectroscopy
studies of several NiFe hydrogenases and model compounds in
different conditions (for example, the oxidized or H2- or
dithionite-reduced forms)[29b] led to the proposal that the redox
state of nickel is NiIII in the Ni-A oxidized inactive form, as
previously demonstrated,[6a, 26a] but high-spin NiII in the reduced
active or CO-inhibited forms, which is contrary to many
spectroscopic data and theoretical calculations (see be-
low).[6, 26a, 28b] However, on the other hand, recent density
functional theory (DFT) descriptions and calculations of the
magnetic resonance parameters of the D. vulgaris NiFe hydrog-
enase show that a good agreement between the structural
parameters and the experimental g-tensor values is only
obtained when Ni-C is low-spin NiIII with an NiFe bridging
hydride.[26c, 26d] By contrast, it is now probable that the iron atom
at the catalytic site is low-spin FeII in all the identified redox
states of the enzyme as shown by EPR[26b] and ENDOR spectros-
copies with 57Fe-enriched enzyme.[26a]


Although to a lesser extent, several redox-poised states of
FeFe hydrogenases and their correlation with the catalytic
activity have also been been characterized by the same
spectroscopic techniques used for the NiFe hydrogenase-
s.[2a, 2b, 16d, 27b, 27c, 28c] For example, upon reductive activation of
the aerobically prepared inactive D. vulgaris FeFe hydrogenase, a
first rhombic EPR signal, termed Hox-2.06 , appears, which can be
assigned to an oxidized form of the ™H-cluster∫ (Figure 2). The
signal then disappears as a second rhombic EPR signal, termed
Hox-2.10 , is detected and disappears in turn. The latter Hox-2.10


signal, detected for all FeFe hydrogenase studied so far, is not
observed for the reduced active form of the enzymes.[2a, 27b, 27c]


However, as for NiFe hydrogenases, the formal oxidation states
of the iron atoms in the FeFe hydrogenase dinuclear center
during this activation process, or catalysis, can still be discussed
in the light of some recent spectroscopic studies. Analysis of
Mˆssbauer spectroscopy data for the C. pasteurianum FeFe
hydrogenase shows that the dinuclear center presumably
contains two low-spin FeII sites in the reduced state and that
the proximal [4Fe�4S] cluster remains in the formal 2� oxidation
state in the oxidized inactive, CO-inhibited, and reduced states.
On the basis of the latter observation it has been inferred that
the dinuclear center is mixed valent FeIII�FeII in the oxidized and
CO-inhibited states and that the FeIII site is probably the most
distant iron atom from the [4Fe�4S]H cluster, that is, Fe2
(Figure 2).[27b] In this context, it is of interest to note that this
same iron atom is the CO-binding[33] or the putative H2-binding
site (Figure 2).[13, 14, 22] However, in view of the as yet limited
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knowledge on the electronic properties of the Fe�Fe dinuclear
center, the authors did not exclude the possibility that the redox
couple of the Fe�Fe dinuclear center could be actually FeI�FeI/
FeI�FeII in accordance with model compound studies.[40a, 40b] A
more recent analysis of a vibrational spectroscopy study of the
D. desulfuricans FeFe hydrogenases shows that the dinuclear
center is probably FeII�FeI in the oxidized and CO- and 13CO-
inhibited forms. The FeI state has been tentatively assigned to
Fe2 (Figure 2) since, in particular, an FeI state could facilitate the
donation of �-electron density from Fe2 to CO in the protein,[28c]


again in accordance with model compound studies.[40a, 40b] A very
recent Mˆssbauer spectroscopy study of the D. vulgaris hydrog-
enase, mentioned-above, came to similar conclusions, that is,
that a low-spin FeI�FeII or FeIII�FeII state exists for the oxidized
enzyme.[27c] Moreover this same work suggests that the reduc-
tive activation begins with the reduction of the proximal
[4Fe�4S]H cluster.


4. Model Compounds and Theoretical
Calculations


The preparation of functional organometallic compounds which
could be used, instead of platinum, as cheap catalysts for
hydrogen production remains a remote goal.[34] However, the
large body of biochemical, spectroscopic, and crystallographic
data on NiFe[6a] and FeFe[2a, 2b] hydrogenases[5] has already been
extensively used as a basis for the synthesis and spectroscopic
analysis of ™analogues∫ (also termed ™model compounds∫) of the
enzyme's catalytic sites or sections thereof. This approach has
turned out to be a very powerful tool for improving our
understanding of the enzyme's structural, spectroscopic, and/or
catalytic properties while searching for synthetic pathways to
new, possibly functional, catalysts. In parallel, theoretical studies
based on density functional theory and spectroscopic/crystallo-
graphic data have contributed to the proposal of detailed
schemes for the catalytic mechanisms.
Prior to the determination of the crystal structures, it was


thought that the active site of NiFe hydrogenases consisted of a
single nickel atom with thiolate protein ligands. Accordingly,
organometallic chemistry studies focused on the synthesis and
spectroscopic characterization of nickel thiolate complexes.
These studies confirmed, in particular, the role of the thiolate
ligands in accepting a proton (Brˆnsted base) and thereby
assisting the heterolytic cleavage of molecular hydrogen. Since
the discovery of the metallic dinuclear centers of NiFe and FeFe
hydrogenases and their unprecedented nonproteic ligands, the
major questions have focused on the possible role of the two
metals and their cysteic sulfur or nonproteic ligands in the
hydrogenase's catalytic activity. Along these lines, model
chemistry of the active site of NiFe hydrogenases has headed
for hydrogen activation by metal sulfides and the role and
properties of the Fe(CO)(CN)x moiety(ies) (where x� 1, 2). This
field has been thoroughly discussed in a recent review.[35] Here
we highlight some of the recent data.
Models of the Fe(CO)(CN)2 moiety of NiFe hydrogenases have


been synthesized and characterized by spectroscopy and
electrochemistry.[36] Of particular interest is the trithiolate com-


pound [FeII(PS3)(CO)(CN)]2� compound ((PS3)H3� tris(2-phenyl-
thiolphosphine).[36b] Mˆssbauer spectroscopic analysis has es-
tablished that the iron atom is low-spin FeII, and it has been
suggested that an as yet unexplained small isomer shift
observed in a Mˆssbauer spectrum of one NiFe hydrogenase[27a]


should be assigned to the iron atom of the NiFe center. In
addition, since the redox-induced shifts in the stretching
frequencies of CO and CN� of this same compound (approx-
imately 100 cm�1) are far larger than the redox-induced shifts of
the enzyme (about 10 cm�1) it has been inferred that the redox
state of the iron atom at the catalytic site remains unchanged.[36a]


Another model compound, [(�5-C5H5)Fe(CO)(CN)2]�K� has been
synthesized and found to mimic the structural and spectroscopic
properties of the Fe(CO)(CN)2 moiety of the enzyme active site;
this also led to the conclusion that the six-electron, anionic (�5-
C5H5) moiety could mimic the donating ability of the nickel
thiolate moiety, Ni(�-SCys)2(�-OH) in the NiFe enzyme active site.
The latter result has prompted further systematic vibrational
spectroscopy and electrochemical studies of [(�5-C5H5)-
Fe(CO)(CN)2]� salts to probe, in particular, the effects on CO
and CN� ligand vibrational modes of electronic changes (by
replacing (�5-C5H5) wth (�5-C5Me5), alkylation, hydrogen bonding,
or ion pairing to cyanide nitrogen) and Fe redox states.[37] Taken
together, the vibrational spectroscopy studies on [(�5-C5H5)-
Fe(CO)(CN)2]�K� model compounds and the NiFe enzymes
mostly show that (1) the iron atom at the dinuclear center of
NiFe hydrogenases is not redox active, (2) the CO and CN�


ligands are indeed ™sensing∫ electron-density changes, (3) a
hydrogen-bonding environment is correlated to the relative
intensities of the �(CO) and �(CN) bands.


1H/2H NMR and infrared spectroscopies of the reaction
products of the nickel thiolate complex [Ni(HNPnPr3)(`S3')2�]
(where (HNPnPr3)�phosphorane imine and (`S3')2��
bis(2-sulfanylphenyl)sulfide(2�) with D2 have shown that this
compound, mimicking the nickel site moiety of NiFe hydro-
genases, is able to catalyze H�/D2 exchange.[38a] A detailed
mechanism of the reaction shows that D2 is heterolytically
cleaved with the assistance of Lewis acidic NiII and Brˆnsted
basic thiolate sulfur donors. This suggests that H2 heterolysis by
active NiFe hydrogenases does not require a NiII reduction. In
addition, it has been proposed that the distorted NiS4 geometry
observed in model compounds and in the enzyme nickel site as
well might favor their interaction with H2.[38a, 38b] Starting with the
complex [Fe(NS3)(CO)]�6 as a chelate ligand to a nickel atom, a
bis(thiolate-bridged) Ni ± Fe complex containing one nickel atom
and one iron atom bridged by two thiolate groups and with two
CO ligands attached to the iron has been synthesized.[38c]


Crystallography and infrared spectroscopy show similarities
between this complex and the dinuclear active site of NiFe
hydrogenases.[8, 9, 12] However, as in other thiolate-bridged NiFe
compounds,[35] the NiFe distance (here 3.31 ä) is significantly
longer than that observed in the oxidized or reduced form of the
NiFe enzymes (2.9 and 2.6 ä, respectively); this points again at a
bond-type interaction between the two metals, or delocaliza-
tion, at the active site of the enzymes.
Prior to the determination of the FeFe hydrogenase crystal


structures, the dinuclear iron compound [FeII (dsdm)(bmes)FeII-
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(CO2)] , containing bridging thiolate ligands and terminal CO
ligands to one iron, was synthesized and characterized by
vibrational and Mˆssbauer spectroscopy (dsdm�N,N�-dimethyl-
N,N�-bis(2-sulfanylethyl)ethylene diamine; bmes� 2-bis(sulfanyl-
ethyl)sulfide).[39] The IR spectrum of this model compound shows
strong bands, assigned to the carbonyl ligands, within the range
observed for FeFe hydrogenases. It is of interest to note the Fe
atom attached to the CO-ligands is low spin. Moreover the Fe�Fe
distance is 0.31 nm, which excludes any metal bonding. Since
then, several dinuclear iron ± sulfur complexes of the type
[Fe2(S2C3H6)2(CN)2(CO)4]2�, with CO and CN� ligands on the iron
atoms and a bridging propane dithiolate, have been prepared
and characterized; these complexes mimic the structure and
catalytical properties of the FeFe hydrogenases active site.[40] The
match between the structures of the model compounds and
those of the protein active site in their oxidized[13] , partially or
fully reduced,[14, 17] or CO-inhibited[18] forms is good. The largest
discrepancies concern the Fe�Fe distances, which are slightly
shorter in the model compounds (2.51 ± 2.52 ä versus 2.6 ä in
both proteins), and the presence of an Fe�Fe bridging CO ligand
in the oxidized proteins. As in other iron complexes with CO or
CN� ligands, the Fe�CO distances are shorter than the Fe�CN
distances. This could result from regioselective synthesis.[40b]


However, a detailed stereochemical analysis of the crystal
structures, along with earlier spectroscopic data (that is, Electron
Spin Echo Envelope Modulation (ESEEM)),[2a, 41] has led to the
suggestion that the molecule bridging the two iron atoms at the
FeFe hydrogenases active site is in fact a di(thiomethyl)amine
(�SCH2NHCH2S�)[17] and not a propane dithiolate as previously
thought.[14] This bridging amine could be involved in a base-
assisted heterolytic cleavage of hydrogen. The synthesis of new
model compounds is greatly anticipated to clarify these points.
Theoretical calculations with DFT have been performed in


conjunction with structural and spectroscopic data to inves-
tigate the structure of the redox-poised states of the catalytic
site of the NiFe hydrogenases or their analogues.[42] In one case
the protein ™matrix∫ has been taken into account by combining
DFTand a molecular mechanics energy function.[42c] These works
have been compared and discussed in two recent reviews.[43] In
short, they point to a heterolytic cleavage of the hydrogen
molecule; this probably leads to the protonation of a cysteic
sulfur ligand (for example, D. gigas SgCys530; Figure 1b). The
redox states of the forms putatively involved in the catalytic
cycle were found to be NiII�FeII, with or without a bridging
hydrogen atom for Ni-SIb, NiIII,I�FeII with a bridging hydrogen
atom for Ni-C and NiII�FeII with a bridging hydrogen atom for Ni-
R. However the proposed catalytic schemes differ in their hydron
location and the nickel redox state for Ni-C. It is noteworthy that
in all schemes the iron atom is low-spin FeII and redox inactive.


5. Toward a Catalytic Mechanism of
Hydrogenases?


The localization of the chemical reaction components, that is,
hydrogen molecule, hydron, or hydride, in the NiFe and FeFe
hydrogenases during the catalytic cycle remains elusive. How-
ever there is a consensus on a catalytic reaction occurring at a


vacant, or potentially vacant, terminal coordination site of the
nickel atom in NiFe hydrogenases and one of the two dinuclear
center iron atoms (Fe2) in FeFe hydrogenases (Y in Figure 1b and
2). Both sites are indeed occupied by CO in the CO-inhibited
enzymes and are close to one end of the hydrophobic channels
which could mediate molecular hydrogen transfer between the
catalytic site and the molecular surface.
In NiFe hydrogenases, three forms identified by EPR and/or IR


seem to be involved in the catalytic cycle, Ni-SI, Ni-C, and Ni-R. H2


most probably binds to an Ni-SI form (2�) and splits into a
hydride and a hydron, which in turn binds to a nearby base (for
example, SgCys530 in D. gigas ; Figure 1b). The Fe(CO)(CN)2
moiety is not redox active and the iron atom is formally FeII.
Therefore, the role of the iron atom might be merely binding a
hydride during the catalytic cycle. There is also a consensus on
the presence of a hydride bridging the two metal atoms in the
Ni-C form.[6a, 26d, 29c, 43] Moreover, as recently pointed out for NiFe
hydrogenases,[29c] spectroscopic EPR, X-ray absorption, and IR
data of the enzyme's various redox states indicate an electronic
delocalization over the entire active site, including the metals
and the sulfur and CO/CN� ligands. This means that the usual
assignation of formal oxidation states to the metals does not
reflect the charge density distribution.[26d]


In FeFe hydrogenases H2 binds to Fe2 and splits into a hydride
and a hydron which could bind to a nearby cysteic or Fe�Fe
bridging sulfur atom. The redox-linked switch of a CO ligand
from an Fe�Fe bridging position in the oxidized state to an Fe2
terminal position in the reduced one might reflect the electronic
changes which occur upon Fe2 reduction or/and hydride
binding.[17] Finally, it should be pointed out that the ™role∫ of
the sulfur, CO, and CN� ligands is probably to reinforce the
electrophilic character of the Ni�Fe or Fe�Fe dinuclear clusters ;
this facilitates reversible hydrogen binding and a subsequent
base-assisted heterolytic cleavage.
A better understanding of the catalytic mechanism of NiFe


and FeFe hydrogenases does obviously require more exper-
imental and theoretical work, such as genetic engineering (see,
for example, ref. [44]), spectroscopic studies (particularly single
crystal 1H ENDOR spectroscopy; see ref. [26d] and references
therein), and high-resolution crystallographic studies of the
anaerobically purified enzymes frozen in various redox states.
This should help, for example, to understand why the activity
and affinity for molecular hydrogen of NiFe and FeFe hydrog-
enases differ so much (Table 1). One of the most fascinating
scientific challenges concerns the biosynthesis of the enzymes,
particularly the assembly of their complex catalytic sites (Fig-
ure 1b and 2). Along these lines, extensive genetic studies of the
maturation process of an NiFe hydrogenase from Escherichia coli
have allowed the elucidation of several important steps in the
incorporation of the nickel and iron atoms, which constitute the
dinuclear core of the catalytic site, into the protein. More
recently, it was discovered for the same NiFe hydrogenase that
carbamoyl phosphate is specifically required for the synthesis of
the catalytic site, probably as a source of the CO and CN ligands
(see ref. [45] and references therein). Another exciting field has
also been developed with the discovery that some NiFe
hydrogenases act as hydrogen sensors in the regulation of the
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hydrogenase genes but are not involved in hydrogen produc-
tion or consumption.[46] Of course, it is difficult to predict how
and when the identification of stable enzymes and/or synthesis
of stable and functional model compounds, the central goals of
hydrogenase research, will be achieved. However, the break-
throughs realized for the last few years by the hydrogenase
research community[5, 35] have given a clearer picture on possible
strategies.[48]
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Membrane biochemistry is a very exciting
and fast-moving research area. Our under-
standing of membranes and the proteins
embedded within the two-dimensional
fluid of lipids is still limited. The processes
occurring at this interface are even less
understood. Chang and Roth have re-
cently determined the first X-ray crystal
structure of an ATP binding casette (ABC)
transporter, MsbA from Escherichia coli
(Figure 1; ATP� adenosine triphos-
phate).[1] This structure represents a major
achievement in the field of membrane
biochemistry. Biological membranes are a
protective shield against a hostile envi-
ronment. However, the two-dimensional,
impermeable nature of biological mem-
branes[2] creates a severe and sometimes
life-threatening problem. Living organ-
isms have to take up nutrients, extrude
harmful substances, and of course ex-
change information. During evolution
many transmembrane proteins have
evolved, to ensure that living organisms
are able to survive and multiply.
One of the most common families of


transmembrane proteins found in all
three kingdoms of life is the family of
ABC transporters.[3] The substrates of this
superfamily range from small inorganic
ions (such as chloride ions) to amino
acids, sugars, drugs, and even large
proteins. Despite such diversity, all mem-
bers of the family of ABC transporters
share a common blueprint, which com-
prises of four modules: two transmem-


brane domains (TMDs) and two nucleo-
tide- or ATP-binding domains (NBDs). In
all cases, the energy released during ATP
hydrolysis by the NBD is used to trans-
locate the substrate. Every arrangement
of these four domains is possible. In
bacteria, separate polypeptide chains
commonly make up each of the four
modules. However, one NBD and one
TMD might be fused on a single protein,
to generate a so-called half-size trans-
porter. In eukaria, a single polypeptide
chain generally makes up all four do-
mains. This architecture corresponds to
the so-called full-size transporter; the half-
sized transporter is the exception.[4]


On a functional and structural level, it is
now commonly accepted that the NBDs
provide only the energy for translocation
while the TMDs confer substrate specific-


ity. The NBDs, which define an ABC trans-
porter, contain three conserved sequence
motifs. The Walker A motif (consensus
sequence: GXXGXGKST, where X denotes
any amino acid), the Walker B motif (con-
sensus sequence: hhhhD, where h de-
notes any hydrophobic amino acid),[5] and
the signature motif or ™C-loop∫ (consen-
sus sequence: LSGQQR), which is specific
for ABC transporters. As a consequence,
NBDs are well-conserved among this
protein family. On the other hand, TMDs
share little sequence homology and even
the number of �-helices seems to vary
from one ABC transporter to the other. A
six �-helix core is the minimal require-
ment for an ABC transporter, but varia-
tions are generally the rule rather than the
exception.[3]


The best-characterized ABC transport-
ers are bacterial ones, for example, the
histidine permease[6] or maltose trans-
porters.[7] In humans, the cystic fibrosis
transmembrane conductance regulator
(CFTR),[8] transporter associated with anti-
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Figure 1. Three-dimensional structure of the homodimeric MsbA. �-helices are represented in red, �-strands in
blue, and coils in yellow. The figure was generated by using the MOLSCRIPT[31] and Raster3D[32] programs based
on the Protein Databank entry 1JSQ.
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gen processing (TAP),[9]and multidrug re-
sistance protein 1 (MDR1)[10]are the most
prominent members of the ABC trans-
porter family. Point mutations in CFTR,
mainly F508�, are the genetic cause of
cystic fibrosis, the most common inher-
ited disease among Caucasians. MDR1
causes severe problems in chemotherapy.
MDR1 is overexpressed in most tumors
upon treatment with chemotherapeutics
and results in resistance against the
applied drugs. As a consequence, the
drug dose has to be increased so that
even healthy cells are affected and the
chemotheraphy becomes ineffective.
These two examples explain why a mo-
lecular understanding of ABC transporters
that are involved in diseases, especially
transporters in human, is more than
worthwhile. But multidrug resistance is
not only a human phenomenon. More or
less every organism contains a transmem-
brane protein conferring resistance to
many natural and synthetic drugs,[11] and
in many cases these proteins belong to
the family of ABC transporters.[12]


Despite two decades of intensive re-
search and an overwhelming body of
experimental data, little is know about the
mechanisms of transport or the coupling
of ATP hydrolysis and substrate trans-
location; there is also a lack of structural
information. For example, MDR1 is able to
transport more or less every hydrophobic
drug known today.[10] Examples are vinca
alkaloids (e.g. , vinblastine), antibiotics
(e.g. , actinomycin D), Taxol, protein-syn-
thesis inhibitors (e.g. , puromycin), DNA
intercalators (e.g. , ethidium bromide),
toxic peptides (e.g. , valinomycin), or fluo-
rescent dyes (e.g. , rhodamine). How can a
single protein achieve such diversity while
maintaining specificity? This knowledge
is, of course, a prerequisite for the devel-
opment of drugs or specific inhibitiors
that would open up new avenues not
only in cancer therapy but also in the
treatment of infectious diseases spread
through bacteria, which have achieved
multidrug resistance to many commonly
used drugs. In the last three years, several
three-dimensional structures of NBDs
from ABC transporters have been solved
by X-ray crystallography.[13±17] However, no
structural information for the TMDs of an
ABC transporter was available. The only
exceptions were the low-resolution struc-


tures of human MDR1[18, 19] and multidrug
resistance related protein 1 (MRP1)[20] ob-
tained from single-particle analysis and
two-dimensional crystals.
In Science,[1] Geoffrey Chen and Chris-


topher B. Roth from the Department of
Molecular Biology at The Scripps Research
Institute in La Jolla, USA, reported the first
three-dimensional structure of a complete
ABC transporter, MsbA from E. coli (Fig-
ure 1). MsbA transports lipid A. It shares
around 30% sequence homology with
human MDR1. However, in contrast to
MDR1, which is a full-size transporter,
functional MsbA is assembled from two
half-size transporters. It might very well
serve as a structural model for many of
the ABC transporters which give rise to
the phenomena of drug resistance.
The bottleneck of modern X-ray crys-


tallography is the availability of well-
ordered three-dimensional crystals. Due
to the techniques of modern molecular
biology, more or less every water-soluble
protein can be produced in quantities
sufficient for structural analysis. However,
structural investigations of membrane
proteins are still hampered by the limited
amounts of protein. In addition, another
important parameter has to considered:
the choice of the right detergent.[21, 22]


Taking these points together, even the
nonexpert can understand why the struc-
ture determination of a membrane pro-
tein is more than an ordinary challenge.
The milestone of the MsbA structure


was achieved by a tour de force. In order
to obtain X-ray suitable crystals, a tremen-
dous effort was undertaken. A total of
20 different MDR-mediating ABC trans-
porters from 14 different organisms were
cloned, overexpressed, purified, and in-
vestigated for their ability to crystallize.
The incredible number of 96000 crystal-
lization trials was performed with around
20 different detergents. At the end of this
long torture, 35 crystal forms were ob-
tained. Out of these crystals, MsbA had
the best diffraction quality. However, even
after this impressive struggle, native crys-
tals of MsbA diffracted only to 6.2 ä and
showed strong anisotropic diffraction.
Nevertheless, the authors proceeded and
applied a so-called ™refinement strategy∫,
which was intended to strengthen lattice
contacts in order to improve diffraction
quality. After another tour de force, which


included an intensive screening of deter-
gents, detergent concentrations, temper-
atures, and inorganic and organic com-
pounds, the diffraction limit was raised to
4.5 ä through OsCl3. As this was still not
enough, the procedure of refinement also
had to be modified to the needs of this
particular structure. It is beyond the scope
of this article to describe the efforts
undertaken in the work, but it finally
resulted in an electron density of MsbA,
which was of sufficient quality to trace the
protein backbone chain. The quality of
the structure determined, even in light of
the moderate resolution, is indicated by
the R factor (27%, Rfree� 38%).
The structure presented by Chang and


Roth answers many questions, but it also
leaves many questions open and even
raises extra questions. The overall struc-
ture of MsbA at 4.5 ä resolution is shown
in Figure 1. The crystal structure is con-
sistent with the fact that MsbA forms a
homodimer as the functional unit. Per-
haps most important is the fact that the
TMDs are solely composed of �-helices.
This proves, beyond any doubt, that the
substrate pathway (TMD) is in agreement
with the secondary structure prediction
proposed by many other laboratories and
supported by biochemical evidence. In
the case of MsbA, the TMDs are each
composed of six �-helices, which have a
tilt angle of 30 ± 40� with respect to the
bilayer normal. This and many other de-
tails of the structure agree with two
decades of experimental work and give
us confidence. The NBDs, as far as they are
visible within the experimental electron
density, agree with the recently published
structures of isolated NBDs.[13±17] However,
the N-terminal region (residues 341 ± 418),
which includes the Walker A motif, is not
visible. The exact position and role of the
NBDs are therefore under speculation.
The first surprise of the structure is the
presence of a third type of domain, which
has not been suggested before. This
intracellular domain (ICD), which corre-
sponds to residues 97 ±139 (ICD1), 193 ±
252 (ICD2), and 302 ±327 (ICD3), is helical
in nature (three helices in the case of ICD1
and two helices each for ICD2 and ICD3)
and connects the NBD and the TMD in
each half-sized transporter. IDC1 is posi-
tioned directly ™above∫ the ABC signature
motif (LSGGQQ) of the NBD and is
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thought to transmit information between
the NBD and TMD (see Figure 2). This
transmission very likely occurs through
rearrangement of the helical IDC.


Figure 2. Organization of the ICD. For simplicity
only a monomeric unit of MsbA is shown. The TMD is
shown in red, the NBD in dark blue and the ICD in
purple (ICD1), light blue (ICD3), and orange (ICD2).
The C-loop within the NBD is highlighted in green.
Helix 2 of ICD 1 is positioned above the C-loop, which
implys a possible pathway for signal transduction.
Please note that the second helix of ICD2 is hidden in
this orientation. For further details, please see text.
The figure was generated as in Figure 1 by rotation of
90� in plane.


Obviously, the three-dimensional archi-
tecture of the TMDs is the most exciting
and surprising part of the structure. The
helices form a cone-like structure with
two large openings within the bilayer
section of the protein (Figures 1 and 3).
The part of MsbA located in the outer
leaflet is closed, while the part positioned
in the inner leaflet of the membrane is
widely open. The two openings facing the
bilayer are around 25 ä wide and located
solely within the inner (cytosolic) leaflet of
the bilayer. The base of the formed
chamber, which is located at the cytosolic
side of the bilayer is roughly 45 ä wide.
This chamber can easily accommodate
the substrate, lipid A. The opening of the
chamber within the inner leaflet of the
bilayer guarantees free entry of the sub-


strate, while the closed structure within
the outer leaflet prohibits entry or exit.
Therefore, the unidirectional translocation
of lipid A from one side of the bilayer to
the other is understandable. The open-
ings of the chamber are defined by
transmembrane helix 2 (TM2) from one
monomer within the dimer and TM5 from
the other. However, the whole chamber is
formed from side chains of all the TMs.
Another interesting point is the charge
distribution within the chamber. While the
part of the substrate binding side located
at the inner leaflet contains a cluster of
positively charged amino acids, the part
located in the outer leaflet is hydrophobic
in nature. As suggested in Figures 1 and 3,
the chamber creates a large perturbation
within the inner leaflet. Intuitively, one
would expect that this arrangement gen-
erates a lot of stress on the membrane
and that the impermeable nature of the
bilayer might be endangered.
Based on the structure of MsbA, which


was obtained in the absence of substrate
and any nucleotide, Chang and Roth have
derived a possible mechanism of sub-
strate transport for MsbA and for ABC
transporters in general. The model is
based on the presented structure and a
body of available biochemical data. In
each monomer, the ICD seems to be a


™sensing unit∫, which transmits signals
from the TMD to the NBD and vice versa
by conformational changes. Lipid A binds
to the open chamber from the inner
leaflet of the bilayer. Information of this
event is conducted through the ICDs to
the NBDs; this triggers ATP hydrolysis.
Such substrate-induced stimulation of
ATPase activity has also been demonstrat-
ed for MDR1 (see, for example, ref. [23]) or
TAP.[24] A conformational change of the
NBDs upon ATP hydrolysis is proposed to
induce an interaction between both
NBDs. However, the N-terminal regions
of the NBDs are not visible in the electron
density and their exact position and
interaction is speculative. However, such
a scenario would result in a rearrange-
ment of the whole molecule. The reor-
ganization of the NBDs influences the
TMDs. The chamber is lined with a cluster
of charges, which creates an energetically
unfavorable situation for lipid A. Such
charges also imply the presence of bound
solvent. However, as pointed out above,
the TMDs contain an asymmetrical charge
and polarity distribution: charged and
highly polar in the lower part (chamber),
while hydrophobic in the upper part.
Together with the interaction of the NBDs
upon ATP hydrolysis and a subsequent
structural reorganization, lipid A flips over


Figure 3. Domain organization of the homodimeric MsbA. The TMDs are given in red, the ICDs in purple, and
the NBDs in blue. The orientation of MsbA is identical to the one shown in Figure 1. The orientation and
location of the putative bilayer is indicated with solid lines. The middle line indicates the border between the
inner and outer leaflets of the membrane bilayer. The figure was generated as in Figure 1.
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into the upper part, which is energetically
favored. Such a model is in agreement
with the observed vectorial transport of
lipid A. After flipping, the substrate is
properly oriented to enter the outer leaf-
let of the membrane and complete the
transport cycle. This, of course, requires
the rearrangement of TM2 and TM5 to
create an opening into the outer leaflet.
Finally, the extrusion of lipid A sends a
signal to the NBDs, probably through the
ICDs again, which induces ADP±ATP ex-
change or spontaneous ADP release. This
brings the system back to the ground
state. One ATP molecule is consumed per
transported substrate during the pro-
posed cycle. This agrees with data ob-
tained for MDR1.[25, 26] However, the ™tilt-
ing∫ movement of the TMDs is energized
by ATP hydrolysis, while the flipping of
lipid A is driven by charge and polarity
gradients along the TMDs. Such a tilting
would impose a large amount of physical
stress on both leaflets of the membrane
and require lipid reorganization to coun-
terbalance the different space require-
ments of MsbA during the transport cycle.
The proposed mechanism raises another
question: What is the driving force of the
transport process? A recognition step has
to take place, because MsbA transports
lipid A with high specificity. After ATP
hydrolysis, hydrophobic interactions drive
lipid A to flip into the upper part of MsbA.
At this stage and based on the proposed
model, it is not obvious how the substrate
is released into the outer leaflet of the
bilayer. Are lateral, two-dimensional den-
sity gradients involved or is it simply a
diffusion-controlled process? Further
structural and biochemical investigations
are necessary to clarify this point and
prove the proposed transport cycle of
MsbA.
Of course, Chang and Roth do not


propose that the presented model holds
for all ABC transporters, especially not for
those transporting hydrophilic substrates.
Nevertheless, the ™tilting model∫ derived
from the structure might serve as a
general scheme for MDR-mediating ABC
transporters. However, it has been shown
that LmrA, the MDR1 homologue of
Lactococcus lactis, extrudes the substrate
into the extracellular medium[27] and not,
like MsbA, into the outer leaflet. Even
from a structural point of view, contra-


dicting results exist. The low-resolution
structure of MDR1 derived from two-
dimensional crystals clearly shows a large
extracellular opening (around 25 ä) in
MDR1 in the absence of substrate and
nucleotide.[18] A similar observation was
made for MRP1.[20] Additionally, two-di-
mensional crystals of MDR1 in different
functional states of the NBDs displayed
large conformational changes of the
TMDs.[19] Apart from the extracellular
opening, cross-linking studies performed
with MDR have shown that helices of the
TMDs are in close proximity,[28, 29] although
they are far apart in the structure of MsbA.
From these data, Rosenberg et al. derived
a model, in which the binding of ATP is
used for substrate translocation from the
inner to the outer leaflet.[19] This goes in
hand with a reduced affinity of substrate.
In contrast, Chang and Roth propose that
hydrolysis is employed for the tilting of
the TMDs while substrate flipping is a
more or less spontaneous process. Addi-
tional biochemical data indicate that the
NBDs strongly interact and act in an
alternating fashion.[30] No evidence can
be derived from the presented structure
to clarify this point.
Despite the open questions and differ-


ences between the available structural
data, it has been now demonstrated that
ABC transporters can be crystallized and
their structure solved by X-ray crystallog-
raphy. The MsbA structure is only a first,
very important and exciting step towards
further understanding the structure and
function of ABC transporters. Of course,
the dimer interface of the TMDs seen in
the structure might not be the biolog-
ically relevant one. Further biochemical
analysis is necessary to prove this, but in
favor of the observed interface is the fact
that Chang and Roth used only protein
that corresponded to the dimeric state of
MsbA for the crystallization set-ups. The
low sequence similarity of ABC transport-
ers within the transmembrane region
explains the different substrate specificity
but might also imply different transport
pathways. Such a situation is not in favor
of the conservation of structure and
function in biological systems. Neverthe-
less, evolutionarily related ABC transport-
ers,[4] such as CFTR and MRP5 or TAP and
hemolysin B, display very different sub-
strate specificity. Many puzzling questions


in the field of ABC transporters still wait to
be answered. A lot of structural inves-
tigations will have to be undertaken until
a clear picture of the structure ± function
relationship of ABC transporters will arise.
However, the structure of Chang and Roth
will guide future biochemical and bio-
physical studies that will help us to
understand the molecular mechanisms
of the extremely large family of diverse
membrane transport proteins.[3]
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Spin Labels as a Tool to Identify and
Characterize Protein ± Ligand Interactions
by NMR Spectroscopy
Wolfgang Jahnke*[a]


NMR spectroscopy based discovery and optimization of lead
compounds for a given molecular target requires the development
of methods with maximum sensitivity and robustness. It is shown
here that organic nitroxide radicals (™spin labels∫) can be used to
boost the sensitivity of NMR spectroscopic screening in drug
discovery research. The concept of utilizing spin labels in NMR


spectroscopy is summarized, examples for successful first-site and
second-site NMR spectroscopic screens are given, and guidelines for
linker design are presented.


KEYWORDS:


drug research ¥ NMR spectroscopy ¥ protein modifications ¥
screening ¥ spin labels


1. Introduction


Protein NMR spectroscopy has been successfully applied in the
field of structure determination and dynamic characterization of
proteins, but has only recently been rediscovered as a more
general biophysical technique with a wider variety of applica-
tions. In particular, its ability to detect and investigate molecular
interactions and to characterize them with atomic resolution has
received considerable attention, especially in pharmaceutical
research, where potent ligands for drug targets are sought to
control or treat a particular disease by influencing the underlying
molecular mechanism.


How, then, are compounds with such biological activity
discovered? The host of available techniques, such as natural
compound screening, high-throughput screening, combinatorial
chemistry, or structure-based drug design, has recently been
complemented by a method termed ™SAR-by-NMR∫.[1] This
method originally aims to build up potent (high-affinity) ligands
in a modular way, by linking two low-affinity ligands in such a
way that their binding affinities multiply. Since the two individual
components bind to the protein target only weakly, they are
difficult to identify with conventional assays. Therefore, NMR
spectroscopy is employed as an assay to detect ligand binding,
and NMR spectroscopic screening has become a reliable and
robust method for primary or secondary screening or hit
validation in drug discovery research.[2] A variety of such
screening methods has been developed in recent years.[2±4]


The advantages of NMR spectroscopic screening (™NMR
screening∫) are its high sensitivity for even weak binding
interactions, the straightforward process of setting up the assay,
its robustness for not producing false positives, the potential to
obtain structural information of the binding interaction, and the
ability to identify and structurally characterize the binding of two
or more ligands at the same time. The most important drawback
of NMR screening is the need for large amounts of protein.


Depending on the detection method used, protein amounts
ranging from 5 mg of unlabeled protein to 200 mg of 15N-labeled
protein are needed for the screening of 1000 test compounds
toward a 20 kDa protein target. This makes NMR spectroscopic
screening only feasible for well-expressing and soluble protein
targets. A key activity in several laboratories is therefore the
development of more sensitive and robust methods for
the detection of protein ± ligand interactions by NMR spectros-
copy.


Recently, we introduced organic nitroxide radicals such as
TEMPO (2,2,6,6-tetramethyl-1-piperidine-N-oxyl ; see Figure 1 C),
so-called ™spin labels∫, to the field of NMR screening, and showed
that these paramagnetic substances can significantly help to
overcome some of the hurdles of this technique.[5, 6] This article
illustrates the concept of using spin labels as a tool to identify
and characterize protein ± ligand interactions.


2. Basic Theory of Spin Labels


Spin labels have a long history in magnetic resonance spectros-
copy.[7, 8] Discovered and synthesized in the early 1960s, they
were first applied to biological systems in the late 1960s and
1970s. Most of the applications involved electron spin resonance
(ESR), which can give information on dynamic processes in the
millisecond to nanosecond range.[9] Systems under investigation
were often enzymes, but nucleic acids were also studied. The
application of spin labels to NMR spectroscopy was based on the
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increase of relaxation rates of neighboring protons caused by
the paramagnetic center, the so-called paramagnetic relaxation
enhancement (PRE). This can be used to measure distances up to
20 ä, which are too long to be measured by NOE experiments, or
to study the dynamics of peptides or proteins by sampling all
conformations that lead to short proton ± radical distances.


The magnitude of the paramagnetic relaxation enhancement
(PRE) caused by dipolar interactions depends on the square of
the gyromagnetic ratios of both involved spins, the inverse sixth
power of the interspin distance, and the correlation time. The
transverse relaxation rate enhancement, R2para , is described by
Equation (1), where S is the electron spin, �I the proton
gyromagnetic ratio, g the electronic g factor, � the Bohr
magneton, r the distance between the electron spin and the
nuclear spin, �I the resonance frequency of protons, and �c the
correlation time of the vector connecting the electron and
nuclear spins.[7, 10]


R2para � 1


15
S�S � 1��


2
I g2�2


r6
4�c � 3�c


1 � �2
I �


2
c


� �
(1)


A similar equation holds for the longitudinal relaxation rate
enhancement, R1para . Since the electron gyromagnetic ratio is
658 times that of the proton, proton relaxation rates in the
vicinity of a paramagnetic center are drastically larger than the
corresponding diamagnetic (proton ± proton) relaxation rates. It
is essentially this factor of 6582 that we aim to exploit to enhance
the detection of ligand binding.


The correlation time of the vector connecting the electron and
nuclear spins, �c , depends on the rotational correlation time of
the protein ± ligand complex, �r, on the electronic relaxation
time, �s , and on the lifetime of the complex, �m , according to
Equation (2).[7, 10]
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The electronic relaxation time, �s , plays a key role in para-
magnetic systems. For organic nitroxide radicals, �s is typically in
the order of 100 ns, and therefore much longer than the
rotational correlation time, �r, which is typically in the order of a
few nanoseconds. Since �m is usually even longer than �s , �c is
dominated by �r, the same correlation time that governs
relaxation in diamagnetic systems. Given the high gyromagnetic
ratio and the long effective correlation time, organic nitroxide
radicals drastically increase relaxation rates of neighboring
protons, while having little effect on chemical shifts. Organic
nitroxide radicals or spin labels are therefore potent relaxation
reagents.


Some paramagnetic transition metals, for example CoII, NiII,
low-spin FeIII, or most lanthanides (with the exception of GdIII), on
the other hand, have very short electronic relaxation times in the
order of 10�13 ± 10�12 s. The electronic relaxation times therefore
dominate the effective correlation time of the electron ± proton
vector, and relaxation rates are only slightly affected by such
paramagnetic transition metals. Since the magnetic field pro-
duced by the paramagnetic transition metals is anisotropic, it
does not average out and leads to significant chemical shift
changes of neighboring protons. These paramagnetic transition


metals are therefore shift reagents. The effect on chemical shifts
depends on the third power of the distance between electron
and proton, rather than on the sixth power as for the relaxation
reagents.[11]


An additional consequence of paramagnetism is partial
alignment of the paramagnetic molecule in the magnetic field,
due to its anisotropic magnetic susceptibility.[12] As a conse-
quence, dipolar couplings do not average out completely, and
the residual dipolar couplings can be measured by using
appropriate NMR experiments. These dipolar couplings have
become powerful long-range constraints for structure determi-
nation by NMR spectroscopy.[13±15]


In principle, paramagnetic relaxation rates can be as much as
6582, that is, 430 000, times larger than diamagnetic relaxation
rates, and this is the theoretical factor of possible reduction in
protein concentration that still allows the detection of protein ±
ligand interactions. In practise, however, the distance between
spin label and proton is considerably larger than between two
protons. Since paramagnetic relaxation enhancement effects
decay with the inverse sixth power of the distance, a large part of
this theoretical enhancement factor vanishes. In the example
given below, the detection of ligand binding to FKBP, the closest
spin label is at a distance of approximately 12 ä to the ligand,
about 4.5 times the distance to neighboring protons. Consider-
ing the inverse sixth-power distance dependence and the square
dependence on gyromagnetic ratios, the effective relaxation
enhancement is then 6582/4.56, about 50. This value corresponds
in fact qualitatively to the experimentally observed relaxation
enhancement and is equivalent to the possible reduction in
protein concentration.


Clearly, the potential to use spin labels as a means to reduce
protein concentration for detection of protein ± ligand interac-
tions, given by the factor of 6582, is tremendous. The sixth-power
dependence on electron ± proton distance underlines the need
to carefully design the residue type which is to be spin labeled.
Residues that can be spin labeled include lysine, tyrosine,
cysteine, histidine, and methionine.[8, 16] At least one residue of
this type should be as close as possible to the binding site, but
must not interfere with ligand binding. Availability of the three-
dimensional structure or a reliable homology model is obviously
highly advantageous for the design of a spin-labeling experi-
ment. In our experience, it is almost always possible to identify
residues within 10 ± 12 ä from the ligand binding site that can be
spin labeled and are not expected to interfere with ligand
binding.


3. Applications of Spin Labels in NMR
Spectroscopic Screening


3.1. Primary NMR spectroscopic screening by using spin
labels: SLAPSTIC


As discussed in several reviews, two distinct strategies can be
pursued to detect protein ± ligand interactions by NMR spectros-
copy: observation of the protein resonances or observation of
the ligand resonances.[2±4] Observation of the protein resonances
is usually done by means of 15N,1H or 13C,1H HSQC-type
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experiments, while observation of the ligand resonances can, for
example, be achieved by T1� experiments, which measure the
transverse relaxation rates of the ligand in the presence and
absence of protein (Figure 1). An unbound compound is a small
molecule and therefore relaxes slowly. If it binds to the target
protein, however, it behaves like a large molecule and relaxes
fast. In an exchanging system, one can observe the resonances
of the free ligand, but with a relaxation rate that is a weighted
average of the relaxation rates in the free and bound states (see
Equation (3)).


Figure 1. Principle of the T1� experiment (A) and of the SLAPSTIC experiment (B).
A) The T1� experiment makes use of the increased transverse relaxation rate of
the ligand in the bound state, which leads to slightly reduced signal intensity.
B) Signal intensity is drastically reduced or completely quenched by paramagnetic
relaxation enhancement from the spin-labeled protein in the case of the SLAPSTIC
technique. C) A common spin label is TEMPO (2,2,6,6-tetramethyl-1-piperidine-N-
oxyl).


In primary NMR spectroscopic screening, the following
reasons often make observation of the ligand resonances
preferable:
1. Protein demands are significantly lower, and proteins do not


need isotope labeling.
2. The molecular size of the protein is not an obstacle. In fact,


most detection methods observing ligand resonances work
better for larger proteins.


3. The method is less prone to artefacts caused by slight
changes in pH values.[17]


4. If compound mixtures are screened, mixtures containing a hit
need not be deconvoluted, but the hit can be identified
directly.


5. Poor compound solubility is not an obstacle, as long as it is
not below 20 �M (see below).


The drawback of ligand-observing detection methods is that
ligand exchange between the bound state and free state must
be rapid on the chemical-shift time scale. If the dissociation
constant is so low (and binding concomitantly strong) that the
ligand does not significantly dissociate during the experiment,
the properties of the free ligand are not averaged with
the properties of the bound ligand, and it appears as if the
ligand does not bind the target protein. The bound resonances
of the ligand cannot usually be observed since the protein
concentration is typically much lower than the ligand concen-
tration.


In order to test for strong ligand binding by using ligand-
detected methods, one can add to the compound under
investigation a known weak ligand and observe the relaxation
properties of this known weak ligand. If the compound under
investigation indeed binds strongly to the protein, it will block all
protein binding sites, so that the known weak ligand cannot
bind any more and relaxes like a nonbinding compound. This is
an indirect proof for strong binding of the compound under
investigation.


In Equation (1), it was shown that relaxation of a proton by a
paramagnetic moiety is orders of magnitude stronger than
relaxation by another proton. In T1� experiments, this can be
constructively used to further enhance the relaxation rate of the
ligand in the bound state. In an exchanging system, the
observed transverse relaxation rate, R2obs , with a paramagnetic
protein target is defined as in Equation (3), where pb is the
fraction of bound protein, R2free is the (small) transverse
relaxation rate in the unbound state, R2bound is the (larger)
transverse relaxation rate in the bound state, due to the increase
in correlation time and spin density, R2para is the (much larger)
paramagnetic relaxation enhancement (see Equation (1)), and
R2ex accounts for exchange broadening in the intermediate
exchange regime, which can be neglected for weak (high
micromolar) binding affinities and a large excess of ligand.


R2obs � (1�pb)R2free�pbR2bound�pbR2para�R2ex (3)


The potential of the SLAPSTIC method (spin labels attached to
protein side chains as a tool to identify interacting compounds)
is demonstrated with the FK506 binding protein, FKBP, as a
model system. A variety of FKBP ligands are known in the
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literature, among them p-hydroxybenzanilide (1; Figure 1),
which binds to FKBP with a dissociation constant, Kd , of
1.1 mM.[18] The structure of FKBP is well-known, and visual
inspection showed that several lysine residues are situated
within 12 ± 15 ä of the active site, without being involved in
ligand binding. We therefore chose to spin label lysine residues;
this was readily achieved with published protocols.[6]


The benefit of using spin labels for primary NMR spectroscopic
screening stems from the occurrence of pbR2para in the equation
for the observed relaxation rate. Figure 2 illustrates the effect of
the spin label on the relaxation rates of 1. This figure shows T1�
experiments of the mixture of FKBP with ligand 1 and four other
aromatic compounds. The upper row shows one-dimensional
proton spectra after a short (10 ms) spin-lock period, and the
lower row shows one-dimensional proton spectra after a long
(200 ms) spin-lock period.[19] In the absence of protein (left
column), the signal decay is very small since the transverse
relaxation rate of unbound 1 is small. In the presence of 60 �M


FKBP (middle column), signals of the interacting compound 1 are
partially attenuated due to the term pbR2bound in Equation (3). In
the presence of 20 �M spin-labeled FKBP (by the SLAPSTIC
technique), however, paramagnetic effects described by pbR2para


in Equation (3) are so large that the resonances of ligand 1 are
completely quenched, and even the resonances of another
compound, methyl-4-methoxythiophene-3-carboxylate, which
was not known to bind to FKBP and subsequently shown to
bind with Kd� (9� 2) mM, are partially attenuated (right column).
This demonstrates the high sensitivity of the SLAPSTIC technique.


Knowing the exact concentrations of protein and ligand, as
well as the dissociation constant of the complex, the transverse
relaxtion rates can be calculated as R2free�0.6, R2bound� 15, and
R2para�700 s�1. Paramagnetic relaxation enhancement therefore
magnifies the transverse relaxation in the bound state by a factor


of about 50, which is in line with theoretical estimates (see
above). It should be emphasized that the potential of the
SLAPSTIC method is even higher than that: Due to the inverse
sixth-power distance dependence of paramagnetic relaxation
enhancement [Eq. (1)] , paramagnetic effects will be another
order of magnitude larger if the average distance of the closest
spin label to the binding site is 30 % reduced with comparison to
FKBP.


3.2. Protein amounts needed for SLAPSTIC screening


The drastic paramagnetic effect on the transverse relaxation rate
can be used to make the distinction between binding and
nonbinding compounds so clear that analysis of SLAPSTIC
experiments can most easily be automated. Figure 2 shows an
additional advantage of SLAPSTIC spectra compared to conven-
tional T1� experiments: Since the protein resonances them-
selves are also quenched by the spin label, there is virtually no
background signal from the protein, even with short spin-lock
periods. Protein background signals are often strongly disturb-
ing when accurately measuring T1� relaxation rates (Figure 2,
upper middle). The absence of protein background signals and
the relatively high sensitivity of T1� experiments permit the
analysis of even poorly water soluble compounds.


Alternatively, the drastic paramagnetic effect on the trans-
verse relaxation rate can be used to decrease the protein
concentration, while maintaining clear discrimination in the
transverse relaxation rate. How low can protein concentrations
become, while still observing significant paramagnetic relaxa-
tion enhancement? The crucial parameter in Equation (3) is pb ,
the fraction of bound ligand. If pb is too low, the observed
transverse relaxtion rate, R2obs , is dominated by R2free , and no
sufficient distinction is possible between binding and nonbind-


ing compounds. However, the larger R2para , the smaller
pb can get while the distinction is still possible.


Figure 3 shows calculated values for the fraction of
bound ligand as a function of ligand concentration, for
three different dissociation constants and two different
protein concentrations. It is important to realize that
the fraction of bound ligand depends almost linearly on
protein concentration, and also strongly on binding
affinity. The dependence on total ligand concentration
is relatively small for weak affinities, and larger for
strong affinities. The contribution of paramagnetic
relaxation enhancement to the observed transverse
relaxation rate is pbR2para . If R2para is tenfold higher due
to a well-placed spin label, pb can be ten times lower
with equal observed transverse relaxation rate, R2obs .
Due to the almost linear dependence of pb with protein
concentration, this allows a tenfold reduction in protein
concentration while maintainig the observed trans-
verse relaxation rate.


Alternatively, the protein concentration, and thereby
pb , can be adjusted so that pbR2para is just large enough
for a threshold binding affinity to be detected with
SLAPSTIC. Thus, the protein concentration can be tuned
for the desired Kd sensitivity of the experiment, so that


Figure 2. T1� experiments of a mixture of p-hydroxybenzanilide (1) and four other aromatic
compounds, in the absence of FKBP (left), in the presence of 60 �M FKBP (middle), and in the
presence of 20 �M spin-labeled FKBP (SLAPSTIC, right). Spectra in the upper and lower rows
correspond to spin-lock periods of 10 ms and 200 ms, respectively. Higher attenuation at
200 ms, as visible in the SLAPSTIC spectra (right), means faster relaxation in the bound state
and easier detection of binding. Resonances of 1 are marked with black arrows and
resonances of methyl-4-methoxythiophene-3-carboxylate (see text) with gray arrows. The
remaining signal at �� 7.8 comes from another compound.
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Figure 3. Calculated ratio of bound ligand (pb� [PL]/[L]0 , where [PL] is the
concentration of the protein ± ligand complex, and [L]0 is the total ligand
concentration) as a function of total ligand concentration. The graph is in double
logarithmic scale. The dissociation constants, Kd , are 10 �M (squares), 100 �M


(diamonds), and 1 mM (triangles). Protein concentrations are 1 �M (black curves)
and 10 �M (gray curves).


only moderately strong ligands, but not very weak ligands, are
detected in the experiment.


3.3. Second-site NMR spectroscopic screening with spin
labels


After validation of the primary ligand by other NMR spectro-
scopic methods such as HSQC or NOESY experiments, the in
these cases identification of a second-site ligand, which binds
simultaneously with the first ligand at a second, neighboring
binding site, is often desired. If both ligands are then linked, the
affinity of the linked compound can be much higher than the
affinities of the two individual fragments. A nanomolar ligand
can then result based on millimolar or micromolar fragments.


Identification of a second-site ligand requires saturation of the
first binding site by the first ligand. Unfortunately, this is often
not possible due to the weak affinity and poor water solubility of
the first ligand. For example, if Kd for the first ligand is 200 �M,
and its aqueous solubility is 100 �M, only about 33 % of all first
binding sites will be saturated. Any test compound in a second-
site screen can then bind to the first binding site instead of the
desired second binding site and thus produce a false positive
response. These false positive hits are extremely difficult and
time-consuming to identify, but can be completely removed by
employing spin labels, as described in this section.[5]


A true and desired second-site ligand binds to the target at
the same time (and therefore at nonoverlapping binding sites)


and in the vicinity to the first-site ligand. If the first ligand is spin
labeled, a quenching effect of the spin label on other
compounds is observed if, and only if, both compounds bind
at the same time and in the vicinity (Figure 4). If the putative
second ligand actually binds to the first binding site, it will never
bind at the same time as the spin-labeled first ligand, and will


Figure 4. Principle of second-site screening by using a spin-labeled first ligand.
First-site ligand 2 was spin-labeled to yield 2*. The quenching effects of 2* on the
resonances of any second-site ligand are observed.


therefore not produce a false positive result. If a compound does
not bind the target at all, it will accordingly never be in close
vicinity to the spin-labeled first ligand. The average distance
between a test compound and the spin-labeled first ligand in the
absence of target protein is too large for any quenching effects
to be observed on the test compound. Only simultaneous
binding to the target protein brings the spin-labeled first ligand
and the second-site ligand close enough together to observe
paramagnetic relaxation enhancement on the second-site ligand
caused by the spin-labeled first ligand.


As an example, the identification of a second-site ligand to the
anti-apoptotic protein Bcl-xL is shown in Figure 4. Compound 2,
a weak ligand for Bcl-xL (Kd� 140 �M), was identified by an
enzyme-linked immunosorbent assay (ELISA) based high-
throughput screening assay, and second-site ligands were
sought by NMR spectroscopic screening to improve its potency
after linking. The observation of small, specific chemical shift
differences of 2 in the presence and absence of Bcl-xL, knowl-
edge about its structure ± activity relationship, and modeling
studies, suggested that the aromatic groups are primarily
interacting with Bcl-xL, while the substituents of the tertiary
amine are noncritical for binding. Therefore, 2 was derivatized
with TEMPO at the tertiary amine to yield spin-labeled 2*. The
ELISA-based assay confirmed that the binding affinities of 2* and
2 are not significantly different.


For second-site NMR spectroscopic screening, Bcl-xL and spin-
labeled ligand 2* were incubated with a mixture of eight
aromatic compounds, and paramagnetic relaxation enhance-
ment effects from 2* to any of the compounds were investigated
by T1� relaxation experiments.[5] Figure 5 shows the correspond-
ing T1� spectra, with short and long mixing times in the upper
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Figure 5. Identification of a second-site ligand for Bcl-xL by using spin-labeled
first ligand 2*. The figure shows T1� spectra of a mixture of eight aromatic
compounds with spin-labeled compound 2*, in the absence (left) and presence
(right) of Bcl-xL.


and lower row, respectively. The left column was recorded in the
absence of Bcl-xL. It serves as a control : None of the compounds
experiences paramagnetic relaxation enhancement, since the
average distance in diluted solution between noninteracting
ligands is large. The right column shows the same spectra in the
presence of Bcl-xL. While most compounds still do not
experience any paramagnetic relaxation enhancement, the
resonances of one compound, marked by the arrows, are
completely quenched. This compound is therefore unambigous-
ly detected as second-site ligand.


It should be stressed that there are essentially no sources for
false positive detection in this spin-labeling experiment. If a
compound experiences paramagnetic relaxation enhancement,
it can be safely assumed that the compound binds simulta-
neously and in the vicinity to the spin-labeled first ligand, and
that it is therefore a true second-site ligand.


4. Linker Design


Both the first- and second-site ligands are generally low-affinity
ligands with dissociation constants in the micromolar range.
They need to be chemically linked in order to obtain a high-
affinity, nanomolar ligand. Favorable placement of the linker is
crucial for the potency of the linked compound. The optimal
linker should satisfy three criteria : First, it should exert little strain
on the two individual components, and should allow them to
occupy exactly the same binding site in the same orientation in
the linked compound as in the unlinked fragments. Second,
while allowing the flexibility for the two components to adapt
optimal binding orientations, the linker should be as rigid as
possible in order to preform the bioactive conformation of the
compound, and to reduce the entropic cost of binding.[20] Third,
the linker must not have unfavorable interactions with the
protein; if it has interactions at all, they should be optimized to
affect binding positively.


In the ideal case, the structure of the ternary complex would
already have been determined by X-ray crystallography or NMR
spectroscopy. This would provide great assistance in designing
the linker by molecular modeling. Unfortunately, this ideal case is
rather rare. Fortunately, there are several other clues to design a


successful linkage by NMR spectroscopy. The atoms on both
fragments to which the linker should be attached can be
identified by a combination of various techniques:
� Chemical-shift changes or selective line-broadening of the


ligand resonances upon addition of protein indicate which
parts of the ligand are in contact with the protein. Residues
that are unaffected are probably not in contact with the
protein, and are therefore candidates for linker attachment.
Alternatively, the binding epitopes can be mapped by
saturation transfer difference (STD) type experiments.[21]


� In the case of second-site screening with a spin-labeled first
ligand, the dependence of the paramagnetic relaxation
enhancement on the inverse sixth power of the distance
[Eq. (1)] leads to differential quenching effects on the second
ligand, depending on its proximity to the paramagnetic
center. Those resonances of the second ligand that are most
strongly affected are located nearest to the first ligand and are
therefore primary candidates for linker attachment. The
absolute distance between those protons and the first ligand
can be estimated by using Equation (1).


� If site-specific spin-labeled protein is available,[22] quantifica-
tion of quenching effects on both first-site and second-site
ligands can additionally aid in constructing a model of the
ternary complex. Site-specific spin labeling can also be
achieved by selectively labeling the N-terminal NH2 group,
whose pKa value is about two units lower than the pKa of
lysine side chains,[23] so that the N terminus is more reactive.
This method seems more straightforward than the amino
terminal CuII(NiII)-binding (ATCUN) motif method,[24] since it
does not require recloning or reexpression of protein.


� In any case, a transfer NOE experiment should be recorded on
the ternary mixture between protein, first ligand, and second
ligand. Since both the first and second ligand bind weakly to
the protein, they are likely to exhibit transferred NOEs that
reflect their bound conformation. If both ligands bind in close
proximity, that is, if there are protons on both ligands that are
within 4 ä in the ternary complex, then these protons can
show an interligand NOE effect.[25] In that case, the respective
atoms for linker attachment are easily identified, and the
required length of the linker can be estimated from the
strength of the NOE.[26] If interligand NOEs cannot be
identified although transferred NOEs are present, the distance
between both ligands may be too large, and it may be
worthwhile investigating ligand analogues.
Once the atoms to which the linker is attached are defined and


the length of the linker has been estimated, the exact nature of
the linker will be designed on the basis of structure ± activity
relationships of the individual ligands or the structure of a
homology model of the protein.


5. Conclusions and Outlook


Spin labels can be used to identify and characterize interactions
between proteins and ligands. The main advantages are reduced
protein consumption and increased robustness of the experi-
ment against detection of false positives. Spin labels can aid in
the identification of ligands by NMR screening, to identify both
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first-site ligands by the SLAPSTIC method, and second-site
ligands by using spin-labeled first ligands. Both methods have
been developed in our laboratory and are now extensively and
successfully used. After the identification of first- and second-site
ligands, suitable linkers can be designed by the protocols
outlined above, with information from interligand NOEs, differ-
ential line broadening, and quantification of paramagnetic
relaxation enhancement. This procedure can result in the NMR
based discovery of nanomolar ligands for a protein target of
essentially unlimited molecular size.


The concept of using spin labels to enhance the sensitivity of
NMR spectroscopy has not only been used in solution-state, but
also in solid-state NMR spectroscopy. In a process called dynamic
nuclear polarization, the polarization of unpaired electrons (from
spin labels dissolved at high mM concentrations) is transferred to
protons of the biomolecule of interest. This enhances the
sensitivity of the NMR spectroscopy experiment by up to two or
three orders of magnitude.[27] Spin labels will continue to play a
dominant role in ESR, solid-state NMR, and solution-state NMR
spetroscopies, with growing importance in the area of NMR
spectroscopic screening.


I am grateful to my collaborators who helped to develop this
technique, in particular L. B. Perez (chemistry), C. Nalin (biology), M.
Zurini, A. Strauss, and G. Fendrich (protein chemistry).
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Functional Mimicry of a Discontinuous Antigenic
Site by a Designed Synthetic Peptide**
Judit Ville¬n,[a,b] Eva Borra¡s,[a, c] WimM. M. Schaaper,[d] Rob H. Meloen,[d]


Mercedes Da¬vila,[e] Esteban Domingo,[e] Ernest Giralt,[a] and David Andreu*[a,b]


Functional reproduction of the discontinuous antigenic site D of
foot-and-mouth disease virus (FMDV) has been achieved by
means of synthetic peptide constructions that integrate each of
the three protein loops that define the antigenic site into a single
molecule. The site D mimics were designed on the basis of the X-ray
structure of FMDV type C-S8c1 with the aid of molecular dynamics,
so that the five residues assumed to be involved in antigenic
recognition are located on the same face of the molecule, exposed
to solvent and defining a set of native-like distances and angles.
The designed site D mimics are disulfide-linked heterodimers that
consist of a larger unit containing VP2(71 ± 84), followed by a
polyproline module and by VP3(52 ± 62), and a smaller unit
corresponding to VP1(188 ± 194) (VP� viral protein). Guinea pig
antisera to the peptides recognized the viral particle and competed


with site D-specific monoclonal antibodies, while inoculation with
a simple (not covalently joined to one another) admixture of the
three VP1 ±VP3 sequences yielded no detectable virus-specific
serum conversion. Similar results have been reproduced in two
bovines. Antisera to the peptides also moderately neutralize FMDV
in cell cultures and partially protect guinea pigs against challenge
with the virus. These results demonstrate functional mimicry of the
discontinuous site D by the peptides, which are therefore obvious
candidates for a multicomponent, peptide-based vaccine against
FMDV.


KEYWORDS:


discontinuous epitope ¥ molecular dynamics ¥ peptides ¥
synthetic vaccines ¥ viruses


Introduction


Over the last two decades, peptide synthesis has had a
successful record of applications in a number of areas of
immunological interest, which include, among others, the
delineation and replication of continuous epitopes by means
of synthetic peptides,[1, 2] the production of antibodies of
predetermined specificity,[3] and, ultimately, the development
of peptide-based vaccine candidates.[4±7] Despite these impor-
tant achievements, there is a consensus in the field that true
reconstitution of an antigenic site, defined as the reproduction
to a significant extent of the detailed architecture of an antigenic
determinant by chemical means, is a rather challenging task that
remains largely unachieved. At least two obstacles must be
recognized in this direction. Firstly, in contrast with the
substantial rigidity of folded proteins, peptides display consid-
erable flexibility in solution. While effective conformational
restriction has been achieved in a number of cases,[8±12]


particularly through intramolecular cyclization, not all attempts
to restrain the mobility of peptide chains are likely to meet with
success. Secondly, contrary to a somewhat simplistic view of
epitopes as easily mimicked by linear peptides, most antigenic
sites are found to be discontinuous; that is, they involve residues
that may be spatially close due to the folding of the antigen, but
which are distant in the sequence, or even belong to different
protein subunits, as is often the case with viral antigens.
Therefore, attempted chemical reconstruction of such discon-
tinuous sites[13±15] must not only incorporate different sequences
into a single molecular entity, but also ensure that the antigeni-


cally critical residues are displayed in a native-like arrangement
that favors effective immune recognition by the host.
In a preliminary communication, we have developed a


rational, structure-based approach to this problem,[16] relying
on two essential types of information: 1) the three-dimensional
structure of the antigen, and 2) the identification of key residues
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involved in antigenic recognition events. Foot-and-mouth dis-
ease virus (FMDV) is a suitable model to test our approach,
because the crystal structures of several of its serotypes are
known[17±19] and it has one such discontinuous antigenic site–
termed site D in serotype C–involving three amino acid resi-
dues from viral envelope protein VP2 and one each from VP1
and VP3.[19, 20] In the crystal structure of FMDV isolate C-S8c1,
these five amino acids cluster within a discrete region at the
interface between VP1, VP2, and VP3, and four of them are
located on highly exposed loops on the viral surface (Figure 1). In
serotype O, the region homologous to site D is known to be
involved in binding to heparan sulfate residues on the surface of
the host cell and thus to play a crucial role in the mechanisms of
viral internalization and infectivity.[21, 22] We were thus interested
in designing peptides that could achieve a certain level of
functional mimicry of this discontinuous antigenic site, capable
of eliciting a virus-reactive, neutralizing (ideally protective)
immune response. The results in this paper show that these
goals have been fulfilled to a significant extent by the peptide
constructions that we have designed and assembled.


Figure 1. The discontinuous antigenic site D of FMDV, isolate C-S8c1, involves
one loop from each outer capsid protein VP1 (blue), VP2 (yellow), and VP3 (red).
Antigenically relevant residues (Thr193 (VP1), Ser 72, Asn74, and His79 (VP2), and
Glu58 (VP3)) on the virus surface are shown as CPK models. In the synthetic
replica of this antigenic site, the three loops are covalently joined into a
construction that, to a significant extent, reproduces the mutual distances and
orientations between these five residues. The VP2 and VP3 segments, antiparallel
to each other, are fused into a single sequence by means of a modular PP spacer
between the carboxyl of Pro84 (VP2) and the amino group of Pro52 (VP3). Ile 190
and Gly191 (VP1) have been replaced by Pro to reinforce the incipient polyproline
conformation of this segment. Thr53 (VP3) and Leu188 (VP1) have been replaced
by cysteine to allow the connection of VP2/VP3 and VP1 segments through a
disulfide bridge.


Results


Design of site D mimic D8


Antigenic site D of FMDV, isolate C-S8c1, has been localized on
the interface between VP1, VP2, and VP3 coat proteins by a
combination of mutational studies and X-ray crystallographic
data.[19] Five residues (Thr193 from VP1, Ser72, Asn74, and His79
from VP2, and Glu58 from VP3) have been identified as
antigenically critical, since FMDV escape mutants selected under


immune pressure from monoclonal antibodies (mAbs) consis-
tently display mutations at these five positions. At least four of
the five relevant residues of site D (Figure 1) are located on
highly exposed loops and define a set of distances compatible
with an antibody paratope (approximately 25� 25 ä2). Our goal
was to incorporate these five residues and their adjoining
regions into a covalent construction that reproduced the
distances and relative orientations of these five residues in the
viral particle to a significant extent, in particular by allowing all of
them to remain on the ™outside∫ of the construction. This
requirement precluded constructions in which the connection
between the three strands involved residues located too near
the surface or the five critical residues. As can be seen in Figure 1,
the VP2 and VP3 loops run antiparallel to each other, which
suggested the possibility of joining them into a single sequence
with the aid of an intervening module of polyproline (PP). The PP
motif[23] was chosen because of its relative rigidity, and was
positioned between two native Pro residues (Pro84 of VP2 and
Pro52 of VP3) at the end of each strand. Initially, the length of the
PP module was set at eight residues, which should reasonably
match the approximately 27 ä distance between the two native
prolines, if a PP type II (PPII) conformation is assumed. Unlike the
VP2 ±VP3 system, VP3 and VP1 run parallel to each other, with
the shortest distance that between Thr53 (VP3) and Leu188
(VP1). This in turn suggested the possibility of mutating both
positions to Cys and linking the strands by means of a disulfide
bridge. In addition, the incipient content of the PPII conforma-
tion observed in the X-ray structure of the VP1 segment
(residues 189 ±192) was reinforced by mutation of both Ile190
and Gln191 to Pro. While these mutations may alter productive
contacts between VP1 and VP3 strands, close juxtaposition of
both strands would still be ensured by the nearby disulfide
bridge.
The end result of this design was the disulfide heterodimer D8,


synthesized (Scheme 1) from two precursor fragments: 33-
residue D8A, with a free Cys, and 7-residue D8B, with its Cys
residue protected/activated as a 3-nitro-2-pyridylsulfenyl (Npys)
derivative, to facilitate directed disulfide formation under mildly
acidic conditions.[24]


Immunological evaluation of D8


The fitness of the D8 construct as a functional mimic of antigenic
site D was evaluated in immunization experiments with guinea
pigs. Preliminary evidence came from direct enzyme-linked
immunosorbent assays (ELISAs) of four anti-D8 sera (Figure 2),
which in all cases gave clear recognition of the viral particle, with
affinities only one to two orders of magnitude lower than mAbs
specific for site D. In addition, a fine epitope mapping (PEPSCAN)
analysis of anti D8 serum from guinea pig 1 with 12-residue
overlapping peptides covering VP1, VP2, and VP3 showed high
responses for peptides VP1(184 ±195) (PRPILPIQPTGD) and
VP1(187 ±198) (ILPIQPTGDRHK), for a cluster of peptides span-
ning the VP2(72 ± 92) region (SQNFGHMHKVVLPHEPKGVYG), and
for peptide VP3(50 ± 61) (ACPTFLMFENVP). The italicized residues
correspond to those included in the synthetic construction.







Mimicry of a Discontinuous Antigenic Site


ChemBioChem 2002, 3, 175 ± 182 177


Scheme 1. Synthesis of Dn peptide constructions reproducing antigenic site D.
Precursor peptides DnA (containing the VP2 and VP3 loops separated by a PP
segment of variable length) and DnB (VP1 loop) regiospecifically form a disulfide
heterodimer through interaction between the free Cys thiol of DnA and the
Cys(Npys) group of the DnB fragment.


While encouraging, these experiments did not
constitute sufficiently compelling evidence that
antibodies were actually mapping the antigenic
site that the peptide had been designed to
reproduce. Confirmation of this crucial aspect
was provided by a competition ELISA between
anti-D8 sera and two canonic site D mAbs, those
originally used in mutational studies to define
the antigenic site.[19] This experiment (Figure 3,
left-hand panels) clearly demonstrated the spe-
cificity of our peptide antibodies, which were
capable of displacing the binding to FMDV of
mAbs specific for site D, but not of mAbs
directed to other antigenic sites.
In sharp contrast with the above results,


guinea pigs given a mixture (a dose and two
boosts) of the three VP1 ±VP3 sequences in-
cluded in the D8 construct but not covalently
joined to one another showed no FMDV-specific
serum conversion, nor did the sera compete
with mAbs specific for site D. All these results
clearly argued for a role of the designed
covalent structure in the display and orientation
of critical site D residues.


Figure 2. Direct ELISA result showing recognition of FMDV by antisera (day 63
p.i.) from guinea pigs 1 ± 4 (�, �, �, and �, respectively) immunized with peptide
D8. Data corrected for preimmune sera absorbance.


Additional evidence of the functional reproduction of site D
by the peptide construct came from both neutralization and
protection experiments. Thus, the antipeptide sera inhibited the
infectivity of FMDV to a moderate extent in a plaque reduction
assay (Table 1). In contrast, sera from animals immunized with
the mixture of VP1, VP2, and VP3 fragments not covalently
joined to one another showed no neutralizing ability. Moreover,
one out of three guinea pigs immunized with D8 was protected
against a challenge with virus, while a second animal developed
only minor lesions at 5 days postchallenge (Table 2).
An obvious extension of the above results was to test the D8


peptide on cattle, the most relevant natural host of FMDV.
Preliminary experiments in this direction gave results compara-


Figure 3. Competition between guinea pig anti-D8 sera and peroxidase-conjugated mAbs 5C4 and
2A12, specific for site D, for FMDV as a plate antigen. Left-hand panels : Sera are labeled as in Figure 2;
�: negative control with sera from animal 2 and noncompeting mAb SD6, directed to an antigenic site
other than site D. Right-hand panels: Competition between bovine anti-D8 sera (day 28 p.i.) and mAbs
5C4 and 2A12 for FMDV as a plate antigen; �: animal 1 and �: animal 2.







D. Andreu et al.


178 ChemBioChem 2002, 3, 175 ±182


ble to those obtained with guinea pigs. For instance, in a
neutralization assay, bovine antipeptide sera afforded up to 60%
reduction of viral infectivity, still detectable (approximately 20%)
at 1:250 dilution (Table 3).


Analogues of D8


The results obtained with the D8 construct, with eight Pro
residues between the VP2 and VP3 segments, suggested it
would be appropriate to explore different lengths of the
connecting module. We used a threefold approach: 1) computa-
tional evaluation of analogues with two to twelve intervening
Pro residues, 2) in vitro assay of four synthetic structures selected
in the previous phase, and 3) immunization of guinea pigs with
the same four candidate peptides.
The D8 construct and ten analogues with different lengths


(n� 2 ±12) of the Pro module component were evaluated for
their ability to emulate the native structure over several cycles of
unrestricted molecular dynamics. Analogues for which a signifi-
cant number of conformations with low relative energies and
root mean square deviations (RMSDs) could be found were


considered potential candidates for synthesis and immunolog-
ical evaluation. Figure 4 (top) shows relative energy and RMSD
profiles of the 100 conformations sampled for the D4 construct.
Three regions (I, II, and III) corresponding to different levels of
structural mimicry and energetic accessibility can be arbitrarily
defined in the graph. Representative conformers from each
region are shown at the bottom of Figure 4, superimposed on
the native epitope. Within region III, a considerable number of


Figure 4. Evaluation of peptide D4 as a mimic of antigenic site D by unrestricted
molecular dynamics at 750 K. Top panel : relative energies (referred to most stable
conformer) and RMSD profiles for 100-sampled frames. Three regions can be
defined: I) Erel� 40 Kcal, RMSD� 3 ä, good epitope mimicry, but energetically
inaccessible, II) Erel� 10 Kcal, RMSD� 6 ä, populated conformations, but adopt-
ing undesirable structures, and III) Erel� 40 Kcal, RMSD� 6 ä, conformations with
a certain degree of epitope mimicry and energetically possible. Bottom panels:
Representative conformations from regions I (one conformer, red), II (one
conformer, green), and III (two conformers, blue) superimposed on the native
epitope (white). The five antigenically critical residues are shown (C�) as spheres.


Table 1. Neutralization titers of guinea pig antisera[a] to peptide D8.


% Reduction of infectivity[b]


Serum dilution 2 20 200


animal 1 30 (5) 28 (6) 14 (1)
animal 2 47 (0) 40 (8) 20 (4)
animal 3 63 (1) 50 (4) 23 (0)
animal 4 52 (6) 22 (0) 4 (1)


[a] Antisera correspond to day 63 p.i. Preimmune serum titers are given in
parentheses. [b] FMDV infectivity measured on BHK cell culture.


Table 3. Neutralization titers of bovine antisera to peptide D8.


% Reduction of infectivity[a]


Serum dilution 2 10 50 250


animal 1 2 weeks 59 44 43 23
4 weeks 65 61 43 33


animal 2 2 weeks 31 17 16 18
4 weeks 22 26 31 16


[a] Measured on BHK cells, as described in the Experimental Section.


Table 2. Protection of guinea pigs against FMDV by immunization with site D
mimic peptide D8.


Animal Inoculum Protection score[a]


(days post challenge)
3 4 5


7 D8 2 0 0 0 0 3 2 0 0 0 2 2 0 0 0
8 D8 3 0 0 1 0 3 2 1 1 0 2 1 1 1 1
9 D8 2 0 0 0 0 3 0 0 0 0 2 0 0 0 0
46 vaccine 4 0 0 0 0 4 0 0 0 0 3 0 0 0 0
47 vaccine 3 0 0 0 0 4 0 0 0 0 3 0 0 0 0
48 vaccine 3 0 0 0 0 4 0 0 0 0 3 0 0 0 0
49 none 4 3 0 1 0 4 3 2 1 2 3 3 2 0 2
50 none 4 1 0 0 0 4 3 2 0 0 2 2 2 0 0


[a] See the Experimental Section for scoring procedure.
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low energy conformations, relatively close to the native
structure, can be found. In these conformations, distances
between Glu58 (VP3) and Thr193 (VP1) or the three VP2 critical
residues (Ser72, Asn74, His79) were quite close to native values,
with deviations of the order of 0.2 ± 2 ä. Interresidue distances
between the VP1 and VP2 segments showed more pronounced
deviations.
In the light of these considerations, construct D4, as well as


D2, D7, and D10, was selected and further evaluated for
accessibility by using Connolly surfaces. The five lowest energy
conformations of each construct were analyzed. For each
analogue selected it was found that at least one conformation
allowed access to the five critical residues similar to or better
than that determined on the viral surface.
The selected D2, D4, D7, and D10 analogues were synthesized


by the same approach as used for D8 and tested for reactivity
with antibodies specific for site D. These antibodies had been
obtained by sequential fractionation of anti-FMDV sera through
affinity columns corresponding to sites A and C. This assay allows
fast and simple screening of potential mimics of site D, in
contrast with the rather slow evaluation of D8 by immunization.
In this in vitro assay, all four analogues showed immunoreactiv-
ities comparable to D8, and considerably higher than those of
the controls (mixture of the VP1, VP2, and VP3 peptides not
covalently joined to one another, or peptides reproducing
antigenic sites A and C).
Finally, the four analogues were used for inoculation in guinea


pigs (three or four animals per peptide) and the corresponding
antisera were evaluated for FMDV recognition, competition with
mAbs specific for site D, and neutralization, as described above
for D8. All four peptides elicited a specific response towards
site D of FMDVand displayed neutralization levels (Figure 5) that,
although modest, allowed a ranking (D8�D4�D7�D10�D2)
that coincided with the results from the in vitro assay of the
peptides versus antibodies specific for site D.


Discussion


The potential advantages of fully synthetic peptide-based
vaccines as alternatives to conventional vaccine preparations
have long been recognized[25, 26] and actively pursued,[4, 7] but
practical applicability has been demonstrated only in a few
cases.[5, 6, 27] Among several factors that hamper this develop-
ment, the genetic and antigenic heterogeneity of RNA viruses is
probably the most serious. The first well-documented example
of a synthetic peptide used as vaccine candidate was the linear
VP1(140 ±160) sequence of FMDV.[28] This peptide elicited virus
neutralizing antibodies but could not fully protect cattle. A
combination of this peptide with a second epitope[4] from the
C-terminal section of VP1 was again only partially successful in
achieving protection of host animals in extensive field trials.[7]


These unsatisfactory protection levels can be related to the fast
mutation rates of FMDV, typical of RNA viruses, that account for
the efficient selection of escape mutants in animals immunized
with a single peptide sequence.[7] One obvious way to address
this problem and hence to increase the success rate of peptide


Figure 5. Neutralization titers of antisera (day 63 p.i.) from guinea pigs immu-
nized with peptides D2, D4, D7, and D10. The corresponding readings of
preimmune sera, which did not exceed 5% plaque reduction in the first dilution,
were subtracted.


vaccines is to use multivalent vaccines incorporating several
antigenic sites.
In FMDV, site A is often referred to as immunodominant, and it


has indeed been shown to attract a substantial proportion
(approximately 50%), but not the entirety, of the immune
response in natural hosts,[29] a fact that clearly suggests a
contribution by other sites, in particular discontinuous site D, to
FMDV immunoreactivity. Therefore, any peptide-based vaccine
targeted at reproduction of the FMDVantigenic repertory should
ideally include representative replicas of site D, in addition to the
well-defined, already available mimics of sites A[12] or C.
The results reported here for site D mimics are a first step


towards the admittedly challenging goal of synthetic reproduc-
tion of discontinuous antigenic sites. We have shown that
structure-guided design, aided by molecular dynamics simula-
tions, can help in the selection of candidate molecules displaying
the three protein loops of site D in a native-like fashion capable
of eliciting, in both guinea pigs and cattle, antipeptide sera that
specifically recognize site D. In all these experiments, virus-
specific serum conversion has been observed, accompanied by
modest but unequivocal levels of neutralization and, in guinea
pigs, by partial protection against a challenge with live virus.
Admittedly, peptide D8 and its Dn analogues can be


envisaged as initial stages of a design process open to further
improvement. For instance, the molecular diversity implicit in
the fairly broad range of intervening Pro residues (n�
2, 4, 7, 8, 10) resulted in Dn analogues with slighter differences
in immune response than could in principle be expected; this
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suggests that structural manipulation at other points in the
construct may be required in a next generation of constructs.
Nevertheless, the basic merits of our approach can easily be
appreciated if the immune responses of the Dn peptides are
compared to those of a mixture of VP1 ±VP3 sequences not
covalently joined to one another; clearly, functional reproduc-
tion of site D is only achieved by the integration of the three
VP1 ±VP3 segments into a single molecular entity.
Our choice of polyproline as spacer was an attempt to find a


balance between rigidity and flexibility. The all-trans PPII
structure expected in aqueous solution (and confirmed by
circular dichroism (CD) measurements, see the Supporting
Information) provides a certain degree of conformational rigidity
in the construction and thus exerts a template-like role. An
admitted drawback of this PPII module is that it draws the VP2±
VP3 strands further apart from each other as its length increases.
On other hand, a longer PP spacer increases the probability that
one of the Pro�Pro bonds is in the cis conformation, which
would in turn result in the two loops being brought closer. This
relative ambivalence has motivated our exploration of different
PP module lengths.
In conclusion, peptide D8 and its analogues provide for


structural preorganization of the protein segments making up
site D, and this amounts to reasonable functional mimicry of this
discontinuous antigenic site. From this it can safely be inferred
that these peptides, in their current or further refined versions,
are obvious candidates for a future multicomponent, peptide-
based vaccine against FMDV.


Experimental Section


Materials : Protected (Boc and Fmoc) amino acids and reagents for
peptide synthesis were purchased from Bachem (Bubendorf, Switzer-
land), Neosystem (Strasbourg, France), or Novabiochem (L‰ufelfin-
gen, Switzerland). p-Methylbenzhydrylamine (0.70 mmolg�1) resin
and PEG-PS (0.31 mmolg�1) resin were from Novabiochem and
Perseptive Biosystems (Framingham, MA), respectively.


Foot-and-mouth disease virus (FMDV) type C-S8c1 is a plaque-
purified derivative of isolate C-S8 (C1-Santapau-Sp/70).[30] The
previously described neutralizing antibodies[19] used to define site D
were elicited against this same isolate and were labeled with
peroxidase for competition experiments. Both labeled and unlabeled
purified mAbs were tested in a sandwich ELISA to estimate their
reactivity with FMDV.


Peptides : The heterodimeric D8 peptide model of antigenic site D
(Figure 1 and Scheme 1) was prepared by directed disulfide forma-
tion[24] from precursor peptides D8A and D8B.


Peptide D8A (Scheme 1, n� 8) was synthesized by Fmoc/TBTU
procedures[31] on a PEG-PS resin functionalized with 4-(�-amino-2�,4�-
dimethoxybenzyl)phenoxyacetic acid handles.[32] The following side-
chain protection was used: tert-butyl (Glu, Ser, Tyr), tert-butoxycar-
bonyl (Lys), and trityl (Asn, Cys, Gln, His). Acidolysis with trifluoro-
acetic acid/thioanisole/ethanedithiol/anisole (90:5:3:2, 25 �C, 2 h)
provided a crude product of sufficient quality (approximately 90% by
HPLC; MALDI-TOF MS: found: 3708.2 [M�H]� ; calcd: 3708.9) to
proceed to the next step. Comparable results were obtained for the
analogous DnA peptides (Scheme 1, n� 2, 4, 7, 10).


Peptide D8B (Scheme 1) was assembled on p-methylbenzhydryl-
amine resin by using Boc-based synthetic procedures, which are
better suited to the use of the 3-nitro-2-pyridylsulfenyl group[33] for
Cys protection and directed heterodisulfide formation. The side
chain of Thr was protected as a benzyl ether. Couplings were
mediated by N,N�-dicyclohexylcarbodiimide. Acidolysis in HF/anisole
(9:1, 0 �C, 1 h) provided the target peptide in �90% purity by HPLC,
with correct amino acid analysis and MALDI-TOF mass spectra
(found: 820.9 [M�H]� ; calcd: 821.3).
Peptides D8A (18.2 mg, 5 �mol) and D8B (6.2 mg, 7.5 �mol) were
jointly dissolved in 0.01M AcOH (5 mL, pH 4.5), and left for 1 h at
25 �C, as described;[34] purified heterodimer D8 (�95% by HPLC;
16.2 mg, 3.7 �mol, 74%) was obtained after preparative reverse-
phase chromatography (Vydac C18 column, 2.5� 30 cm) with a 10±
40% gradient of acetonitrile in water (with 0.05% trifluoroacetic
acid). Peptide D8 gave satisfactory amino acid analysis and MALDI-
TOF mass spectra (found: 4373.0 [M�H]� ; calcd: 4373.2). Dn
analogues were prepared similarly (see the Supporting Information
for analytical data).


Control sequences corresponding to the VP1 (PIQPTG), VP2
(PSQNFGHMHKVVLP), and VP3 (PTFLMFENVPY) regions of antigenic
site D,[19] and peptides A24 (TTTYTASARGDLAHLTTTHARHLPC) and
C15 (CDRHKQPLVAPAKQLL), corresponding respectively to antigenic
sites A[35] and C[19] of FMDV, isolate C-S8c1, with an additional Cys
residue (in italics) at either the C or the N terminal, were all prepared
by conventional Boc solid-phase methods[36] and characterized as
above.


Immunizations : Guinea pigs (Dunkin Hartley Hsd Poc: DH) were
inoculated subcutaneously with peptide (0.5 mg) in PBS (100 �L) and
CFA (100 �L) and boosted intradermally with the same amount of
immunogen in PBS and IFA (100 �L each) on days 21 and 42 p.i.
Control animals were inoculated with PBS ±CFA as above, without
peptide. Blood samples were taken at days 0 (preimmune), 21, 42,
and 63 p.i. and processed as described.[37] For the protection
experiment, three guinea pigs (nos. 7 ± 9, Table 2; ID-Lelystad, inbred)
were given peptide (0.5 mg) in PBS (100 �L) and CFA (100 �L) and
boosted intradermally with the same amount of immunogen in PBS
and IFA (100 �L each) on days 22 and 43 p.i. Two controls (nos. 49
and 50) were inoculated once at day 0 with PBS-CFA as above,
without peptide. Three controls (nos. 46 ± 48) were vaccinated at
day 43 with inactivated virus, type C-S8c1 (1 �g), in aluminium
hydroxide ± saponin adjuvant. Blood samples were taken at days 0
(preimmune), 21, 42, and 56 p.i.


Two bovines were each inoculated subcutaneously with peptide
construct (1 mg), emulsified in PBS (1 ml) and IFA (1 ml). Blood
samples were taken at days 0 (preimmune), 28, 56, and 70 p.i.


Immunochemical evaluation of antipeptide sera : Direct ELISAs of
anti-Dn sera were performed on microtiter plates coated with FMDV
(clone C-S8c1; 1 pmol in PBS (100 �L)) at 4 �C overnight, then blocked
with 5% BSA in PBS for 2 h. Serial dilutions of 63-day sera in 1% BSA
in PBS were incubated for 1 h at 25 �C; plates were washed with 0.1%
Tween in 0.1% BSA in PBS. Goat peroxidase labeled anti-guinea pig
IgG was then added and incubation was carried out for 1 h, followed
by treatment with H2O2/o-phenylenediamine. Absorbance was
measured at 492 nm and corrected for background noise (preim-
mune sera).


For competitive ELISAs, 63-day serum dilutions were preincubated
with nonsaturating amounts of peroxidase-labeled mAbs specific for
site D (2A12, 2E5, and 5C4) for 90 min at 25 �C, and then added to the
plates and quantified as above, with mAb SD6 (specific for site A)[38]


as the control.







Mimicry of a Discontinuous Antigenic Site


ChemBioChem 2002, 3, 175 ± 182 181


Neutralization assays : A plaque reduction assay[39] was carried out
on BHK cell monolayers. Serial dilutions of sera were preincubated in
duplicate with approximately 150 pfu of FMDV for 90 min at 25 �C.
Aliquots (200 �L) of each mixture were added to p60 Petri plates and
incubated for 60 min at 37 �C. Cell monolayers were washed with
DMEM and agar medium was added. After 24 h, cells were fixed with
10% formaldehyde and stained with crystal violet. Plaque reduction
levels were determined relative to a positive control (150 pfu of
FMDV, no antisera) and corrected for background signals (plaque
reduction of preimmune sera).


Molecular dynamics : Molecular modeling was performed with the
Insight II/Discover software package, with the cvff force field and ��
4rij .[40] Different constructs based on the original D8 design were
evaluated, with variable (n� 2±12) number of Pro residues con-
necting Pro84 (VP2) and Pro52 (VP3). For each construct, the starting
structure (all residues in extended conformation except the PP
module) was first minimized by restricting values of dihedral angles
and C� ±C� distances among the five relevant residues (Thr193
(VP1), Ser72, Asn74, and His79 (VP2), and Glu58 (VP3)) to those in
the native structure (with a margin of �0.5 ä and �10�). Standard
dihedral angles (���78�, ���146�, ���180�) were used for
the PPII connecting module.[23] This minimized structure was
submitted to 10 cycles of unrestricted molecular dynamics, consist-
ing of a 100 fs equilibration step followed by 3 ps at 750 K.
Conformations were sampled every 300 fs and minimized without
restrictions (100 different structures). For each sampled conforma-
tion, an RMSD parameter was calculated by superimposition of the
C� centers of the five relevant residues on the viral structure.
Accessibility parameters were derived from Connolly surfaces[41]


generated for r�1.4 ä. Solvent-accessible areas were estimated for
the five antigenically critical residues in the five most stable
conformations of each construct and normalized to the homologous
residue on the viral surface.


In vitro screening of candidate peptides : Analogues of D8 peptides
were evaluated for recognition by antisera directed against site D in a
direct ELISA. Plates were coated with peptide (0.5 �g) in PBS (100 �L)
overnight at 4 �C and treated with serial dilutions of antisera. Bound
antibody was quantified as described above.


Antibodies directed against site D were obtained by fractionation of
sera,[29] from guinea pigs vaccinated with inactivated FMDV, through
two consecutive affinity columns, the ligands of which were peptides
A24 and C15, respectively (see above), bound to aminohexyl
sepharose by means of the heterobifunctional linker MBS.


Challenge experiments : Guinea pigs were challenged at day 64 p.i.
with FMDV type C-S8c1 adapted for guinea pigs. A virus suspension
(20 �L) containing 103 pfu�L�1 was injected intradermally into the
left hind footpad and the animals were examined at days 3, 4, and 5.
The score was based on the lesions and expressed on a scale from 0±
4 (0�no reaction, 4� severe reaction) for the feet and 0±1 for the
tongue in the order: behind left foot, behind right foot, front right
foot, tongue, front left foot. Guinea pigs with no lesions or only
lesions at the injection site were considered protected; those with
more extensive lesions were considered unprotected.


Abbreviations


ALSA aluminium hydroxide ± saponin
BHK baby hamster kidney
Boc tert-butyloxycarbonyl
BSA bovine serum albumin
CD circular dichroism
CFA complete Freund's adjuvant


DMEM Dulbecco's modified Eagle medium
ELISA enzyme-linked immunosorbent assay
FMDV foot-and-mouth disease virus
Fmoc 9-fluorenylmethyloxycarbonyl
HPLC high-performance liquid chromatography
IFA incomplete Freund's adjuvant
mAbs monoclonal antibodies
MALDI-TOF MS matrix-assisted laser desorption/ionization time of


flight mass spectrometry
MBS 3-maleimidobenzoic acid N-hydroxysuccinimide


ester
Npys 3-nitro-2-pyridylsulfenyl
PBS phosphate-buffered saline
PEG polyethylene glycol
PEPSCAN fine epitope mapping
pfu plaque-forming units
p.i. postimmunization
PP polyproline
PPII polyproline type II structure
PS polystyrene
RMSD root mean square deviation
TBTU 2-(1H-benzotriazol-1-yl)-1,1,3,3-tetramethyluroni-


um tetrafluoroborate
Trt triphenylmethyl
VP viral protein
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Quantification of the Raf-C1 Interaction With
Solid-Supported Bilayers
Andreas Eing,[b] Andreas Janshoff,[c] Hans-Joachim Galla,[b] Christoph Block,[d] and
Claudia Steinem*[a]


By use of the quartz crystal microbalance technique, the interaction
of the Raf ± Ras binding domain (RafRBD) and the cysteine-rich
domain Raf-C1 with lipids was quantified by using solid-supported
bilayers immobilized on gold electrodes deposited on 5 MHz quartz
plates. Solid-supported lipid bilayers were composed of an initial
octanethiol monolayer chemisorbed on gold and a physisorbed
phospholipid monolayer varying in its lipid composition as the
outermost layer. The integrity of bilayer preparation was monitored
by impedance spectroscopy. For binding experiments, a protein
construct comprising the RafRBD and Raf-C1 linked to the maltose
binding protein and a His tag, termed MBP-Raf-C1, was used.
Dissociation constants and rate constants of the association and
dissociation were obtained for various 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC)/1,2-dimyristoyl-sn-glycero-3-phosphoser-
ine (DMPS) lipid mixtures. Independently of the phosphatidylserine
(PS) content, the dissociation constants were in the order of 5�
10�7M, while the on-rate constants were in the range of 2�
103 (M s)�1 and the off-rate constants in the range of 1� 10�3 s�1.


The maximum frequency shift increased significantly with increas-
ing amounts of DMPS; this indicates that this negatively charged
lipid is the primary binding site for MBP-Raf-C1. Exchange of DMPS
for 1,2-dimyristoyl-sn-glycero-3-phosphoglycerol (DMPG) did not
alter the thermodynamics and kinetics of protein binding, which
implies that the protein interaction is mainly electrostatically
driven. Scanning force microscopy (SFM) was employed to render
protein adsorption visible and to confirm the assumption of a
protein monolayer on the lipid layer. SFM images clearly revealed
that the protein binds preferentially, but not solely, to negatively
charged phosphatidylserine headgroups. We hypothesize that PS-
enriched domains are initial binding sites with high affinity for Raf-
C1, but that lateral interactions may account for protein domain
growth.


KEYWORDS:


biosensors ¥ quartz crystal microbalance ¥ Raf kinase ¥
scanning probe microscopy ¥ solid-supported bilayers


Introduction


The Ras/Raf/MEK/ERK cascade plays a pivotal role in the
regulation of cell growth and differentiation. One major
constituent of this cascade is Raf, a member of the serine/
threonine protein kinase family that mediates signals from the
cell surface to the nucleus by activation of the mitogen-activated
protein kinase.[1±3] A critical step in the activation of Raf is its
interaction with membrane-anchored Ras, a small GTPase,
through its Raf ± Ras binding domain (RafRBD). In vivo, in its
active GTP-bound state, Ras recruits Raf to the plasma mem-
brane, which is the first step in Raf activation.[4±6] However, Ras
interaction alone is not sufficient to activate Raf kinase; other
events such as Raf phosphorylation may also be required.[3]


Although little is known about the mechanism of Raf
activation, the structure of Raf is well resolved. Three isoforms
of Raf can be distinguished in mammals: A-Raf, B-Raf, and C-Raf-
1, the last being the best studied.[7] C-Raf-1 consists of an
N-terminal noncatalytic region and a C-terminal kinase domain
(Figure 1A). If the N-terminal region is missing (v-Raf oncopro-
tein), the kinase is constitutively active; this indicates that the
N-terminal part locks the kinase in an inactive conformation and
so is responsible for its regulation.[8] The noncatalytic N-terminus
of Raf is composed of two regions (CR1 and CR2) that are highly
conserved between different members of the Raf family. The first


conserved region (CR1) consists of two modules, the RafRBD
(amino acids 51 ±131) and a C1-type, cysteine-rich domain (Raf-
C1, amino acids 139 ±184). While Ras binding to the RafRBD is
well understood, the role of the Raf-C1 domain has remained
elusive. Raf-C1 is a structural homologue of the protein kinase C
phorbol ester binding domain that exhibits the zinc-finger motif.
Four cysteine residues within the amino acid sequence
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CX2CX9CX2C, together with two histidine residues, complex two
zinc ions with high affinity.[9±13] Structurally, Raf-C1 resembles a
protein kinase C of the aPKC category. In contrast to both cPKCs
and nPKCs, aPKCs contain only one cysteine-rich domain and
their activity is not affected by diacylglycerol or phorbol esters. It
was demonstrated that Raf-C1 also interacts with neither
diacylglycerol nor phorbol esters.[14, 15] However, it cannot be
ruled out that an unidentified lipid cofactor, such as a ceramide,
might interact with Raf-C1 instead.[16, 17] Evidence for such a
cofactor is the fact that Raf cannot be fully activated by Ras in
vitro. Despite these similarities between PKCs and Raf-C1, only a
few studies have addressed the role of Raf-C1 in lipid binding. A
possible interaction between Raf-C1 and phospholipids was
investigated by vesicle binding experiments and microtiter plate
assays. Ghosh et al.[14] showed that Raf-C1 interacts with vesicles
containing phosphatidylserine and Improta-Brears et al.[18] found
supporting results when they used an enzyme-linked immuno-
sorbant assay (ELISA) based on lipid-covered microtiter plates.
However, quantification of protein binding with these assays is
rather difficult and binding kinetics cannot be obtained.


Lipid bilayers immobilized in a highly ordered fashion on a
solid support in conjunction with appropriate transducers have,
however, been proven to be well suited for study of lipid ±pro-
tein interactions in a quantitative fashion.[19] Different prepara-
tion techniques to prepare these so-called solid-supported
membranes are available.[19] The Langmuir ± Blodgett and Lang-
muir±Sch‰fer techniques and techniques based on the chemi-
sorption of thiol or disulfide components, for instance, are
appropriate for immobilization of lipid bilayers on gold surfaces.
Common techniques with which to study lipid ± protein inter-
actions on solid supports are optical (ellipsometry, surface
plasmon resonance spectroscopy, interferometry) and electro-
chemical methods (cyclovoltammetry, impedance spectrosco-
py). Besides these well-established techniques, the quartz crystal
microbalance (QCM) has also been recognized in recent years as
a new versatile and label-free technique with which to follow
adsorption processes at solid/liquid interfaces in chemical and
biological research. For a current review on the quartz crystal


microbalance and its applications in biosensing,
see Janshoff et al.[20]


The objective of this study was to develop a
quantitative in vitro assay–based on solid-
supported bilayers in conjunction with the
quartz crystal microbalance technique–for the
determination of thermodynamic and kinetic
data for interactions between Raf-C1 and lipid
bilayers. The influence of variations in the lipid
bilayer composition on the binding behavior of
Raf-C1 was investigated. To corroborate the
obtained results, in situ scanning force micros-
copy was utilized to visualize binding of Raf-C1
to solid-supported membranes.


Results


Binding of Raf-C1 to DMPC/DMPS


Since isolation of functional full-length c-Raf-1 had not as yet
been successful and we were mainly interested in the interaction
between Raf-C1 and lipid membranes, we used a protein
construct composed of amino acids 51 ±194, incorporating the
RafRBD and Raf-C1 components, fused to a maltose binding
protein (MBP) at the N terminus to improve its solubility and a
His Tag containing six histidine residues at the C terminus
(Figure 1B). This protein construct is termed MBP-Raf-C1. The
molecular structure of amino acids 51 ±194 has been deter-
mined by NMR spectroscopy[15, 21] and ensures proper folding of
the domains.


Lipid bilayers composed of a first chemisorbed octanethiol
monolayer and a second phospholipid monolayer subsequently
fused onto the first one were prepared on the gold surface of a
quartz plate for binding experiments (Figure 2). Characteristic


Figure 2. Schematic representation of a functionalized quartz surface with an
immobilized lipid bilayer composed of an octanethiol monolayer and a
physisorbed phospholipid monolayer. The equivalent circuit on the right-hand
side was used for impedance data evaluation. Cm represents the capacitance of
the alkanethiol monolayer and the bilayer composed of the alkanethiol and a
phospholipid, respectively, and Re represents the Ohmic resistance of the
electrolyte and the wire connections.


Figure 1. A) Schematic drawing of the structure of full-length c-Raf-1. The protein is composed of
three conserved regions: CR1, CR2, and CR3. CR1 comprises the Raf ± Ras binding domain (RafRBD)
and the cysteine-rich domain termed Raf-C1. CR2 is a serine/threonine-rich domain, which is a
phosphorylation site. CR3 is the catalytic domain located near the C terminus. B) Schematic
representation of the protein construct used in this study. CR1, incorporating amino acids 51–193,
which comprise RafRBD and RafC1, is fused to a maltose binding protein. A His tag composed of six
histidine residues is added at the C terminus to facilitate purification of the protein construct.
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electrical parameters of the octanethiol monolayer and the lipid
bilayer can routinely be determined from the impedance spectra
by means of impedance analysis, to ensure reproducible bilayer
preparations. For data evaluation, an equivalent circuit com-
posed of a capacitance Cm representing the octanethiol mono-
layer was used in series with an Ohmic resistance Re to represent
the bulk resistance and the wire connections (Figure 2). This
equivalent circuit is valid, as octanethiol forms almost defect-free
monolayers, resulting in a solely capacitive behavior in the
observed frequency range.[22] By fitting the equivalent circuit to
the data, the capacitance of the octanethiol monolayer was
determined to be (2.1�0.2) �Fcm�2. After formation of the
hydrophobic monolayer, vesicles composed of 1,2-dimyristoyl-
sn-glycero-3-phosphocholine (DMPC) and 1,2-dimyristoyl-sn-
glycero-3-phosphoserine (DMPS) were fused to form the second
layer and impedance spectra were taken again. Data evaluation
was conducted by using the same equivalent circuit. In this case,
Cm represents the capacitance of the lipid bilayer. The assump-
tion of a series connection of the capacitances of the two
monolayers allows the specific capacitance of the second
phospholipid monolayer to be calculated; for a DMPC/DMPS
(7:3) monolayer it was determined to be (2.1� 0.7) �Fcm�2.


The lipid bilayers thus prepared were used for binding
experiments with MBP-Raf-C1, by means of the quartz crystal
microbalance technique. A typical response of a 5 MHz quartz
resonator before and after injection of the protein, with a final
concentration of 0.3 �M, is depicted in Figure 3A. The time of
injection is set to zero. The immediate decrease in resonance


Figure 3. A) Resonance frequency shift of a 5 MHz quartz surface functionalized
with a lipid monolayer composed of DMPC/DMPS (7:3) physisorbed on an
octanethiol monolayer. The time of injection is set to zero. A protein solution with
a final concentration of 0.3 �M was added. The experiment was performed in PBS
buffer (pH 7.4). The green line is the result of fitting the parameters of Equation (3)
to the data. B) Response of the 5 MHz quartz plate after addition of a protease.
After MBP-Raf-C1 had bound to the surface and the system had been thoroughly
rinsed with buffer solution, Pronase E was added with a final concentration of
0.0125 mgmL�1.


frequency (�f� f(t)� f0) is indicative of protein adsorption to the
lipid bilayer. After 40 minutes, an equilibrium frequency shift of
25 Hz has been reached. To ensure that protein had indeed been
adsorbed onto the lipid bilayer, a protease, Pronase E, was added


after protein binding was complete and the system was rinsed
with buffer. As shown in Figure 3B, the resonance frequency of
the quartz increased by 16 Hz after injection of the protease; this
indicates that bound protein was removed from the lipid
interface. The frequency increase after protease digestion was
9 Hz less than the corresponding frequency decrease. This might
be explained by protein material still remaining on the surface.


For a quantitative analysis of the kinetics of protein binding,
we assumed that the rate-limiting step was the adsorption of the
protein onto the surface, while diffusion-limiting steps were
neglected, and that all individual protein binding sites were
independent of each other (that is, no cooperativity took place).
The binding kinetics can then be described by Equation (1),
where �(t) is the surface coverage at any given time, Kd the
dissociation constant of the monomolecular reaction, and c0 the
protein concentration of the bulk.


��t� � K�1
d c0


1 � K�1
d c0


1 � exp �t


�


� �� �
(1)


� is defined as the lifetime as in Equation (2), where kon is the
rate constant of association and koff the rate constant of
dissociation.


�(c0) � 1


kon c0 � koff


(2)


Since the resonance frequency shift �f is proportional to the
amount of adsorbed material,[23] Equation (1) can be rewritten as
Equation (3), where �fe is the equilibrium frequency shift for a
given bulk protein concentration c0 .


�f(t) � �fe


�
1�exp


�
� t


�


��
(3)


By fitting the parameters of Equation (3) to the data, the
equilibrium frequency shift and the lifetime � can be obtained. In
Figure 3A the result of the fitting routine is shown as a solid line
with the corresponding parameters for �fe� (25�1) Hz and ��
(480� 20) s�1.


Determination of binding constants and rate constants for
Raf-C1 binding to DMPC/DMPS


The experiment described above clearly shows that the inter-
action between MBP-Raf-C1 and solid-supported bilayers can be
monitored in situ by means of the quartz crystal microbalance
technique. To obtain the dissociation constants Kd and the rate
constants of association and dissociation (kon and koff , respec-
tively) protein concentration dependent measurements were
performed on lipid bilayers composed of octanethiol and DMPC/
DMPS (7:3). The concentration of MBP-Raf-C1 was varied
between 0±16 �M and the equilibrium resonance frequency
�fe and � were extracted by fitting Equation (3) to the data. The
results are shown in Figure 4 as plots of �fe versus c0 (plot A) and
� versus c0 (plot B). Fitting of a Langmuir adsorption isotherm
[Eq. (4)] to the data shown in Figure 4A results in a value for the


�fe(c0) � �fmax


K�1
d c0


1 � K�1
d c0


(4)
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Figure 4. A) Adsorption isotherm of MBP-Raf-C1 (�) and MBP (�). A lipid bilayer
immobilized on a 5 MHz quartz plate composed of DMPC/DMPS (7:3) was used
for each experiment. �fe and � were obtained by fitting those parameters to the
time course of the resonance frequency shift after addition of the corresponding
amount of protein, by using Equation (3). By assuming a Langmuir adsorption
isotherm [Eq. (4)] , the dissociation constant Kd and the maximum frequency shift
�fmax were extracted. B) � versus c0 plot. The rate constants of association and
dissociation of MBP-Raf-C1 binding were determined by fitting Equation (2) to the
data. The values are summarized in Table 1.


dissociation constant of Kd� (2.4�1.1)�10�7M and a frequency
shift �fmax for maximum protein surface coverage of (50�3) Hz.


Rate constants of association and dissociation were obtained
by fitting Equation (2) to the data depicted in Figure 4B. The rate
constants were determined to be kon� (2000� 100) (M s)�1 and
koff� (10.5�0.3)� 10�5 s�1. From the kinetics data, Kd can also be
calculated by Equation (5) resulting in a value of Kd� (5.4�
0.3)�10�7M.


Kd � koff


kon


(5)


In order to ensure that the observed protein adsorption can
be attributed to a specific binding of the Raf-C1 domain to
phophatidylserine, we performed two different sets of control
experiments. Firstly, we investigated the adsorption behavior of
MBP-Raf-C1 onto neat DMPC. Up to concentrations of 3 �M,
which would correspond to 92% coverage in the case of the
adsorption of MBP-Raf-C1 to DMPC/DMPS (7:3), no significant
frequency shift was observed. In the concentration range of 3 ±
8 �M, a maximum frequency decrease of (8� 4) Hz was observed;
this is well below the frequency shifts obtained for MPB-Raf-C1
bound to DMPC/DMPS (7:3). Secondly, we investigated the
adsorption of maltose binding protein linked to the six histidine


residues (MBP) onto DMPS-containing bilayers. Up to 2 �M of
MBP, which corresponds to 89% coverage in the case of the
adsorption of MBP-Raf-C1 to DMPC/DMPS (7:3), no frequency
decrease was observed, while at higher concentrations a
decrease in resonance frequency was registered (Figure 4A).
The kinetics of MBP binding to DMPC/DPMS (7:3) were not
reproducible. From our results we conclude that DMPS is the
primary binding site for Raf-C1, while nonspecific adsorption of
MBP onto DMPC/DMPS is only observed at higher protein
concentrations.


Variation of the DMPS content


By varying the phosphatidylserine content we addressed the
question of whether the DMPS content, and hence the effective
negative surface charge density, affects the thermodynamic and
kinetic parameters of Raf-C1 binding to the bilayer. We
determined binding isotherms for bilayers containing
10 mol%, 30 mol%, and 100 mol% DMPS; the thermodynamic
and kinetic data are summarized in Table 1. The most significant
difference between the three bilayer systems under investiga-
tion is the increase in �fmax with increasing DMPS content. The
dissociation constants increased only slightly with increasing
DMPS content, and no appreciable changes in the rate constants
of association and dissociation were detected.


In order to investigate the maximum frequency decrease
dependent on the DMPS content of the bilayer in more detail,
we measured the maximum frequency shifts at protein concen-
trations above 5 �M. Independent of the DMPS content, this
MBP-Raf-C1 concentration corresponds to a protein surface
coverage of more than 90%, given the obtained dissociation
constants of the three investigated bilayer compositions. To
ensure that the quality of the lipid bilayer was not influenced by
the lipid composition, the capacitance values were independ-
ently measured by impedance analysis. The results are summa-
rized in Table 2. Except for bilayers composed of neat DMPS, the
capacitance values were independent of the amount of
negatively charged DMPS, with an average value of Clipid�
(2.1�0.2) �Fcm�2. The slightly larger capacitance value of a neat
DMPS monolayer physisorbed onto an octanethiol monolayer
might be due to the large surface charge density preventing
tight packing of the lipids because of electrostatic repulsion and
thus increasing the number of defects within the lipid mono-
layer. As defects would increase the amount of water molecules
within the lipid monolayer, the mean dielectric constant and,
therefore, the capacitance would be increased.


Table 1. Thermodynamic and kinetic data of adsorption of MBP-Raf-C1 onto various lipid bilayers immobilized on gold surfaces of 5 MHz quartz plates.


Acidic lipid content [mol%][a] ��fmax [Hz] Kd [M] kon [(Ms)�1] koff [s�1] Kd [M][b]


10 (PS) 19� 3 (1.5� 0.2)�10�7 (1.4�0.1)� 103 (5.5�0.9)�10�4 (3.9� 0.7)� 10�7


30 (PS) 50� 3 (2.4� 0.1)�10�7 (2.0�0.1)� 103 (10.5�0.3)�10�4 (5.4� 0.3)� 10�7


100 (PS) 96� 6 (8.3� 0.3)�10�7 (1.8�0.2)� 103 (10� 1)� 10�4 (5.8� 0.8)� 10�7


30 (PG) 54� 6 (3.2� 0.2)�10�7 (2.3�0.6)� 103 (11� 1)� 10�4 (4.8� 1.3)� 10�7


[a] PS: phosphatidylserine, PG: phosphatidylglycerol. [b] The dissociation constant was calculated from the obtained rate constants.
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The maximum frequency shifts obtained for the different
bilayer preparations are shown in Figure 5. A nonspecific
adsorption with a mean frequency shift of (8� 4) Hz was
observed, consistent with the binding of MBP-Raf-C1 to neat
DMPC. With increasing DMPS content the resonance frequency


Figure 5. Shifts in resonance frequencies dependent on the variation of the
DMPS content in the second leaflet of the solid-supported bilayer. A MBP-Raf-C1
concentration of greater than 5 �M was added and the resonance frequency shift
was extracted by fitting Equation (3) to the data.


shift increased considerably. Up to a DMPS content of 30 mol%
the increase in �f was almost linear, leveling off at higher PS
concentrations. The assumption of a linear correlation between
the amount of adsorbed protein and the resonance frequency
shift led to the conclusion that the surface was not fully covered
with proteins even at high DMPS concentrations and that DMPS
was essential for MBP-Raf-C1 binding. To support this hypoth-
esis, we conducted scanning force microscopy imaging to view
protein binding to a lipid membrane directly.


Scanning force microscopy (SFM)


From our previous studies we know that Langmuir ± Blodgett
(LB) layers composed of 1,2-dipalmitoyl-sn-glycero-3-phospho-
choline (DPPC) and 1,2-dipalmitoyl-sn-glycero-3-phosphoserine
(DPPS), deposited from a water or calcium ion containing
subphase on a DPPC LB monolayer exhibit distinct round
domains strongly enriched in DPPS.[24] These micrometer-sized


domains are well suited for monitoring protein adsorption in
situ.[25] Here, we attempted to use this well-defined system to
investigate whether MBP-Raf-C1 binds solely to PS domains or
whether it binds homogeneously to a lipid membrane and
whether it binds as a monolayer. Figure 6A shows a topographic


Figure 6. A) Scanning force microscopy image of a DPPC ±DPPC/DPPS Lang-
muir ± Blodgett bilayer obtained in contact mode. The image size is 50� 50 �m2.
The inset shows a lateral force microscopy image (backward scan) with a size of
34� 34 �m2. Dark areas are discernible and can be attributed to DPPS-enriched
domains. B) Topographic image after addition of 5 �M MBP-Raf-C1. Bright, higher
domains with varying sizes have become visible. Image size: 50� 50 �m2.


image of a lipid bilayer composed of DPPC and DPPC/DPPS (4:1).
The lipid bilayer appears rather flat, with some small defects
discernible as dark spots. With the aid of lateral force microscopy,
the more rigid DPPS-enriched domains can be visualized as
darker areas in the backward scan direction (Figure 6A, inset) ;
this indicates stronger lateral forces at the darker domains. After
incubation of the lipid layer with a 5 �M MBP-Raf-C1 solution for
30 minutes, domains with an increased height appear, and these
can be attributed to adsorbed proteins (Figure 6B). The ad-
sorbed proteins were easily moved on the surface by applying
higher load forces with the SFM tip. The load force of the tip had
to be adjusted as low as possible to obtain good quality images.
From the topographic images it can be concluded that the
protein adsorbs as a monolayer and does not form multilayers;
thus, the assumption of a Langmuir-like adsorption isotherm is
justified. However, it is also evident that the protein preferen-
tially binds to round, DPPS-enriched domains and is not
homogeneously distributed on the surface. From lateral force
microscopy imaging and secondary ion mass spectrometry, we
know that approximately (30� 5)% of the overall area of the LB-
layer is occupied by DPPS-enriched domains.[24, 25] Here, the
protein coverage is (58� 5)%, considerably more than the area
of the PS domains. This indicates that the protein does not only
adsorb onto the negatively charged DPPS domains. It is
conceivable that binding initially occurs at the negatively
charged domains, while MBP-Raf-C1 over time becomes dis-


Table 2. Capacitance values of octanethiol/phospholipid bilayers and phos-
pholipid monolayers dependent on the DMPS content in the second
phospholipid monolayer.[a]


DMPS [mol%] COT-lipid [�Fcm�2] Clipid [�Fcm�2]


0 1.0� 0.2 2.2�1.1
5 1.0� 0.1 1.8�0.3


10 1.0� 0.1 1.8�0.3
20 1.1� 0.2 2.3�0.8
30 1.1� 0.2 2.1�0.7
70 1.1� 0.1 2.2�0.5


100 1.2� 0.2 3.0�1.2


[a] The capacitances were obtained by fitting an equivalent circuit
composed of a series connection of a capacitor and a resistance to the
impedance data. The capacitance of the second phospholipid monolayer
was calculated by assuming a series connection of the capacitance of the
octanethiol and the phospholipid monolayer.
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tributed over a larger area, due to lateral interaction of the
proteins. There are also small brighter spots observable between
the protein domains, which indicate MBP-Raf-C1 binding,
probably to defects within the LB bilayer. A height analysis of
the topographic images after adsorption of MBP-Raf-C1 reveals
two distinct peaks (Figure 7). The peak difference corresponds to
the protein height, which was determined to be (6.0� 0.3) nm,
characteristic for a protein monolayer on the surface.


Figure 7. Depth analysis (Gaussian filter) of the topographic image of the
adsorbed protein domains on the lipid bilayers shown on the left. The area used
for depth analysis is marked by a rectangle. Two well-separated height
distributions, attributable to the protein layer and the lipid layer, respectively,
were decomposed by fitting mixed Lorentzian/Gaussian functions to the data. The
height difference between the two peaks was determined to be 6 nm.


Interaction between MBP-Raf-C1 and phosphatidylglycerol


Since phosphatidylserine appears to be crucial for binding of
MBP-Raf-C1 to lipid bilayers, we next addressed the question of
whether the interaction between MBP-Raf-C1 and phosphati-
dylserine is specific and depends on the molecular structure of
the lipid or whether binding is predominately electrostatically
driven. For that purpose, we replaced DMPS with 1,2-dimyristoyl-
sn-glycero-3-phosphoglycerol (DMPG), which has a net negative
charge of �1, as DMPS does. A lipid mixture composed of
DMPC/DMPG (7:3) was used for binding experiments. The
obtained adsorption isotherm of MBP-Raf-C1, together with that
of the adsorption of DMPC/DMPS (7:3), is depicted in Figure 8.
Fitting of a Langmuir adsorption isotherm [Eq. (4)] to the data
results in a value for the dissociation constant Kd of (3.2�0.2)�
10�7M and a frequency shift �fmax for maximum protein surface
coverage of (54�6) Hz, very similar to the values obtained for
DMPC/DMPS. Rate constants of association and dissociation
were obtained by fitting Equation (2) to the data and are also in
the same range. The results are summarized in Table 1.


Discussion


The quartz crystal microbalance has been proven to serve as a
versatile tool with which to quantify the interaction of proteins
with lipid bilayers without adding a label to one of the
components.[20, 26, 27] In this study, we used this technique to
study the adsorption behavior of MBP-Raf-C1 with various
phospholipid mixtures. It is postulated that the soluble protein
Raf is recruited to the plasma membrane by interacting with
lipid-anchored Ras, to result in the activation or channeling of its
kinase activity.[5, 6] The driving force for this recruitment might be


Figure 8. A) Adsorption isotherm of MBP-Raf-C1 to a lipid monolayer composed
of DMPC/DMPS (7:3) (�) and DMPC/DMPG (7:3) (�). The dissociation constant Kd


and the maximum frequency shift �fmax were extracted by fitting the parameters
of Equation (4) to the data. B) � versus c0 plot. The rate constants of association
and dissociation of Raf-C1 binding for DMPC/DMPS (7:3) and DMPC/DMPG (7:3)
were determined by fitting Equation (2) to the data. The obtained parameters are
summarized in Table 1. The solid (DMPC/DMPS) and broken lines (DMPC/DMPG)
are the results of the fitting procedures.


the interaction of the Raf ± Ras binding domain with Ras and/or
the interaction of Raf with the plasma membrane. Some
publications favor the interaction of RafRBD and Ras.[3, 28, 29]


However, Rizzo et al.[30, 31] recently demonstrated that the
interaction of RafRBD and Ras is not crucial for membrane
binding, but the interaction of a particular binding site located at
the C terminus of Raf with phosphatidic acid is important. Others
have demonstrated that the Raf-C1 domain is capable of
interacting with phosphatidylserine membranes and have con-
cluded that this might be the preferential binding site of the
protein to lipid membranes.[12, 14, 18] To shed light on this, we
determined thermodynamic and kinetic parameters characteriz-
ing the interaction of Raf-C1 with lipid bilayers. It turned out that
the dissociation constant of MBP-Raf-C1 binding to lipid bilayers
containing negatively charged DMPS was in the order of 100 ±
800 nM. In comparison, the interaction of RafRBD with Ras was
determined to be 130 nM under similar conditions and thus of
the same order of magnitude.[32] It is conceivable that both
domains, RafRBD and Raf-C1, anchor the protein to the lipid
bilayer. Two separate interaction sites are advantageous in terms
of the regulation of Raf kinase activity.


The Raf-C1 domain was already noted as a binding site for
phosphatidylserine.[12, 14, 18] The results obtained in this study
clearly indicate that the amount of PS within the lipid bilayer
does not affect the binding affinity and kinetics of protein
binding. However, the shift in resonance frequency accounting
for the overall coverage is strongly influenced by the DMPS
content in the lipid bilayer. The increase in resonance frequency
shift with increasing DMPS content is indicative of the impor-
tance of PS for protein association. If there were a homogeneous
distribution of DMPS within the DMPC matrix and one MBP-Raf-
C1 bound to one PS molecule, an amount of 2 mol% of PS would
be sufficient to cover the whole surface with protein. Since no
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saturation took place up to 30 mol% and increases in frequency
shift were still observable even at higher DMPS concentrations,
we hypothesized that domain formation occurs on the surface.


We performed scanning force microscopy on a well-defined
DPPC/DPPS mixture, to elucidate whether the protein binds only
to PS-enriched domains or to both PS and PC. From the
topographic images it was evident that the protein binds
preferentially to the PS-containing domains, although the
protein also covers areas containing PC. This supports the
results of the quartz crystal microbalance measurements, in
which little binding of Raf-C1 to pure DMPC was also found. The
scanning force microscopy images also confirm that a mono-
molecular adsorption of the protein takes place, which validates
the use of a Langmuir adsorption isotherm. Since aggregation of
the protein occurs on the surface, it is conceivable that lateral
interaction of individual proteins takes place. However, signifi-
cant positive or negative cooperativity was not discernible from
the adsorption isotherms.


The negative charge of phosphatidylserine appeared to be the
crucial feature of this lipid acting as the binding site for MBP-Raf-
C1. Replacement of DMPS with DMPG resulted in dissociation
constants and kinetics of the same order of magnitude. The
mainly electrostatic interaction of the protein with lipid bilayers
was supported by scanning force microscopy; this demonstrates
that higher loading forces move the proteins quite easily on the
lipid surface, which is characteristic of weak electrostatic bind-
ing.


Conclusion


The quartz crystal microbalance (QCM) technique and scanning
force microscopy (SFM) in combination with solid-supported
lipid bilayers allow one to monitor the interaction of Raf-C1 with
lipid membranes without labeling the protein component.
Thermodynamic and kinetic data of the Raf-C1 lipid interaction
were obtained by utilizing the QCM technique. As a spatially
resolving technique, SFM enabled us to visualize the Raf-C1
binding sites directly at the membrane interface. From our
results, it should now be feasible to localize the amino acids
involved in the interaction of MBP-Raf-C1 with negatively
charged lipids by mutagenesis experiments and to determine
the changes in binding strength quantitatively.


Experimental Section


Materials : All reagents were used without further purification and
were at least of p.a. grade. 1,2-dimyristoyl-sn-glycero-3-phosphocho-
line (DMPC), 1,2-dimyristoyl-sn-glycero-3-phosphoserine (DMPS), 1,2-
dimyristoyl-sn-glycero-3-phosphoglycerol (DMPG), 1,2-dipalmitoyl-
sn-glycero-3-phosphocholine (DPPC), and 1,2-dipalmitoyl-sn-glyc-
ero-3-phosphoserine (DPPS) were purchased from Avanti Polar
Lipids (Alabaster, USA). Octanethiol was from Fluka, the gold used
for the working electrodes, with a purity of 99.99%, was a generous
gift from Degussa AG (Hanau, Germany), and the chromium was
from BalTec (Balzers, Liechtenstein). Pronase E was obtained from
Biochrom (Berlin, Germany).


Protein expression, isolation, and purification : The c-DNA of MBP-
Raf-C1 (see Figure 1B) corresponding to maltose binding protein and
the amino acid residues 51 ± 194, with an additional C-terminal His
tag (six histidine residues), was cloned into a pMalc2 vector. The
plasmid was transformed into Escherichia coli DH5� cells for protein
expression. Expression was induced by 0.1 mM isopropyl-thio-�-D-
galactopyranoside (IPTG) and the cells were grown at 18 �C. Twenty
hours after induction, which was at the point of maximum
expression, the cells were harvested. Lysis of the cells was achieved
by ultrasonification, the suspension was centrifuged, and the
supernatant was loaded onto an Ni2�-charged HiTrap chelating HP
column (Ni-NTA) column (Amersham Pharmacia, Freiburg, Germany).
After washing with phosphate-buffered saline (20 mM phosphate
buffer, 150 mM NaCl) containing 20 mM imidazole (pH 7.5), the protein
was eluted with an imidazole gradient up to 500 mM; 5 mL fractions
were collected. To prevent protein aggregation, dithiothreitol
(20 mM) and ZnCl2 (5 �M) were added to the samples and the pooled
fractions were concentrated with centrifugal concentrators. The
concentrated protein solution was further purified by size-exclusion
chromatography (26/60 S.200 column, Amersham Pharmacia, Frei-
burg, Germany) in PBS buffer containing 20 mM imidazole and 5 �M


ZnCl2 (pH 7.5). After repeated concentration of the pooled protein
fractions, the purified protein solution was dialyzed against PBS
buffer (pH 7.5) at 4 �C, shock-frozen in liquid nitrogen, and stored at
�70 �C. Protein concentration was determined by using the
bicinchoninic acid (BCA) assay on microtiter plates according to
the method of Smith et al.[33] The control protein MBP was expressed
and purified in the same way.


Preparation of solid-supported bilayers on gold : Gold electrodes
with an area of 0.33 cm2 were deposited on each side of a quartz
plate by means of an evaporation unit (E 306, Edwards, UK), by using
a suitable mask design. After application of a layer of chromium (10±
20 nm) to improve the adhesion of gold, the gold layer was
subsequently deposited with a final thickness of about 200 nm. Prior
to the incubation of the gold surfaces in the self-assembly solution,
they were exposed to a high-energy argon plasma (plasma cleaner,
Harrick, USA) for 5 ± 10 min. After the quartz plate had been mounted
in the measuring chamber, one of the two gold electrodes was
exposed to an ethanolic solution of octanethiol (1 mM) for 30 min.
Subsequently, the gold surface was first rinsed with ethanol and then
with buffer solution. After an impedance spectrum has been taken to
monitor the formation of the octanethiol monolayer, vesicles (0.5 ±
1 mgmL�1) of the corresponding composition were added. Vesicles
exhibiting a mean diameter of 100 nm were prepared according to
the extrusion method as described elsewhere.[34, 35] After incubation
of the surface with the vesicle suspension for 30 ± 90 min at 60 �C, a
second phospholipid monolayer had been formed on top of the
octanethiol monolayer, and an impedance spectrum was again taken
to ensure proper formation of an insulating phospholipid monolayer.


Impedance analysis : A two-electrode setup was used for impedance
analysis. The gold electrode with an area of 0.33 cm2 evaporated
onto a quartz plate served as the working electrode and a platinized
platinum wire was used as counter-electrode. ac impedance analysis
was performed with an impedance gain/phase analyzer from
Solartron Instruments (Farnborough, UK). Impedance spectra
(�Z(�) � , �(�)) were recorded in a frequency range of 10�1 ± 106 Hz
with an ac amplitude of 30 mV.


Quartz crystal microbalance measurements : The QCM setup used
in this study has been described in more detail elsewhere.[26, 27, 36]


Briefly, we used highly polished, plano ±plano, AT cut quartz
resonators with a diameter of 14 mm and a fundamental resonance
frequency of 5 MHz (KVG, Niederbischofsheim, Germany) with
evaporated gold electrodes on both sides. The quartz plates were
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mounted in a Teflon holder, exposing one side of the resonator to the
aqueous solution. Both gold electrodes were connected to an
oscillator circuit (SN74LS124N, Texas Instruments, Dallas, USA). An
inlet and outlet allowed for a continuous buffer flow, by use of a
peristaltic pump, and the addition of protein solutions. The flow rate
was adjusted to 0.33 ±0.35 mLmin�1. The entire crystal holder was
placed in a water-jacketed Faraday cage, thermostatted at 20 �C. The
resonance frequency of the quartz resonator was monitored
continuously with a frequency counter (HP 53181A, Hewlett Packard,
Palo Alto, USA) connected to a personal computer.


Preparation of Langmuir ±Blodgett bilayers on mica : Langmuir ±
Blodgett (LB) films were prepared on a Wilhelmy balance with a
25 mL Teflon trough and a dipper device (Riegler & Kirstein, Berlin,
Germany).[24] DPPC was spread on the water subphase and the lipid
film was compressed at a rate of 1.8 cm2min�1 to a surface pressure
of 45 mNm�1. The DPPC monolayer was transferred to a freshly
cleaved mica sheet. A second monolayer composed of DPPC/DPPS
(4:1) was then deposited onto the first hydrophobic DPPCmonolayer
at a surface pressure of 30 mNm�1, and the mica sheet was
transferred into an open fluid cell under water.


Scanning force microscopy : Scanning force microscopy (SFM)
images were obtained in an open fluid cell with a Nanoscope III a
Bioscope scanning force microscope (Digital Instruments, Santa
Barbara, USA) operating in contact mode, equipped with a 100�
100 �m2 G-scanner. For topographical and lateral force images,
microfabricated silicon nitride tips (NP-S, Digital Instruments, Santa
Barbara, USA) with an approximate tip radius of 5 ± 20 nm and a
spring constant of 0.06 ± 0.1 Nm�1 were used as purchased. Minimal
load force (200 ± 400 pN) was employed during contact mode
imaging, while the scan rate was set as high as possible (4 ± 7 Hz
for a 20� 20 �m2 image) to reduce the extent of bilayer deformation.
For lateral force images, higher load forces in the range of 1 ± 2 nN
were applied.


The authors are very much indebted to B. Vo˚ for her technical
assistance. The research was funded by a DFG grant (Grant no. : BL
411/1 ± 3) and the SFB (424).
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LowMicromolar Inhibitors of Galectin-3 Based on
3�-Derivatization of N-Acetyllactosamine
Pernilla Sˆrme,[a, b] Yuning Qian,[a] Per-Georg Nyholm,[c] Hakon Leffler,*[a] and
Ulf J. Nilsson*[b]


A strategy for generating potential galectin inhibitors was devised
based on derivatization at the C-3� atom in 3�-amino-N-acetyllac-
tosamine by using structural knowledge of the galectin carbohy-
drate recognition site. A collection of 12 compounds was prepared
by N-acylations or N-sulfonylations. Hydrophobic tagging of the
O-3 atom in the N-acetylglucosamine residue with a stearic ester
allowed rapid and simple product purification. The compounds
were screened in a galectin-3 binding assay and three compounds
with significantly higher inhibitory activities compared to the
parent N-acetyllactosaminide were found. These three best
inhibitors all carried an aromatic amide at the C-3� position of


the galactose moiety, which indicates that favorable interactions
were formed between the aromatic group and galectin-3. The best
inhibitor had an IC50 value (4.4 �M) about 50 times better than the
parent N-acetyllactosaminide, which implies that it has potential
as a valuable tool for studying galectin-3 biological functions and
also as a lead compound for the development of galectin-3-
blocking pharmaceuticals.


KEYWORDS:


carbohydrates ¥ galectin-3 ¥ inhibitors ¥ N-acetyllactosamine ¥
parallel synthesis


Introduction


Galectin-3 is a member of a family of small cytosolic proteins
defined by their affinity for �-galactosides and characteristic
amino acid sequence motifs. Twelve members of this family
which are found in mammals have been reported so far.[1] These
proteins typically bind extracellular carbohydrates and are
secreted by nonclassical pathways.[2] Therefore, most attention
has been given to their possible extracellular actions, such as
binding and cross linking glycoconjugate ligands, possibly
forming supramolecular arrays[3] to modulate cell adhesion and
cell signaling.[4] Galectins, as cytosolic and nuclear proteins, have
also been proposed to modulate intracellular processes such as
RNA splicing, apoptosis, and the cell cycle.[1c, 4]


There is strong evidence to suggest a role for galectins, in
particular galectin-3, in immunity regulation, inflammation, and
cancer, although their precise mechanisms of action remain
unclear. A proinflammatory role for galectin-3 is indicated by its
induction in inflammatory conditions, a large variety of effects
on immune cells (for example, oxidative burst in neutrophils,
chemotaxis in monocytes), and alterations of the inflammatory
response (mainly in the neutrophils) in null mutant mice.[4, 5]


Recently, galectin-3 has also been implicated as a regulator in the
formation of the ™immunological synapse∫ between T-cells and
antigen-presenting cells.[6] Correlative and experimental evi-
dence in various systems suggests a cancer-promoting effect of
galectin-3 and it has been proposed to have an anti-apoptotic
action, to promote angiogenesis, or to promote metastasis by
affecting cell adhesion.[4, 7] Glycoconjugates which decrease
metastasis in mice have been suggested, but not proven, to
act by inhibition of galectins.[8]


Potent specific inhibitors of galectins are highly desirable as
basic research tools to elucidate galectin functions and as lead
compounds for novel anti-inflammatory and anticancer agents
since galectin-3 may be involved in these pathological con-
ditions.[4, 5] Easily available known saccharide ligands (lactose, N-
acetyllactosamine, and thiodigalactosides) have low inhibitory
potency, with concentrations in the 0.2 ± 1 mM range needed for
50% inhibition (IC50� 0.2 ± 1 mM). Concentrations of these com-
pounds over 10 mM are usually needed for effective inhibition of
galectin activity in biological systems.[4, 9] Certain aminoglyco-
sides with anticancer activity also show a similarly low affinity for
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galectins.[8b] Some naturally occurring and/or synthetic saccha-
rides show IC50 values in the 10±30 �M range.[4, 9, 10] Oligovalent
lactose derivatives may show strongly improved IC50 values
compared to free lactose when the IC50 is calculated per intact
oligovalent molecule, but the improvement is much smaller
when calculated per lactose residue.[11, 12]


Herein we report a strategy for designing and synthesizing
potent monovalent inhibitors of galectins. This is possible
because galectins have a relatively large carbohydrate binding
site that can accommodate a molecule as large as a tetrasac-
charide, as indicated by the saccharide binding specificities of
galectins,[9a±c] modeling,[9d] and galectin structure.[13] Within this
site all galectins have a conserved core binding site for lactose
and related �-galactoside-containing disaccharides, as shown for
galectin-3 in Figure 1. The galactose (Gal) residue is the most


Figure 1. Connolly surface of the galectin-3 carbohydrate recognition domain
with the ligand N-acetyllactosamine, based on the X-ray crystal structure of the
complex.[13a] The picture indicates the possibility of an extended binding site close
to O-3� (see arrows). The colour coding of the site indicates curvature, with blue
for concave and brown for convex surface. The surface was created with the
MOLCAD module of the SYBYL program (Tripos Inc. , St. Louis).


deeply buried part of the disaccharide. The HO-4� (� indicates a
position in the Gal unit rather than the glucosamine), and HO-6�
groups hydrogen-bond to the protein and the H-3�, H-4�, and
H-5� atoms together form a hydrophobic patch that makes van
der Waals contact with a tryptophan side-chain. This leaves only
the HO-3� and HO-2� groups available for further extensions. The
HO-3� group is pointing directly into an extended groove of the
protein (Figure 1). Thus, derivatization of this position with
diverse structural extensions was an attractive strategy for
creation of additional favorable interactions with the protein
and, thereby, for discovery of high-affinity inhibitors for galectin-
3. Further support for this idea is given by certain natural
saccharides extended at this position which have a strongly
enhanced affinity for galectin-3.[9]


An N-acetyllactosamine derivative 1 (Scheme 1), in which the
HO-3� group was replaced by an amino group, was chosen as a
starting material for diversification at the C-3� atom. The amino
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Scheme 1. Retrosynthetic analysis of the 3�-amino-N-acetyllactosamine deriva-
tive 1 which is amenable to parallel solution synthesis of galectin-3 inhibitors.


group is a versatile handle for the introduction of a wide variety
of functional groups under mild and simple conditions. Hence-
forth, we could exploit acylation and sulfonylation reactions with
a large number of commercially available reagents.
Retrosynthetic analysis (Scheme 1) suggested that an N-


acetyllactosamine derivative such as 1 should be accessible
through glycosylation of a 6-O-acyl-protected N-tetrachloro-
phthalimido (N-TCP) glucosamine derivative 3 with a 3-azido-
galactosyl donor 2. Compound 2 is accessible from D-glucose by
a known route[14] and 6-O-protected N-TCP glucosamine deriv-
atives are regioselectively galactosylated at the HO-4 group.[15] In
addition, the N-acetyllactosamine derivative 1 was equipped
with a stearoyl ester, at the C-3 atom of the N-acetylglucosamine
(GlcNAc) to act as a hydrophobic tag and permit facile product
purification by reversed solid-phase extraction.[16±18]


Results and Discussion


The 3-azido-galactosyl donor, thiogalactoside (5), was prepared
in 86% yield by treating the known 1-O-acetate 4[14] with
trimethylsilyl trifluoromethanesulfonate (TMSOTf) and (methyl-
thio)trimethylsilane (MeSSiMe3) in (CH2Cl)2 and stirring for seven
days (Scheme 2). The thiogalactoside 5 was preferable to the
known corresponding galactosyl bromide as a donor[14] because
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Scheme 2. a) MeSSiMe3, TMSOTf, (CH2Cl)2 , 7 days, 86%; b) AcCl, sym-collidine,
CH2Cl2 , �42 �C, 7 h, 75%; c) NIS, TfOH, CH2Cl2, AW-300 molecular sieves, �42 �C,
2 h, 75%; d) 1. H2N(CH2)2NH2, EtOH, 60 �C, 7.5 h; 2. MeOH, H2O, Ac2O, 12 h, 83%;
e) C17H36COCl, DMAP, pyridine, CH2Cl2 , 24 h, 80%. For abbreviations, see text.
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5 could be obtained in a higher yield than the bromide from 4
and because 5 is more stable upon storage.
It is well known that 6-O-benzyl-protected N-TCP glucosamine


derivatives are regioselectively galactosylated at the HO-4 group
in excellent yields.[15] However, a 6-O-acyl protection group was
desirable, because it shortened the final deprotection procedure
to one step and avoided potential regioselectivity problems
upon hydrogenation of the azido functionality. Fortunately, the
6-O-acetyl-protected N-TCP glucosamine derivative 7 could be
obtained in 75% yield by regioselective acetylation of 6 with
acetyl chloride and sym-collidine buffer in CH2Cl2 (Scheme 2).
Glycosylation of the acceptor 7 with the thiogalactoside 5 was


attempted in CH2Cl2 with MeSBr/AgOTf, Br2/AgOTf, or N-
iodosuccinimide (NIS)/TfOH as a promoter. The promoter NIS/
TfOH provided the best yield and regioselectivity, and com-
pound 8 was obtained in 75% yield (Scheme 2). The N-TCP
functionality was converted into the N-acetate 9 in 83% yield by
using standard conditions.[19±21] The regioselectivity of the
glycosylation reaction was verified by acetylation of the HO-3
group of 9, which resulted in a downfield shift of 1.1 ppm in the
1H NMR spectrum for the H-3 atom. Treatment of 9 with steaoryl
chloride, pyridine, and 4-dimethylaminopyridine (DMAP) in
CH2Cl2 gave compound 10 tagged with a hydrophobic stearic
ester to allow convenient and rapid product purification during
the parallel synthesis by means of reversed solid-phase extrac-
tion described below.
Reduction of the azido group in compound 10 was accom-


plished by catalytic hydrogenation in ethanol/HCl over Pd/C to
give the corresponding amine 11, which served as the starting
material for the N-derivatization reactions (Table 1). However, 11
was found to be highly prone to acetyl migration to the amine
from neighboring O-acetates, which interfered with the subse-
quent acylations/sulfonylations of 11 and resulted in disappoint-
ingly low yields for the first compounds prepared (15, 16, 19 ±
21, and 23 ; Table 1). To minimize the acetyl migration the time
allowed for the hydrogenation of 10 was limited to a maximum
of 20 minutes, heating of the amine 11 at any time during the
reaction and work-up procedure was avoided, and the acyla-
tions/sulfonylations were begun within 1 hour of production of
11. These precautions allowed N-acylation and deprotection
reactions to proceed in overall yields exceeding 50% for the
remaining compounds 13 ±14, 17, 18, and 22 (Table 1).
Each N-acylation product was purified by C18 solid-phase


extraction.[16] The O-acetyl and stearoyl groups were then
removed by methanolysis, followed by C18 solid-phase extrac-
tion to yield the final products (13 ±23). Upon the deprotection
of the precursor to compound 18 with methanolic sodium
methoxide, the pentafluorobenzamide moiety underwent a
nucleophilic aromatic substitution to give the corresponding p-
methoxy-substituted benzamide 18. Compounds 22 ±23 carry-
ing tert-butoxycarbonyl-protected (Boc-protected) amines were
treated with trifluoroacetic acid (TFA)/CH2Cl2 before acyl group
removal with methanolic sodium methoxide. The compounds
were 80 ±98% pure as determined by NMR spectroscopy.
A competitive enzyme-linked immunosorbent assay (ELISA)


was used to evaluate compounds 13 ±23 as galectin-3 inhibitors.
In this ELISA, the binding of a Gal�1-3�LacNAc-horseradish


peroxidase conjugate to galectin-3-coated microwells was
measured and the percentage decrease in this binding in the
presence of the test compound recorded as inhibitory potency.
First, the compounds were screened at a concentration of
0.04 mM and compared to the underivatized parent compound,
the methyl glycoside of N-acetyllactosamine 24 (Figure 2). Some
compounds were equal to or worse than 24 as inhibitors of
galectin-3. Interestingly, the unmodified 3�-amino-derivative 12
was significantly poorer than 24 as an inhibitor.
Seven compounds were significantly better than 24. The


aromatic amides (16 ±18) provided the largest improvement in
inhibitory activity and were analyzed further (Figure 3). The best


Figure 3. Titration of the four best inhibitors found amongst compounds 12 ±24.
The inhibitory ability of a series of concentrations of the four best inhibitors 13
and 16 ±18, as well as the parent compound methyl N-acetyl-�-lactosaminide
24, were examined in the same assay as used in Figure 2. The data were fit by
nonlinear regression to the formula for single site competitive inhibition: Y� 100/
1� 10 (X� log(IC50)), where Y�binding with the inhibitor as a percentage of
binding without the inhibitor and X� logarithm of the inhibitor concentration in
�M. The best inhibitor (18) and the reference compound (24) are shown by closed
symbols and solid lines (with error bars showing the standard error in the mean,
based on 4 or 6 measurements, respectively). The other compounds are shown by
open symbols (without error bars) and dotted lines.


Figure 2. Screening of the compounds 12 ±24 for inhibition of galectin-3 (see
Table 1 for R2). The ability of compounds 12 ±24 (each tested at final
concentrations of 0.04 mM) to inhibit the binding of Gal�3Gal�4GlcNAc�-HRP to
immobilized galectin-3 in microtiter plates is shown as % inhibition. I� inhibition.
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inhibitor, 18, had an IC50 value of 4.4 �M averaged over three
experiments. The extended binding site (Figure 1) is lined with
the amino acids Arg144, His158, and Lys176 and it is tempting
to speculate that the enhanced affinity of 16 ±18 is a result
of interaction with these amino acids. Model studies suggest
that these amino acids interact with extended natural
oligosaccharides.[9d] However, further structural studies on the
inhibitor ±galectin-3 complexes (NMR and/or x-ray) are neces-


sary for rationalization of the enhanced inhibitory potency of
16 ±18.
In conclusion, we have shown that our inhibitor design


strategy is valid and a 3�-amino analogue of N-acetyllactosamine
provides a favorable scaffold for parallel synthesis of galectin-3
inhibitors. The best inhibitor 18 was about 50 times as potent as
the parent N-acetyllactosamine derivative 24, which is better
than any monovalent galectin inhibitor known to date. This


Table 1. Synthesis and spectroscopic data of 3�-amino-N-acetyllactosamine derivatives 12 ±23.
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10 R1=N3
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12 – 23


Reagents/ R2� Yield [%] 1H NMR data HRMS[c]


conditions[a] (400 MHz, D2O) � calcd/found


12 [24] H 59 4.59 (d, 1H, J� 7.6 Hz, H-1�) 397.1822/397.1824
4.49( d, 1H, J� 7.1 Hz, H-1)


13 Ac2O/A Ac 79 4.58 (d, 1H, J� 7.8 Hz, H-1�) 461.1747/461.1750
4.48 (d, 1H, J� 7.7 Hz, H-1)
2.07, 2.05 (2 s, 3H each, Ac)


14
�A


52 4.58 (d, 1H, J� 7.8 Hz, H-1�) 519.1802/519.1802
4.48 (d, 1H, J� 7.9 Hz, H-1)
2.55 (m, 2H, COCH2)
2.48 (m, 2H, COCH2)


15 �A 32 6.37, 6.12 (2d, 1H each, J� 12.3 Hz,�CH) 517.1646/517.1659
4.59 (d, 1H, J� 7.7 Hz, H-1�)
4.47(d, 1H, J�7.7 Hz, H-1)


16 BzCl/A 24 7.69 (m, 5H, Ar) 523.1904/523.1909
4.65 (d, 1H, J� 7.7 Hz, H-1�)
4.49 (d, 1H, J� 7.9 Hz, H-1)


17


�A


70 7.59 (m, 4H, Ar) 567.1802/567.1802
4.65 (d, 1H, J� 7.8 Hz, H-1�)
4.48 (d, 1H, J� 8.1 Hz, H-1)


18


�A


81 4.64 (d, 1H, J� 7.9 Hz, H-1�) 625.1633/625.1652
4.49 (d, 1H, J� 7.9 Hz, H-1)
4.17 (s, 3H, OMe)


19 CH3SO2Cl/A CH3SO2 10 4.55 (d, 1H, J� 6.8 Hz, H-1�) 497.1417/497.1415
4.47 (d, 1H, J� 8.0 Hz, H-1)
3.16 (s, 3H, Me)


20


�A


7 8.42, 8.13 (2d, 2H each, J� 8.9 Hz, Ar) 604.142/604.326[d]


4.45 (d, 1H, J� 7.8 Hz, H-1)
4.44 (d, 1H, J� 7.2 Hz, H-1�)


21
�A


15 7.71 (m, 5H, Ar) 538.2013/538.2022
4.61 (d, 1H, J� 7.8 Hz, H-1�)
4.48 (d, 1H, J� 7.8 Hz, H-1)


22 Boc-Gly-OH/B 68 4.59 (d, 1H, J� 7.4 Hz, H-1�) 476.1856/476.1855
4.47 (d, 1H, J� 8.1 Hz, H-1)


23 Boc-Asp(OtBu)-OH/B 9 4.59 (d, 1H, J� 7.5 Hz, H-1) 534.191/534.543[d]


4.48 (d, 1H, J� 8.4 Hz, H-1�)


[a] 10% Pd/C, H2 (1 atm.), HCl, EtOH, 20 min. [b] A: 1. pyridine, CH2Cl2; 2. NaOMe/MeOH; B: 1. DIC, CH2Cl2 ; 2. TFA, CH2Cl2 ; 3.NaOMe/MeOH. DIC�diisopro-
pylcarbodiimide. [c] [M�Na]�. [d] MALDI-TOF MS.
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compound and future improved variants should be valuable
tools for evaluating the functions of galectin-3 in a biological
system and promising lead candidates for the development of
galectin-3-blocking pharmaceuticals.


Experimental Section


General methods and materials : NMR spectra were recorded with a
Bruker DRX-400 instrument. Chemical shifts are given in ppm, with
reference to internal CHCl3 (�� 7.26) or HDO (�� 4.81). Chemical
shifts and coupling constants were obtained from 1H NMR spectra
and proton resonances were assigned from COSYexperiments. High-
resolution fast atom bombardment mass spectra (HRMS) were
recorded with a JEOL SX-120 instrument. Matrix-assisted laser
desorption/ionization-time of flight mass spectroscopy (MALDI-TOF
MS) was carried out with a Bruker Biflex III instrument. Column
chromatography was performed on SiO2 (Matrex, 60 ä, 35 ± 70 �m,
Grace Amicon) and thin layer chromatography (TLC) was carried out
on 60F254 silica (Merck), developed with aqueous sulfuric acid, and
detected under UV light. Solutions were concentrated by using
rotary evaporation with a bath temperature at or below 40 �C. CH2Cl2
was dried by distillation over CaH2. Pyridine was dried over 4 ä
molecular sieves. MeOH and EtOH were dried over 3 ä molecular
sieves. Microwell plates were from Nalge Nunc International (Nunc
immuno plate, Maxisorp surface). Recombinant human galectin-3
was produced in Escherichia coli and purified as previously de-
scribed.[22] The Gal�3Gal�4GlcNAc�-horse radish peroxidase conju-
gate (HRP-2) was from Glycorex AB, Lund, Sweden. Microwell plates
were developed with a 3,3�,5,5�-tetramethylbenzidine (TMB) perox-
idase substrate kit (BioRad 172-1066) according to the manufacturers
recommendations.


Methyl 3-azido-3-deoxy-2,4,6-tri-O-acetyl-1-thio-�-D-galactopyra-
noside (5): TMSOTf (0.102 mL, 0.564 mmol) was added to a solution
of 4[14] (231 mg, 0.619 mmol), MeSSiMe3 (0.250 mL, 1.76 mmol), and
molecular sieves AW-300 (0.46 g) in 1,2-dichloroethane (3.0 mL)
under a nitrogen atmosphere. The reaction mixture was stirred at
room temperature for 7 days, aqueous Na2CO3 (5%, 5 mL) was
added, and the mixture was stirred for another 2 hours. The organic
layer was separated, washed with water, dried over Na2SO4, filtered,
and concentrated. The residue was chromatographed (heptane/
ethylacetate (2:1)) to give 5 (192 mg, 86%). [�]25D ��34.8 (c�1.0 in
CHCl3) ; 1H NMR (400 MHz, CDCl3): �� 5.45 (dd, 1H, J� 3.4, 1.2 Hz,
H-4), 5.22 (t, 1H, J� 10.0 Hz, H-2), 4.36 (d, 1H, J� 9.8 Hz, H-1), 4.15 ±
4.07 (m, 2H, H-6, 6�), 3.91 (dt, 1H, J� 6.6, 1.2 Hz, H-5), 3.66 (dd, 1H,
J�10.2, 3.4 Hz, H-3), 2.19, 2.17, 2.15 (3 s, 3H each, Ac), 2.06 (s, 3H,
Me); HRMS: calcd for C13H19N3NaO7S (M�Na): 384.0841; found:
384.0837.


Methyl 6-O-acetyl-2-deoxy-2-tetrachlorophthalimido-�-D-gluco-
pyranoside (7): Acetyl chloride (0.115 mL, 1.62 mmol) was added
dropwise to compound 6[23] (653 mg, 1.42 mmol) and sym-collidine
(0.940 mL, 7.09 mmol) in CH2Cl2 (25 mL) under a nitrogen atmosphere
at �42 �C. The reaction was continued at �20 �C for 4 hours, then
additional acetyl chloride (0.025 mL, 0.352 mmol) and sym-collidine
(0.400 mL, 3.0 mmol) were added. The reaction was quenched with
MeOH (8 mL) after 3 more hours. The reaction mixture was
partitioned between CH2Cl2 and aqueous HCl (0.5M). The organic
layer was neutralized with aqueous saturated NaHCO3, dried over
Na2SO4, filtered, and concentrated under reduced pressure. The
residue was chromatographed (heptane/ethylacetate (1:1)) to give 7
(535 mg, 75%). [�]25D ��18.4 (c� 1.0 in CHCl3) ; 1H NMR (400 MHz,
CDCl3): �� 5.04 (d, 1H, J�8.5 Hz, H-1), 4.45 (dd, 1H, J�11.9, 2.2 Hz,


H-6), 4.27 (dd, 1H, J� 11.9, 5.5 Hz, H-6�), 4.19 (dd, 1H, J� 10.7, 8.7 Hz,
H-3), 3.93 (dd, 1H, J� 10.7, 8.5 Hz, H-2), 3.63 ±3.58 (m, 1H, H-5), 3.44 ±
3.41 (m, 1H, H-4), 3.39 (s, 3H, OMe), 2.09 (s, 3H, Ac); HRMS: calcd for
C17H15Cl4NNaO8 (M�Na): 523.9449; found: 523.9447.
Methyl 4-O-(2,4,6-tri-O-acetyl-3-azido-3-deoxy-�-D-galactopyra-
nosyl)-6-O-acetyl-2-deoxy-2-tetrachlorophthalimido-�-D-gluco-
pyranoside (8): Compounds 5 (66.1 mg, 0.183 mmol) and 7 (76.9 mg,
0.153 mmol) and activated AW-300 molecular sieves (0.35 g) were
stirred in dry CH2Cl2 (5.0 mL) for 30 minutes under a nitrogen
atmosphere. The mixture was cooled to �42 �C and N-iodosuccin-
imide (51.2 mg, 0.228 mmol) was added, followed by trifluoro-
methanesulfonic acid (2.0 �L, 22.6 �mol). The reaction mixture was
allowed to warm to room temperature after 2 hours, filtered, and
diluted with CH2Cl2 . The organic layer was washed with 10%
aqueous Na2S2O3, dried over MgSO4, filtered, and concentrated. The
residue was chromatographed (heptane/ethylacetate (2:1)) to give 8
(93.9 mg, 75%). [�]25D ��7.6 (c� 1.0 in CHCl3) ; 1H NMR (400 MHz,
CDCl3): ��5.36 (d, 1H, J� 3.1 Hz, H-4�), 5.15 (q, 1H, J� 10.6, 7.9 Hz,
H-2�), 5.10 (d, 1H, J� 8.5 Hz, H-1), 4.52 (d, 1H, J� 7.9 Hz, H-1�), 4.33
(dd, 1 H, J� 11.8, 1.8 Hz, H-6), 4.28 (m, 2H, H-3, OH), 4.06 ±4.14 (m,
3H, H-6, 2�, 6�), 3.88 ± 3.99 (m, 2H, H-5�, 6�), 3.70 (m, 1H, H-5), 3.59 (dd,
1H, J� 10.6, 3.4 Hz, H-3�), 3.52 (dd, 1 H, J� 9.6, 8.2 Hz, H-4), 3.42 (s,
3H, OMe), 2.15, 2.13, 2.12, 1.90 (4s, 3H each, Ac); HRMS: calcd for
C29H30Cl4N4NaO15 (M�Na): 837.0359; found: 837.0374.
Methyl (2,4,6-tri-O-acetyl-3-azido-3-deoxy-�-D-galactopyranosyl)-
2-acetamido-6-O-acetyl-2-deoxy-�-D-glucopyranoside (9): Dry 1,2-
diaminoethane (18 �L) was added to a solution of 8 (133 mg,
0.152 mmol) in dry EtOH (13 mL). The mixture was heated at 60 �C for
7.5 hours then co-concentrated with toluene (5 mL). The residue was
dissolved in MeOH (15 mL), H2O (3 mL), and Ac2O (4.5 mL), stirred
overnight, then co-concentrated with toluene (20 mL). The residue
was chromatographed (toluene/acetone (1:1)) to give 9 (70.6 mg,
83%). [�]25D ��1.6 (c� 0.03 in CHCl3) ; 1H NMR (400 MHz, CDCl3): ��
5.63 (d, 1H, J�7.8 Hz, NH), 5.40 (d, 1H, J�3.3 Hz, H-4�), 5.17 (dd, 1H,
J�10.6, 8.0 Hz, H-2�), 4.62 (d, 1H, J� 8.3 Hz, H-1), 4.54 (d, 1H, J�
8.0 Hz, H-1�), 4.34 ± 4.31 (m, 2H, OH, H-6), 4.18 (dd, 1H, J� 10.7, 3.7 Hz,
H-6�), 4.09 ± 3.93 (m, 4H, H-6, 5�, 3, 6�), 3.62 ± 3.57 (m, 2H, H-5, 3�), 3.48
(s, 3H, OMe), 3.51 ± 3.44 (m, 2H, H-4,2), 2.17, 2.16, 2.11, 2.06, 2.01 (5 s,
3H each, Ac); HRMS: calcd for C23H34N4NaO14 (M�Na): 613.1969;
found: 613.1972.


Methyl 4-O-(2,4,6-tri-O-acetyl-3-azido-3-deoxy-�-D-galactopyra-
nosyl)-2-acetamido-6-O-acetyl-2-deoxy-3-O-stearoyl-�-D-gluco-
pyranoside (10): Stearoyl chloride (0.160 mL, 0.475 mmol) was
added to a solution of 9 (65.9 mg, 0.112 mmol), pyridine (0.45 mL),
and DMAP (catalytic amount) in dry CH2Cl2 (10 mL) under a nitrogen
atmosphere, at �78 �C. The mixture was allowed to warm to room
temperature, then quenched with EtOH (2 mL) after 24 hours, and
concentrated. The residue was chromatographed (toluene/acetone
(3:1)) to give 10 (75.8 mg, 79%). [�]25D ��16.4 (c� 1.0 in CHCl3) ;
1H NMR (400 MHz, CDCl3): �� 5.72 (d, 1H, J�9.5 Hz, NH), 5.39 (d, 1H,
J�3.3 Hz, H-4�), 5.07 ± 5.02 (m, 2H, H-2�,3), 4.46 (dd, 1H, J�11.9,
8.9 Hz, H-6), 4.44 (d, 1H, J� 7.9 Hz, H-1�), 4.33 (d, 1H, J�7.2 Hz, H-1),
4.19 (dd, 1H, J� 11.9, 5.4 Hz, H-6), 4.08 ± 4.03 (m, 3H, H-2, 6�, 6�),
3.85 ± 3.82 (m, 1H, H-5�), 3.74 (t, 1H, J� 8.1 Hz, H-4), 3.66 ±3.61 (m,
1H, H-5�), 3.58 (dd, 1H, J� 10.6, 3.4 Hz, H-3�), 3.44 (s, 3H, OMe), 2.28 (t,
2H, J� 7.6 Hz, COCH2), 2.14, 2.12, 2.11, 2.06, 1.95 (5s, 3H, Ac), 1.51 ±
1.64 (m, 2H, COCH2CH2), 1.23 (br s, 28H, CH2), 0.88 ± 0.85 (m, 3H, CH3);
HRMS: calcd for C41H68N4NaO15 (M�Na): 879.4579; found: 879.4596.
Typical procedure for acylations and sulfonylations (synthesis of
compounds 13±21): 1M HCl (0.34 mL, 0.34 mmol) and Pd/C (10%,
33.5 mg) were added to a solution of 10 (29.0 mg, 38.8 �mol) in EtOH
(degassed, 20 mL). The mixture was hydrogenated (H2, 1 atm) for
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20 minutes, filtered through Celite, and concentrated without
heating to give the crude intermediate amine 11, which was
immediately used without further purification. The crude 11 was
dissolved in dry CH2Cl2 (10 mL), then pentafluorobenzoyl chloride
(49 �L, 0.34 mmol) and pyridine (15 �L, 0.19 mmol) were added
under a nitrogen atmosphere. The reaction was monitored by TLC
and the reaction mixture was concentrated when 11 had been
consumed. The residue was dissolved in 70% MeOH and applied to
C18 silica (3 g). Excess reagents and impurities were washed away
with 70% MeOH, after which elution with 100% MeOH gave a
protected intermediate (31.2 mg, 90%) after concentration. The
residue was dissolved in MeOH (4.0 mL), and 1M NaOMe (0.6 mL) was
added. The reaction was continued overnight and then neutralized
with Duolite C436 (H�) resin, filtered, and concentrated. The residue
was dissolved in water and applied to C18 silica (3 g). Excess reagents
and impurities were washed away with water, after which elution
with 30% MeOH gave 18 (16.5 mg, 92%).


Typical procedure for acylation with amino acids (synthesis of
compounds 22 and 23): 1M HCl (0.135 mL, 0.135 mmol) and Pd/C
(10%, 12.0 mg) were added to a solution of 10 (11.3 mg, 13.2 �mol) in
EtOH (degassed, 20 mL). The mixture was hydrogenated (H2, 1 atm)
for 20 minutes, filtered through Celite, and concentrated without
heating to give the crude intermediate amine 11, which was
immediately used without further purification. A solution of N-Boc-
glycine (9.0 mg, 51.4 �mol) in dry CH2Cl2 (8 mL) was added to the
crude 11 under nitrogen atmosphere, followed by N,N�-diisopropyl-
carbodiimide (10 �L, 64.6 �mol) and pyridine (15 �L, 0.19 mmol). The
reaction was kept at room temperature overnight then co-concen-
trated with toluene under reduced pressure. The residue was
dissolved in 70% MeOH and applied to C18 silica (3 g). Excess
reagents and impurities were washed away with 70% MeOH and
elution with 100% MeOH gave a protected intermediate (13.1 mg,
quantitative) after concentration. TFA (0.5 mL) was added to the
residue in dry CH2Cl2 (5.0 mL). The reaction mixture was co-
concentrated with toluene (15 mL) after 5 hours and the residue
was purified by C18 solid-phase extraction as described above. The
residue was dissolved in MeOH (4.0 mL), NaOMe (0.6 mL, 1M) was
added, and then the reaction was left overnight, neutralized with
Amberlite IR-120 (H�) resin, filtered, and concentrated. The residue
was dissolved in water and applied onto C18 silica (3 g). Elution with
water gave 22 (4.1 mg, 84%).


Screening ELISA : Microtiter plates were coated with recombinant
galectin-3 (10 �gmL�1, 50 �L/well) from E. coli at 4 �C overnight, then
washed three times with phospate-buffered saline containing 0.05%
Tween 20 (PBS-T). The wells were blocked with PBS-T containing 1%
BSA (PBSA-T; 100 �L/well) for 1 hour at room temperature, followed
by washing with PBS-T. Compounds 12±24 (100 �L/well, 0.04 mM in
PBS-T) were added in duplicate to the wells, followed by Gal�3-
Gal�4GlcNAc�-HRP conjugate (100 �L/well, 1 mgmL�1 in PBSA-T).
The wells were washed with PBS-T after 1 hour incubation at room
temperature, followed by development with the TMB-peroxidase
substrate kit. The reaction was stopped after 60 min by addition of
1N sulfuric acid (100 �L/well), and the optical density was read at
450 nm. Each experiment was conducted twice with each sample in
duplicate. The pH values of all the compound stock solutions were
checked before testing and were all shown to be 7.1.


Titration ELISA : Microtiter plate wells were coated with galectin-3
and blocked as described above. 125 �L of inhibitors 13, 16 ±18, and
24 (0.2 mM in PBS-T) was added to the first well. A five fold serial
dilution was performed by transferring 25 �L from the first well to a
second well containing 100 �L PBS-T, mixing, then transferring 25 �L
from the second well to a third well also containing 100 �L PBS-T, and
so on to the eighth well from which 25 �L were discarded. The


dilution series was done in duplicate. PBS-T (100 �L) only was added
to one column of wells (to give the optical density in the absence of
inhibitor). PBS-T was also added to one column of wells not coated
with galectin-3 (to give the background signal). To each well
Gal�3Gal�4GlcNAc�-HRP conjugate (100 �L/well, 1 mgmL�1 in PBS-
T) was then added. Incubation, washing, and detection were
performed as described above. The data was analyzed with nonlinear
regression analysis by using the GraphPad Prism 3.00 program for
Windows (GraphPad Software, San Diego, CA).
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Evolution of Nitrate Reductase: Molecular and
Structural Variations on a Common Function
John F. Stolz[b] and Partha Basu*[a]


The biological transformation of nitrogen oxyanions is widespread
in nature and gives rise to a robust biogeochemical cycle. The first
step in nitrate reduction is carried out by the enzyme nitrate
reductase (NR). Although NR always catalyzes the same chemical
reaction (conversion of nitrate into nitrite), its location in the cell,
structure, and function are organism-dependent. We use protein
sequence data to determine phylogenetic relationships and to
examine similarities in structure and function. Three distinct clades
of NR are apparent: the eukaryotic assimilatory NR (Euk-NR) clade,
the membrane-associated prokaryotic NR (Nar) clade, and a clade
that includes both the periplasmic NR (Nap) and prokaryotic
assimilatory NR (Nas). The high degree of sequence similarity and a
phylogenetic distribution that follows taxonomic classification
suggest a monophyletic origin for the Euk-NR early on in the
evolution of eukaryotic cells. In contrast, sequence conservation,
phylogenetic analysis, and physiology suggest that both Nar and
Nap were acquired by horizontal gene transfer. Nap and Nas share


a lesser degree of similarity, with Nap a subclade of Nas. Nap from
strict anaerobic bacteria such as Desulfovibrio desulfuricans is
ancestral to facultative species and may provide an evolutionary
link between Nap and Nas. We observed conserved binding sites for
molybdenum and pterin cofactors in all four proteins. In pathways
involving Euk-NR, Nas, and Nar, for which ammonia is the end
product, nitrite is reduced to ammonia by a siroheme nitrite
reductase. Nap, however, is coupled to a pentaheme nitrite
reductase. In denitrification, whether Nar or Nap is involved, nitrite
is reduced to nitric oxide by either a cytochrome cd1 or a copper-
containing nitrite reductase. This complexity underscores the
importance of nitrate reduction as a key biological process.
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bioinorganic chemistry ¥ cell biology ¥ metalloenzymes ¥
nitrate reductase ¥ nitrogen


Introduction


Organisms reduce nitrate for three principle reasons: to
incorporate nitrogen into biomolecules, to generate energy for
cellular function, and to dissipate excess energy by respiration
(Figure 1).[1, 2] Although the chemical reaction is always the
reduction of NO3


� to NO2
�, different types of nitrate reductase


Figure 1. The nitrogen cycle.


(NR) carry out the catalytic reaction. NRs can be distinguished by
taxonomy, function, location in the cell, structure, and the end
product of the pathway that they initiate. These reductases, with
a few reported exceptions, are mononuclear molybdenum
enzymes with a metal center at the active site coordinated by
distinctive pyranopterin cofactors.[3] NR is found in plants, algae,
fungi, archaea, and bacteria.[4±7] Thus, a distinction can be made
at the taxonomic level, namely between eukaryotic and
prokaryotic NR. This distinction is further substantiated by
structural differences. Eukaryotic NR (Euk-NR) belongs to the
sulfite oxidase family of mononuclear molybdenum enzymes
and contains the simplified pyranopterin cofactor.[8] In contrast,
all prokaryotic NRs described to date (Nas, Nap, Nar; described
below) belong to the dimethylsulfoxide (DMSO) reductase family
and contain a modified form of the cofactor.[8]


NR is primarily involved in nitrogen assimilation, respiration (in
other words, dissimilatory nitrate reduction), or maintenance of a
favorable cellular oxidation/reduction potential (redox poise).[1]
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Assimilatory nitrate reductase is the first enzyme of an anabolic
pathway for nitrogen incorporation into the biomass that
maintains the bioavailability of NO3


� to plants, algae, fungi,
archaea and bacteria.[4, 9] In bacteria, the expression of Nas is
induced by a lack of available NH4


� and the presence of NO3
�.[9]


Dissimilatory nitrate reductases catalyze the first step of a
catabolic, anaerobic respiration pathway.[7, 10] Dissimilatory ni-
trate reduction (DNR) is a bacterial mode of energy generation
under anoxic conditions and, hence, is not directly regulated by
a nutritional requirement for nitrogen. Thus, DNR can result in
the complete consumption of NO3


� in the absence of other
limitations such as a carbon source or an electron donor. In
denitrification, nitrite is reduced to nitric oxide, which can further
be reduced to nitrous oxide and dinitrogen by additional
enzymes.[7, 11] In dissimilatory nitrate reduction to ammonia
(DNRA), nitrite is usually reduced directly to ammonia by heme-
containing nitrite reductases.[11] Although the subsequent steps
involve different enzymes and intermediates, the first steps in
the processes of DNRA and denitrification are identical and can
be carried out by the same enzyme.
NR is localized in the cytoplasm of eukaryotes (EuK-NR) while


in prokaryotes it may be cytoplasmic (prokaryotic assimilatory
NR�Nas) or membrane-associated, facing either into the
periplasm (prokaryotic periplasmic NR�Nap) or into the cyto-
plasm (membrane-associated prokaryotic NR�Nar). The loca-
tion and orientation are crucial to function. Cytoplasmic NRs
(both Euk-NR and Nas) are exclusively involved in nitrate
assimilation and obtain their reducing equivalents from reduced
nicotinamide adenine dinucleotide (NADH), reduced nicotin-
amide adenine dinucleotide phosphate (NADPH), ferredoxin, or
flavodoxin.[2, 4, 9] Membrane-bound NRs that are oriented into the
cytoplasm participate in the generation of proton motive force
(PMF).[7, 11] The flow of electrons follows a conventional path in
organisms like Escherichia coli.[11] Oxidation of the electron donor
formate occurs in the periplasm. The electrons are shuttled to
the intramembrane quinone pool where they are subsequently
transferred to the NR active site by the b-type cytochrome (NarI)
and iron-sulfur-containing subunit (NarH) of the NR. The nitrite
produced is released into the cytoplasm. Periplasmic NRs
present a dilemma in that they can be involved in redox
balancing, respiration (either denitrification or DNRA), and
nitrate-scavenging.[12±15] Electrons from the quinone pool are
shuttled from a tetraheme cytochrome c (NapC) to the active site
(NapA) by a biheme cytochrome c (NapB). Nap is believed not to
contribute directly to PMF.[16] However, several nitrate-respiring
bacteria possess only Nap, for example, Pseudomonas sp. strain
G-179, and Desulfovibrio desulfuricans.[17, 18] Thus, the mecha-
nism(s) of energy generation by Nap need(s) to be establish-
ed.
The molecular mass, the number of subunits, and the


prosthetic groups have been used to distinguish NRs structurally.
Euk-NR is a multimer occurring in either a homodimeric form (for
example, in plants and Chlamydomonas) or homotetrameric
form (such as that in Chlorella).[4] The monomer has a mass of
about 100 kDa and contains the molybdenum cofactor, a b-type
heme, and flavin adenine dinucleotide (FAD). Electrons are
believed to be transferred from NADH/NADPH to FAD and are


then shuttled through cytochrome b to the active site. Bacterial
Nas contains the molybdenum cofactor along with an iron ±
sulfur (Fe4S4) cluster. However, unlike in the Euk-NR, no heme
or FAD is present in the active subunit.[9] Nas can occur in a
monomeric form ranging in size from 70± 95 kD, or as a
heterodimer composed of the catalytic subunit (90 ± 105 kDa)
and an FAD-containing subunit called the diaphorase subunit.[16]


At least three subgroups of Nas are recognized. In NAD(P)H-
dependent Nas, electrons are transferred through the diaphor-
ase subunit to the active site by iron ± sulfur clusters.[1] The
location and number of iron ± sulfur clusters distinguish two
types of NAD(P)H-dependent Nas. Two iron ± sulfur clusters
(Fe4S4, Fe2S2) are an integral part of the active subunit in
Klebsiella. Only one Fe4S4 cluster is found in the active subunit in
Bacillus but two Fe2S2 clusters are part of the FAD-containing
subunit.[1] In ferredoxin-dependent Nas, which is found in
Synechococcus sp., electrons are donated to the active site by a
single iron ± sulfur cluster.
Membrane-bound nitrate reductases from both nitrate-respir-


ing bacteria such as E. coli, Klebsiella pneumoniae, and Proteus
mirabilis, and from denitrifying bacteria such as Paracoccus
denitrificans, Pseudomonas stutzeri, Pseudomonas aeruginosa,
and Bacillus halodenitrificans have been characterized.[19±25] The
species studied represent a wide taxonomic range, but their
nitrate reductases all have similar characteristics. Several recent
reviews have discussed the structural aspects of Nar in de-
tail,[1, 10, 26] and thus only global features are highlighted here.
The generalized model of the Nar consists of three subunits : a
large (118 ±150 kDa) subunit which is the catalytically active site
and contains the molybdenum cofactor, a smaller (55 ± 64 kDa)
anchor protein subunit, and an associated cytochrome b (19 ±
21 kDa).[21, 22, 25, 27, 28] Periplasmic NR (Nap) has been purified from
several species. The catalytic subunit ranges in size from about
70 kDa in species such as D. desulfuricans[29] to 90 kDa in, for
example, Rhodobacter capsulatus and Thiosphaera pantotropha,
now known as Paracoccus denitrificans.[30, 31] All the catalytic
subunits contain a molybdenum cofactor as a part of the active
site and an iron ± sulfur cluster. In addition to this subunit, there
is the 16 kDa biheme cyctochrome and an associated tetraheme
cytochrome c.
The recent reports of non-molybdenum-containing nitrate


reductases from Pseudomonas isachenhovii[32] and tungstate-
dependent but molybdenum-inhibited nitrate reduction in the
hyperthermophilic archaeon Pyrobaculum aerophilum[33] suggest
the existence of alternative systems. Ps. isachenhovii contains
two different molybdenum-free nitrate reductases. The peri-
plasmic nitrate reductase has a monomer size of 55 kDa and
contains vanadium. The membrane-bound nitrate reductase, in
which no metal was found, is a dimer with 130 and 67 kDa
subunits.[32] We have recently described a reductase complex
from the dissimilatory iron-reducing bacterium Geobacter met-
allireducens that contains cytochrome c and can reduce both
nitrate and nitrite but does not contain molybdenum.[34]


However, for the purpose of this study we have focused on
only molybdenum-containing nitrate reductases.
The end product of nitrate reduction may be ammonia as in


assimilation and DNRA, or primarily dinitrogen as in denitrifica-







P. Basu and J. F. Stolz


200 ChemBioChem 2002, 3, 198 ±206


Scheme 1. Pathways involving nitrate reduction. The nomenclature for dissim-
ilatory nitrate and nitrite reductases is for the most part standardized: NarG�
membrane-bound nitrate reductase, NapA�periplasmic nitrate reductase,
NirS� cytochrome cd1 nitrite reductase, NirK� copper-containing nitrite reduc-
tase, NirB� siroheme nitrite reductase, NrfA�pentaheme cytochrome c nitrite
reductase. Assimilatory nitrate and nitrite reductases nomenclature is not
standardized: Euk NR� eukaryotic nitrate reductase (Nia, NiaD, INR, Nit), Nas�
cytoplasmic nitrate reductase (NasA, NasB, NasBB, NasC, NarB), Nir� siroheme
nitrate reductase (Nir, NirB, NasA, NasC, NasD). Note that both NapA and NarG
can be involved in nitrate reduction leading to either dinitrogen or ammonia.
In contrast, Euk-NR and Nas are involved in nitrate reduction to ammonia
only.


tion (Scheme 1). The nitrite produced by NR is further reduced to
either the end product ammonia or the denitrification inter-
mediate nitric oxide. Four different types of nitrite reductases
have been identified: a copper-containing type and three that
contain a heme moiety.[7, 20, 35±37] Copper-containing nitrite re-
ductase (NirK) is found exclusively in denitrifying bacteria and
reduces nitrite to nitric oxide.[7] The three types of heme
containing nitrite reductases are the cytochrome cd1 type, the
siroheme type, and the multiheme type that contains only
heme C.[7, 11] The cytochrome cd1 type (NirS), also found exclu-
sively in denitrifying bacteria, is a homodimer comprised of two
62 kDa monomers that each contain one heme C and one
heme D1.[38, 39] E. coli has both siroheme (NirB) and multiheme
(NrfA) nitrite reductase.[20, 39] NirB is coupled to Nar in DNRA,
whereas the pentaheme nitrite reductase NrfA is associated with
Nap (Scheme 1).[36, 37] Recent work has suggested that NrfA is a
homodimer associated with an additional tetraheme cyto-
chrome c,[40] although it was originally believed to be a single
polypeptide of 65 kDa.
NR continues to generate a great deal of interest and several


excellent reviews on the physiology, biochemistry, andmolecular
biology of nitrate reduction have been published in the last few
years.[1, 2, 7, 9, 10, 16, 26] Previous sequence comparisons relied heav-
ily on identification of regions of sequence identity in closely
related enzymes with different functions and the inference of
binding motifs to provide a broader view of mononuclear
molybdenum enzymes. We used the wealth of protein sequence
data that has recently become available to determine phyloge-
netic relationships and to identify structural/functional roles of
conserved amino acids specific to NR. Our results are presented
in the context of these past reviews.


Phylogenetic Analysis


Phylogenic analysis by using protein sequence provides insight
into the origin and evolution of nitrate reductase. We used only
complete sequences in this analysis. The increasing number of
genome projects makes more sequence data available but
caution must be exercised when accepting annotation without
the accompanying physiological data.[41, 42] A recent review[1] of
prokaryotic nitrate reductases listed 20 organisms with at least
one Nar homologue, 23 organisms with a Nap homologue, and
24 organisms with a Nas homologue. Unfortunately, sequence
data amenable to phylogenetic analysis was available for only
about half of these species. The reason for the reduced data set
was that either only a partial sequence was available (in some
cases as few as 20 amino acid residues), or the identification was
made from a preliminary genomic sequence without confirma-
tion by physiological studies. It seems prudent to take a
conservative approach given the great diversity of molybde-
num-containing proteins and the relative paucity of sequence
data for them. For our analyses, sequences were aligned by using
the Clustal X program.[43] Maximum parsimony trees were
generated, sequence similarities were determined with the
PHYLIP program (version 3.572),[44] and neighbor-joining trees
were generated by using PAUP software (version 4.0b7).[45]


The distinction between prokaryotic and eukayrotic nitrate
reductases has been known for some time based on sequence
data[46, 47] and the structure of the active site.[8] When all four
types of NR are compared three major clades become apparent.
These are the Euk-NR, Nar, and Nas/Nap clades (Figure 2). The
Euk-NR clade is further divided into two subclades, a ™plant∫
group and a ™fungal∫ group, with further subdivisions following
taxonomic classification (Figure 3). This conclusion is based on
analysis of representative sequences for monocots (three
species), dicots (thirteen species), algae (five species), ascomy-
cetes (twelve species), basidiomyces (two species), yeast (two
species), and an oomycete. This analysis included the two
isoforms for each of Nicotiana, Glycine, and Arabidopsis. The
isoforms had a high degree of sequence similarity (99.3, 95.5, and
94% respectively) and always branched together. In the final tree
(Figure 3) only one isoform of Arabidopsis (Nia1) and Nicotiana
(Nia2) were used. However, the two isoforms of Glycine max
(INR1 and INR2) were included as an example. The ™plant∫ group
is comprised of the dicots, monocots, algae, and interestingly,
the oomycete. The dicots form a tight cluster, as can be seen in
Figure 3. Their sequences are highly conserved, sharing an
identity of 43% and a similarity of 77%. The monocots and algae,
with three species each, also appear to define their own subclades.
The monocots, however, are more closely related to the dicots
with 38% identity and 71% similarity. Algae have Euk-NR and not
Nas (which is present in cyanobacteria) and this has implications
for the symbiotic origin of chloroplasts. The chloroplast was
derived from a cyanobacterial-like ancestor so it follows that Euk-
NR originated from the host cell. While the Nas homologue was
lost by the chloroplast, the assimilatory nitrite reductase (Nir)
was retained. This process is reflected in the similarity between
the Nir protein sequences and also in the location of the two
processes in plants and algae: nitrate reduction occurs in the cell
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cytoplasm whereas nitrite reduction occurs in the chloroplast.[48]


Another interesting finding is the single example of an oomycete
species. The fact that it forms a deep branch with the algae and
plants lends support to the view that the oomycetes are more
like flagellated algae (for example, chrysophytes) than fungi.[49]


The ™fungal∫ group appears to be divided into two distinct
subclades with ascomycetes and yeast forming one and the
basidiomycetes the other. The Euk-NR is highly conserved and
follows taxonomic lines, which suggests to us that it originated
from a single evolutionary event early on in the history of
eukaryotes. The different number of subunits possible in the
active enzyme (dimer, tetramer) and the different electron
donors (ferredoxin or flavodoxin) were subsequent modifica-
tions.
Prokaryotic nitrate reductases form two major clades, the Nar


clade and the Nas/Nap clade (Figure 4). Haloarcula marismortui, a
member of the halophilic Euryarchaeota,[50] is the deepest
branch of the Nar clade. Maximum parsimony trees could not
distinguish a branching order for Aeropyrum pernix, a Crenarch-
aeota, and Thermophilus thermophilum, a deeply branching
thermophilic member of the bacteria. This problem may arise
because their sequences share an identity of 54% and a
similarity of 81%. The high and low guanine� cytosine (G�C)
Gram positive bacteria and the proteobacteria form separate
subclades within the remaining species (Figure 4). The clustering
together of denitrifying and DNRA bacteria is of the greatest


significance. A comparison of the protein
sequences of the two species of denitrify-
ing pseudomonads (Pseudomonas aerugi-
nosa and Pseudomonas fluorescens) with
E. coli show a 64% identity and 86%
similarity. The gene sequences share a
69% identity. Castrenana and Moreira[51]


argue that this high degree of similarity
indicates a common ancient lineage, an
idea that is supported by Ralf and Imhoff
based on their studies using NarH.[52] We
believe, however, that the similarity strong-
ly suggests horizontal gene transfer.[53] In-
deed, Ramirez-Arcos et al. have demon-
strated horizontal gene transfer of the nar
cluster (the group of genes coding for Nar)
in extreme thermophiles.[54] A strict aerobic
strain of Thermus thermophilus was able to
grow anaerobically on nitrate after conju-
gation with a nitrate-respiring strain. An
origin for autonomous replication (oriV)
that overlapped the last gene in the nar
cluster was identified and suggested to be
the mediator. A readily mobile nar cluster
could explain the role of Nar in both
denitrification and DNRA, its association
with different nitrite reductases such as
NirB, NirK, and NirS, the mosaic nature of
denitrification gene organization,[28] and
the presence of all three prokaryotic NRs
in a single species.[13, 14]


Prokaryotic Nas and Nap are clearly related and together form
the third clade of nitrate reductases. Nap is a distinct subclade.
Each of the representatives of Nap possess the twin arginine
motif, with the exception of P. aeruginosa. The amino acid
sequence is highly conserved across phylogenetic lineages
(based on 16S rRNA), with a 51% similarity. In most cases, Nap
catalyzes the first step in nitrate reduction to ammonia but it can
also be involved in denitrification,[17, 55] maintaining redox
poise,[1] and nitrate scavenging.[15] Genetic analysis revealed that
nap genes can be found on plasmids (for example, in R. capsu-
latus, Rhodobacter sphaeroides, Ralstonia eutrophus, and Para-
coccus denitrificans) as well as at chromosome loci.[16] Thus Nap,
like Nar, is an excellent candidate for horizontal gene transfer.[53]


The divergence of Nap from the two strict anaerobes Desulfovi-
brio desulfuricans and Campylobacteria jejuni early on in this
subclade provides an evolutionary link between Nap and Nas. As
more sequences become available for strict anaerobes that can
respire nitrate it will be important to see if they indeed create yet
another distinct subclade. It is also tempting to speculate that if
DNRA with Nap always involves NrfA, then strict anaerobes such
as Sulfurospirillum deleyianum, Sulfospirillum barnesii, and Geo-
bacter metallireducens should possess Nap homologues as well.
Nas seems to have the least conserved sequence of all the
bacterial nitrate reductases, with only 19% similarity and several
deeply branching subclades (Figure 4). There also does not
appear to be any specific clustering based on preferred electron


Figure 2. Phylogeny of nitrate reductases (neighbor joining tree) showing three distinct clades: EukNR, Nar,
and Nas/Nap. Nap sequences are denoted by *.
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donor (ferredoxin- or NAD(P)H-dependent), taxonomic classifi-
cation, or 16S rRNA phylogeny. Cyanobacteria do cluster
together, but clearly have a Nas homologue, which provides
further evidence that the prokaryotic assimilatory nitrate
reductase was an early victim of the chloroplast symbiosis at
least for the green algae. The low degree of sequence similarity


among a great diversity of bacteria sug-
gests that Nas is a rapidly evolving
protein.


Structural analysis


The majority of the nitrate reductases are
mononuclear molybdenum enzymes. The
molybdenum atom is coordinated by the
sulfur donors of the ene-1,2-dithiolate
(dithiolene) moiety from a unique py-
ranopterin cofactor. Crystallography indi-
cates that the pterin cofactor adopts a
tricyclic pyran ring structure rather than
the originally proposed bicyclic ring struc-
ture.[56] The basic structure of the py-
ranopterin cofactor with a phosphate
group is retained for Euk-NR and sulfite
oxidase. Currently, no complete crystal
structure of any Euk-NR is known, how-
ever, the crystal structure of chicken liver
sulfite oxidase (CLSO)[57] has confirmed
the formulation of the cofactor as pro-
posed. In prokaryotic proteins the phos-
phate group originating from the 2-posi-
tion is replaced by guanine diphosphate
(Scheme 2). The formulation of the cofac-
tor has been crystallographically demon-
strated for Nap[58] and represents en-
zymes of the Nas/Nap clade. At present
no crystal structure of membrane-bound
nitrate reductase (Nar clade) or mem-
brane-bound DMSO reductase is known,
although these structures are expected to
be similar to that of Nap. Clearly, there is a
significant difference between the cofac-
tor formulation of the proteins from
eukaryotic and prokaryotic organisms.
The functional ramification of this diver-
sity has yet to be elucidated.
Although the complete crystal struc-


ture of Euk-NR has yet to be determined,
the structure of the cytochrome and the
FAD domains have been published.[4]


Furthermore, the crystal structure of a
structurally similar enzyme, sulfite oxi-
dase, is established. We aligned the
sequences of Euk-NRs with three different
sulfite oxidases (chicken, rat, and Arabi-
dopsis). The high degree of sequence
conservation among Euk-NR (Figure 5)


made comparisons useful. When only Euk-NR sequences were
compared, twelve conserved residues were identified as ™cofac-
tor-binding residues∫ (Figure 5). These residues were identified
through comparison with the 14 residues involved in cofactor
binding in CLSO. The similarity is remarkable in view of the
various types of organisms from which the sequences are


Figure 3. Phylogeny of eukaryotic assimilatory nitrate reductase (maximum parsimony). Bootstrap values are
noted at the nodes. The following sequences were used: Plants: Arabidopsis thaliana Nia1 Z19050, Betula
pedula X54097, Brassica napus D38220, Cichorium intybus X84103, Cucurbita maxima A41667, Glycine max
INR1 L23854, Glycine max INR2 U13987, Hordeum vulgare X60173, Lotus japonicus X80670, Lycopersicon
esculentum X14060, Nicotiana tabacum Nia2 X14059, Oryza sativa P16081, Petunia hybrida L11563,
Phaseolus vulgaris X53603, Prunus persica AB061670, Ricinus communis AF314093, Solanum tuberosum
U95317, Spinacia oleracea D86226, Triticum aestivum BAB11739, Zea mays AF153448. Algae: Chlamydo-
monas reinhardtii AF203033, Chlorella vulgaris U39931, Volvox carteri X64136; Oomycete: Phytophthora
infestans U14405. Fungi: Aspergillus oryzae D49701, Aspergillus parasiticus U38948, Beauveria bassiana
X84950, Botryotinia fuckeliana U43783, Fusarium oxysporum Z22549, Gibberella fujikuroi X90699,
Hebeloma cylindrosporum AJ238664, Leptosphaeria maculans U044405,Metarhizium anisopliae AJ001141,
Neurospora crassa S16292, Penicillium chrysogenum U20779, Phaeosphaeria nodorum Y13654, Pichia
angusta Z49110, Pichia anomala AF123281, Stagonospora nodorum AJ009827, Ustilado maydis X67687;
Sulfite oxidase: Arabidopsis thaliana AF200972.
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derived and strongly suggests that the cofactor-binding residues
remain conserved during evolution. None of the EuK-NR
sequences have an iron-sulfur cluster binding motif (such as
CXXCXXXC; X�undefined amino acid). Physiochemical studies
indicate a heme center is present as the partner prosthetic
group, a feature crystallographically confirmed in CLSO. In CLSO
the heme is located at the N terminus and H40 and H65


coordinate to the iron center. The se-
quences of eukaryotic Euk-NR do not
show any conserved histidine at the N
terminus that can be positively identi-
fied as a ligand to the iron. Campbell
reported that the b-heme-binding do-
main is located at the C terminus and
identified two histidines as the heme-
binding residues.[4] Our analysis with the
additional sequences concur with this
prediction as these residues are con-
served (Figure 5).
Specific structural features at the


coordination sphere of molybdenum
also differentiate NRs. Euk-NR is charac-
terized by coordination of the molybde-
num center by a single pyranopterin
cofactor through a dithiolene linkage
(Scheme 3).[59] A second defining struc-
tural feature of Euk-NR is a mono-oxo
Mo center in the reduced, resting state
of the enzyme. This feature was derived
from the structure of CLSO and by
extended X-ray absorption fine structure
(EXAFS) spectroscopy at the molybde-
num K-edge of Euk-NR from Arabidop-
sis.[59]


To date, the complete crystal structure
of Nap has only been determined for
D. desulfuricans. We used the D. desulfur-
icans structural data to predict the roles
of the conserved residues within the
Nas/Nap clade since the clade shows
considerable sequence similarities. The
crystal structure of Nap indicated 29
residues that are involved in binding the
two cofactor molecules. Comparisons
with other Nap enzymes showed that
21 of these 29 residues (72%) were
conserved (Figure 6). This is significant
because the overall identity between
Nap sequences is only 22%. All Nap
sequences have an iron ± sulfur cluster
with a CX1X2CX3X4X5C sequence at the N
terminus,[1, 13, 26] where X1�R, X2� F or Y,
X3�G, X4�Tor V, and X5�G. The entire
motif is robustly conserved. No other
cofactor binding sequence could be
positively identified, which suggests that
in Nap enzymes there are two prosthetic


groups: the pyranopterin cofactor and the iron ± sulfur cluster. In
addition, there is one conserved cysteine residue that coordi-
nates the molybdenum atom. The cysteine ligation to molybde-
num already predicted by other researchers[8, 13] was crystallo-
graphically confirmed in D. desulfuricans. All Nap proteins have a
twin arginine motif that is believed to be required for placement
of the protein into the periplasm,[60] with the exception of


Figure 4. Phylogeny of prokaryotic nitrate reductases (maximum parsimony). Bootstrap values are noted at
the nodes. The following sequences were used: Nar: Aeropyrum pernix AP000061, Bacillus subtilis Z49884,
Escherichia coli NarG X16181, Escherichia coli NarZ P19319, Haloarcula marismortuii AJ277440,
Mycobacterium tuberculosus AAK45455, Mycobacterium bovis AF149772, Pseudomonas aeruginosa
Y15252, Pseudomonas fluorescens U71398, Staphylococcus aureus AF029225, Staphylococcus carnosus
AF029224, Streptomyces coelicolor CAC18712, Thermus thermophilus Y10124; Nap: Campylobacter jejuni
Cj0780, Desulfovibrio desulfuricans Y18045, Escherichia coli P33937, Magnetospirillum magnetotacticum
BAB59022, Paracoccus pantatrophus Z36773, Pasteurella multicida AAK03678, Pseudomonas G-179
AF040988, Pseudomonas aeruginosa F83499, Ralstonia eutropha X71385, Rhodobacter sphaeroides
f. denitrificans AF06954, Shewanella putrifaciens TIGR, Vibrio cholera D82430; Nas: Amycolatopsis
mediterranei AJ298195, Bacillus halodurans BAB04334, Bacillus subtilis D30689, Caulobacter crescentus
AAK22602, Clostridium perfringens AB017192, Klebsiella oxytoca L08600, Klebsiella pneumonia Q06457,
Oscillatoria chalybea X89445, Pseudomonas putida AF203789, Synechococcus sp. PCC7942 S36605,
Synechococcus sp. PCC7002 AAD45942, Synechocytis sp. PCC6803 S77385. DMSO: Escherichia coli P18775.
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Scheme 2. Eukaryotic (A) and prokaryotic (B) molybdenum cofactors.


P. aeruginosa. The Nas proteins are the most diverse with an
extremely low overall sequence conservation of less than 1%
identity and 19% similarity (Figure 7). Even among the Gram
negative species the sequence similarity is low (17% identity,
37% similarity). Nevertheless, a highly conserved iron ± sulfur
cluster binding motif, CPYCGVGCG, at the N terminus could be
observed in all Nas.[9] This observation suggested it was the site


of the Fe4S4 iron ± sulfur cluster that is common to all Nas. A
cysteine residue that could ligate to the molybdenum center was
also found to be conserved. When Nas was compared with Nap,
five residues that might be involved in cofactor binding were
identified (Figure 7). Interestingly, the low number of binding
residues may indicate that even though Nas clusters with Nap,
there may be only one cofactor per molybdenum atom,
verification of which must await structure determination.
In the absence of a crystal structure for Nar, we used the


structural data of Nap to identify putative cofactor binding
residues. This comparison led us to identify 16 highly conserved
residues that might be involved in the cofactor binding (Fig-
ure 8). If this is true then the large number of amino acid residues
that are involved in binding the cofactor supports the notion
that Nar has two pyranopterin cofactors. Nar is also thought to
have an iron ± sulfur cluster near the N terminus. While a


conventional binding motif could not be
found, a highly conserved sequence
HG(V)NCTGSC was detected. This sequence
is not typical for an iron ± sulfur cluster and
may be involved in binding of the molybde-
num cofactor.[61] Indeed, when the histidine
was replaced with a cysteine in E. coli, the
resulting protein failed to bind an iron ±
sulfur cluster.[62] Another interesting feature
is that there is a conserved serine (not
cysteine) that may coordinate the molybde-
num. Although, X-ray absorption spectros-
copy[63] has been used to investigate the
active site structure, biochemical or spectro-
scopic confirmation of the serine coordina-
tion has yet to be found.[1] If, however, serine
really does coordinate to the molybdenum
atom, it represents yet another variation in
the active-site structure of nitrate reductase.
The defining structural features of Nar and


Nap place them in the DMSO reductase
(DMSOR) family of Mo enzymes. The Mo
atom is coordinated by two pyranopterin
molecules through dithiolene linkages
(Scheme 3) and is desoxo in the reduced,
catalytically active state. The issue of wheth-
er the oxidised state is monooxo or dioxo in
DMSOR has been intensely debated in
recent years, in part due to different inter-
pretations of structural studies. For example,
the crystal structures of DMSOR isolated
from Rhodobacter sphaeroides were inter-
preted in terms of desoxo MoIV and mono-
oxo MoVI centers.[64] However, the crystal


structures of enzymes isolated from Rhodobacter capsulatus
were interpreted as having monooxo MoIV and dioxo MoVI


centers.[65] Subsequent resonance Raman (rR) and EXAFS spec-
troscopy at the molybdenum K-edge on the two enzymes
supports the views derived from the structural studies.[66]


Recently, a very high-resolution structure indicated that plasticity
of the structure is heavily dependent on experimental conditions


Figure 5. 37 different Euk-NR sequences aligned with that of the Arabidopsis NIA1 Euk-NR. Identities are
bold black; similarities (both strong and weak) are italicized bold grey; residues with structural roles are
underlined; residues that are thought to be involved in cofactor binding are represented with a different
(larger) font type.
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such as the buffer.[64a] Certainly, these stud-
ies provided a basis for a catalytic trans-
formation between a desoxo molybde-
num(IV) and a monooxo molybdenum(VI)
center. This important concept can also be
applied to Nap.[58] Indeed, in Nap, four sulfur
donors from two pyranopterin cofactors as
well as the sulfur atom from the cysteine
residue coordinate the molybdenum atom.
Although no terminal oxo group could be
located, a water molecule does coordinate
the metal center.[58] No crystallographic or
spectroscopic data is currently available on
any Nas protein. It is tempting to speculate
from the cofactor binding motif analysis
that Nas has only one pyranopterin cofac-
tor, however, investigation of this proposal
must rely on experimental evidence.


Summary and Outlook


The dramatic increase in the amount of
sequence data available made it possible to
make a comparative study of the different
nitrate reductases. Our analyses indicate
three different clades of nitrate reductase:
Euk-NR, Nar, and Nas/Nap. Nap from strict
anaerobes provides the evolutionary link
between the closely related Nas and Nap.
Our results also suggest that the gene
encoding Euk-NR might be useful for the
study of algal, plant, and fungal evolution.
Whereas Euk-NR appears to have emerged
early on in the evolution of eukaryotes, Nar
and Nap are prime candidates for horizontal
gene transfer. Thus additional sequences of
Nap and Nar especially from strict anaer-
obes and archaea are of great interest.
Sequence alignments coupled with crystal-
lographic information were used to predict
which residues could be involved in cofac-
tor and metal binding. Confirmation of this
prediction awaits site-directed mutagenesis
studies. Genome-sequencing projects offer
the exciting prospect of additional sequen-
ces but need to be complemented with
physiological, biochemical, structural, and
spectroscopic studies. This investigation
points out the serious lack of biophysical
information on Nas and also of detailed
kinetic studies on Nap and Nar in denitrifi-
cation and DNRA. Work also needs to be
done to determine the mechanism by
which nitrate respiration with Nap gener-
ates PMF. Furthermore, we anxiously await
the determination of the crystal structures
of Euk-NR, Nar, and Nas.


Figure 8. Nar sequences from 11 species of bacteria aligned with Escherichia coli NarG. See Figure 5 legend
for key.


Figure 7. Nas sequences from 13 species of bacteria aligned with Klebsiella oxytoca NasA. Klebsiella
oxytoca, Klebsiella pneumonia, Caulobacter cresensus, and Pseudomonas aeroginosa strain PAO1 have
an extension of about 160 amino acids at the C terminus. See Figure 5 legend for key.


Figure 6. Nap sequences from 10 species of bacteria aligned with Pseudomonas sp. G-179 Nap. See
Figure 5 legend for key.
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A Novel Near-Infrared Fluorescence Sensor for
Detection of Thrombin Activation in Blood
Ching-Hsuan Tung,*[a] Robert E. Gerszten,[b, c] Farouc A. Jaffer,[a, c] and
Ralph Weissleder[a]


Thrombosis is an important pathophysiologic component of many
cardiovascular diseases. Thrombin, a serine protease, plays a
central role in thrombosis formation. Detection and imaging of
thrombin activity may thus be of considerable biomedical interest.
The goal of this study was to design, synthesize, and characterize a
novel thrombin-activated near-infrared fluorescence (NIRF) probe.
The probe consisted of a thrombin-cleavable peptide spacer (. . .D-
Phe-Pip-Arg. . . ; Pip�pipecolic acid) and contained a terminal
fluorescence reporter which was quenched when conjugated to a
biocompatible delivery vehicle. A control peptide spacer was
synthesized that differed by one amino acid. Following thrombin
addition, the probe was activated within minutes. The NIRF signal


increased by a factor of 27-fold within 20 minutes, and was
inhibited by hirudin, a specific thrombin inhibitor. NIRF optical
imaging experiments confirmed rapid activation of the probe in
both buffer and human blood. The control probe showed minimal
activation in all experiments. In addition to potentially furthering
our understanding of thrombin regulation in vivo, the thrombin-
activated near-infrared probe may have broad clinical application
to the diagnosis of arterial and venous thrombosis.


KEYWORDS:


enzyme activation ¥ fluorescent probes ¥
near-infrared fluorescence ¥ peptides ¥ thrombin


Introduction


Thrombosis is a central pathophysiologic feature of many
cardiovascular diseases such as unstable angina and myocardial
infarction,[1±3] as well as deep venous thrombosis and pulmonary
embolism. Rapid diagnosis of these potentially life-threatening
conditions is necessary to minimize their associated morbidity
and mortality. Current diagnostic imaging methods are flow-
based (X-ray angiography, computed tomography angiography,
magnetic resonance angiography, doppler ultrasound) or perfu-
sion-based (nuclear medicine perfusion scans) and suffer from
two important limitations. First, these methods do not directly
image thrombus and, therefore, cannot reliably distinguish
between a thrombotic or nonthrombotic (for example, choles-
terol, lipid) obstruction to flow. Second, these methods do not
allow assessment of the biological regulation of thrombus
formation.
Local hemostatic milieu is critical in vascular thrombus


formation; in particular, thrombin, a serine protease, plays a
central role in the development of vascular thrombosis. Throm-
bin cleaves fibrinogen to form fibrin, the scaffolding of
thrombosis. In addition, thrombin activates platelets, mono-
cytes, and the vascular endothelium to facilitate thrombus
formation.[4] Local detection of thrombin activity might therefore
allow direct diagnosis of thrombosis, as well as offering further
insight into thrombin regulation.
Molecular imaging is a new paradigm based on imaging


specific cellular and molecular targets.[5] Recently, our laboratory
has developed a series of near-infrared fluorescence (NIRF)
probes for the in vivo detection of specific proteases, including


cathepsins and matrix metalloproteinases.[6±9] The probes consist
of quenched near-infrared (NIR) fluorochromes conjugated to
specific peptide substrates, which themselves are grafted onto
an injectable and biocompatible delivery molecule
(Scheme 1).[10] The rationale for using NIR fluorochromes rather
than visible light fluorochromes is that light at 700 ±900 nm
travels though tissue most efficiently as blood does not strongly
absorb NIR energy.[11] Upon protease cleavage, the NIR probes
fluoresce and can be detected by different imaging systems, for
example, fluorescence microscopy, reflectance imaging,[12] or
optical tomography.[13]


We hypothesized that thrombin could serve as a relevant
optical molecular imaging target in the detection of local
thrombus. In this study, we describe the design, synthesis, and
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characterization of a first generation thrombin-activatable NIRF
imaging probe and report its optical imaging profile compared
against a control probe in buffer and in whole human blood.


Results and Discussion


Synthesis


The design of the protease-activatable NIRF probe was based on
a long circulating delivery vehicle,[10] the peptide substrate, and a
near infrared fluorochrome. The biological fate of the long
circulating polymer (a partially pegylated polylysine copolymer)
has been extensively studied in animals and humans.[10] The
circulation time of the polymer is over 20 hours in humans and is
thus ideally suited for vascular imaging applications.[14] We
started out by attaching the peptide substrate to unpegylated
lysine residues of the polymer.[7] The synthesized 11 residue
peptide, Gly-D-Phe-Pip-Arg-Ser-Gly-Gly-Gly-Gly-Lys(FITC)-Cys-
NH2, was designed to contain a thrombin-sensitive substrate, a
tetraglycine spacer, a fluorescein tag (FITC� fluorescein isothio-
cyanate) for quantification, and a cysteine residue for further
conjugation. The thrombin-substrate sequence, D-Phe-Pip-Arg,
had a D-phenylanaline at the P3 position and an unusual amino
acid, pipecolic acid, at the P2 position. The substrate has a
reported kcat/KM of 3.94�107M�1 s�1.[15]


We first performed an enzymatic assay to show that the fully
designed, C-terminal-extended peptide still served as a substrate
for thrombin. By using high-pressure liquid chromatography
(HPLC), we found that the peptide was recognized by thrombin
and cleaved into two major products (Figure 1A). In contrast,
thrombin proteolysis was eliminated when the serine at the P1�
position was replaced by a proline residue. As shown in
Figure 1B, the control peptide, Gly-D-Phe-Pip-Arg-Pro-Gly-Gly-


Gly-Gly-Lys(FITC)-Cys-NH2, remained in-
tact for two hours following incubation
with thrombin.
The peptide was then coupled to the


polymer (PGC; protected graft copoly-
mer) using biofunctional iodoacetic an-
hydride as the connecting linker
(Scheme 1). The unpegylated free amino
groups on the PGC backbone were cap-
ped with iodoacetic anhydride; this con-
verted all amino groups into thiol reactive
groups, which were subsequently reacted
with peptides. In the final step of the
synthesis, monoreactive indocyanine flu-
orochrome (Cy5.5) was conjugated to the
N terminus of each peptide. An average
of 23 reporter fluorochromes were at-
tached to each polymeric carrier mole-
cule. With this high number of reporters,
fluorescence was efficiently quenched in
the inactivated state. Similar conjugation
efficiency and optical characteristics were
obtained for the control probe.


Figure 1. HPLC chromatogram of peptide cleavage by thrombin. A) Thrombin-
sensitive peptide (10 �M) was incubated with thrombin (10 Units) in PBS for 1 h.
The black and gray chromatograms represent before and after incubation with
thrombin, respectively. The peptide substrate was recognized and hydrolyzed.
B) As (A), except the control peptide was used. No cleavage was found after
incubating with thrombin. Asterisks indicate the intact peptides.


Scheme 1. Structure of the thrombin-sensitive probe. The thrombin substrate was linked to free amino groups
on lysine side chains of the polymeric carrier through a carboxymethyl linkage. PGC indicates a partially
pegylated polylysine grafted copolymer.[10] The NIRF fluorochrome, Cy5.5, was attached to the N terminus of
the peptide. The bold region represents the thrombin recognition site and the arrow indicates the cleavage
site. For synthesis of the control probe, Gly-D-Phe-Pip-Arg-Pro-Gly-Gly-Gly-Gly-Lys(FITC)-Cys-NH2 was used.
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Characterization


The prepared probes were first tested with purified thrombin in
phosphate-buffered saline (PBS) buffer as the NIRF signal was
recorded over time. Initially both probes showed low NIR
fluorescence (150 arbitrary units (AU); Figure 2A). Following
addition of thrombin, the NIRF signal increased from 150 to 4100
AU within 20 minutes (27-fold increase). This was significantly
greater activation than with the control probe, where only a
1-fold increase in NIRF signal was observed within the same time


Figure 2. In vitro activation and inhibition of experimental and control NIRF
probes. A) The probes (0.5 �M) were incubated with or without thrombin (1 Unit)
in PBS solution. B) The thrombin probe was activated with thrombin (1, 0.1, 0.01,
or 0 Units). C) Probe activation by thrombin (1 Unit) was completely inhibited by
addition of hirudin (5 �g).


frame. There was a clear dose response when the probe was
incubated with different amounts of thrombin (Figure 2B). To
further demonstrate the specificity of thrombin activation, we
examined probe activation in the presence of hirudin, a direct
thrombin inhibitor used in the clinical treatment of vascular
thrombosis. When thrombin was added to solutions containing
hirudin and the thrombin probe, no NIRF signal increase was
detected (Figure 2C). Furthermore, to show that hirudin did not
destroy or alter the optical probe, we added additional
thrombin, which overcame hirudin activation and caused a
strong NIRF signal (data not shown).
An imaging experiment was subsequently carried out to


confirm that thrombin activated the thrombin probe but not
other enzyme specific probes. A home-built imaging system
which has a bandpass excitation filter at 610 ±650 nm and an
emission filter at 680 ± 720 nm was used to acquire NIRF images
of activation with various probes.[12] Thrombin, control, cath-
epsin B, and cathepsin D probes were incubated with thrombin,
individually. The NIRF and bright-field images were acquired
10 minutes after incubation (Figure 3A). Without thrombin,
there was no detectable fluorescent signal in any of the probes.
Within 10 minutes after thrombin addition, however, NIR
fluorescence signal was selectively generated by the thrombin
probe. The other probes remained silent.
To demonstrate thrombin activation of the probe in human


blood, citrated human whole blood was incubated with the
thrombin probe and the NIR fluorescence was recorded. There


Figure 3. Activation of NIRF probes in buffer and blood. A) Thrombin, control,
cathepsin B, and cathepsin D probes (0.5 �M) were incubated with and without
thrombin (1 Unit) for 10 minutes, followed by light and NIRF image acquisition.
Thrombin activation occurred only with the true thrombin probe. B) Activation of
the thrombin probe in whole blood with exogenous thrombin (5 Units). 1) Light
and 2) NIRF images before adding thrombin. 3) ± 5) NIRF images at 3 minutes,
60 minutes, and 24 hours, respectively.
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was no detectable NIRF signal within 30 minutes of incubation of
the probe in anticoagulated blood. Following exogenous
thrombin addition, the NIRF signal increased within minutes as
the blood clotted. Interestingly, as shown in Figure 3B, the NIRF
signal further increased slowly over time. Compared to the
probe experiments in buffer, this finding may have been due to
restricted mixing of the target probe with thrombin in the
semisolid blood clot. Exogenous thrombin was necessary to
generate the NIRF signal ; this suggests that the anticoagulant
effects of sodium citrate inhibited endogenous thrombin gen-
eration.
In this study, we have designed a thrombin-sensitive NIR


fluorescent probe and demonstrated its ability to detect and
image thrombin activity in buffer and human blood. The results
indicate that the developed probes have the potential to serve
as imaging reporters for thrombus activation in vivo, and
biological studies in animal models are currently ongoing. In
parallel to this research, we are also developing three-dimen-
sional tomographic imaging systems that would allow quanti-
tative imaging of probe activation in deep tissue in vivo.[13] This
targeted optical imaging technology may ultimately contribute
to the understanding, diagnosis, and treatment of vascular
thrombosis.


Materials and Methods


Thrombin substrate synthesis: Thrombin and a control peptide
substrate were synthesized by using an automatic peptide synthe-
sizer (PS3, Rainin, Woburn, MA) with Fmoc (9-fluorenylmethylox-
ycarbonyl) chemistry. HBTU (2-(1H-benzotriazole-1-yl)-1,1,3,3-tetra-
methyluronium hexafluorophosphate)/HOBT (N-hydroxybenzotri-
azole) were used as the activating agents for each coupling cycle.
Amino acids, Fmoc-Cys(Trt), Fmoc-Lys(Dde), Fmoc-Gly, Fmoc-Ser,
Fmoc-Arg(Pbf), Fmoc-D-Phe, Fmoc-Pro, Boc-Gly, Rink amide MBHA,
and coupling reagents for peptide synthesis were purchased from
Calbiochem-NovaBiochem (San Diego, CA) (Trt� triphenylmethyl,
Dde� (4,4-dimethyl-2,6-dioxocyclohex-1-ylidene)ethyl, Pbf�2,2,4,6,7-
pentamethyldihydrobenzofurane-5-sulfonyl, Boc�benzyloxycar-
bonyl, MBHA� 4-methylbenzhydrylamine). Fmoc-Pipecolic acid
(Pip) was obtained from Advanced Chemtech (Louisville, KY). The
sequence of the thrombin substrate was Gly-D-Phe-Pip-Arg-Ser-Gly-
Gly-Gly-Gly-Lys(FITC)-Cys-NH2,[15] and that of the control peptide was
Gly-D-Phe-Pip-Arg-Pro-Gly-Gly-Gly-Gly-Lys(FITC)-Cys-NH2.[16] Peptides
were labeled with a fluorescein tag (FITC) at their C terminus for
convenient quantification. In the control peptide, proline was
exchanged for serine in the P1� position. Fluorescently labeled
peptides were synthesized by using a previously reported method.[7]


Following HPLC purification, the molecular mass was determined by
matrix-assisted laser desorption/ionization time of flight mass
spectrometry (MALDI-TOF MS). MS [M�H]�: Thrombin substrate
peptide: 1425.5 (calcd), 1425.5 (found); control peptide: 1435.5
(calcd), 1436.2 (found).


Thrombin cleavage assay: Substrate peptide selectivity was tested
by an HPLC assay. The thrombin or control peptide (10 �M) was
incubated with 10 units of human thrombin (Calbiochem, San Diego,
CA) in PBS buffer (200 �L). At different time points, a portion of the
reaction solution was removed, and cleavage was quenched with
trifluoroacetic acid (TFA; 0.1%, pH 3.0). The analysis was performed
in a Prostar HPLC system (Varian) with a reverse-phase C-18 column


(Microsorb-MV, Varian, Walnet Creek, CA) and using 0.1% TFA in
acetonitrile as the elution buffer.


NIRF probe synthesis: The NIRF probes were prepared using a
similar approach to that previously described.[7] Briefly, a protected
graft copolymer (PGC, MW� 500 kD) consisting of a 35 kD poly-L-
lysine backbone and multiple 5 kD methoxypolyethylene glycol side
chains served as a delivery vehicle.[10] PGC was reacted with a large
excess of iodoacetyl anhydride to convert all remaining amino
groups into iodol groups. Specific peptides were then attached
through a thiol-specific reaction. Following conjugation, the mono-
reactive Cy5.5 dye (Amersham-Pharmacia, Piscataway, NJ) was
attached to the N terminus of the coupled substrates. The loading
of NIRF dye to PGC was quantified by absorption measurements,
with an extension coefficient of 250� 103M�1 cm�1 for Cy 5.5 at
675 nm. On average, each PGC molecule contained 23 NIR fluoro-
chromes.


NIRF probe activation and inhibition in buffer: The thrombin or
control probe (0.5 �M, 200 �L in PBS) was incubated with or without
thrombin (1 Unit) at room temperature in a 96-well plate (Nalge
Nunc, Rochester, NY). The NIRF signal was measured by using a
fluorescence microplate reader (SPECTRAmax Gemini, Molecular
Devices, Sunnyvale, CA). The excitation and emission wavelengths
were set at 675 and 694 nm, respectively.


Thrombin probe activation was detected with various amounts of
thrombin with or without recombinant hirudin (lepirudin; Aventis,
Strasbourg, France), a thrombin-specific inhibitor. To each well, the
thrombin-probe solution (0.5 �M, 200 �L in PBS) was incubated with
1, 0.1, 0.01, or 0 Units of thrombin. In a separate well, premixed
thrombin (1 Unit), hirudin (5 �g), and PBS solution (20 �L) were
added. The activation of the probe was monitored as previously
described.


Thrombin specificity: To determine the specificity of thrombin-
probe activation by thrombin, the thrombin, control, cathepsin B,[6]


and cathepsin D probes[7, 8] were mixed with exogenous thrombin.
Each probe (200 �L, 0.5 �M, in PBS) was incubated with or without
1 Unit of human thrombin for 10 minutes. Light and NIRF images
were acquired by using a home-built imaging system.[12] The system
contained a bandpass filter at 610 ± 650 nm and an emission
bandpass filter at 680 ± 720 nm (Omega Optical, Brattlebore, VT).
Images were detected by a 12-bit monochrome CCD camera
equipped with a 12.5 ± 75 mm zoom lens (Kodak, Rochester, NY).
NIRF image acquisition time was 1/100 s, and the images were
analyzed with commercially available software (Kodak Digital
Science 1D software, Kodak, Rochester, NY).


NIRF probe activation in human blood: Antecubital venous blood
was obtained by phelobotomy from a healthy male volunteer. Blood
samples were collected in a test tube with 3.2% sodium citrate as an
anticoagulant. In a clear-bottom 96-well plate (Corning, Corning, NY),
a mixture of blood (200 �L) and NIRF probe (0.25 nmole in 2.5 �L
water) was pipetted into each well. After 30 minutes incubation of
the NIRF probe with blood, 5 Units of exogenous thrombin were
added. Light and NIRF images were acquired as described above.
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Natural Deuterium Distribution in Branched-
Chain Medium-Length Fatty Acids is
Nonstatistical: A Site-Specific Study by
Quantitative 2H NMR Spectroscopy of the Fatty
Acids of Capsaicinoids
Sandrine Markai,[a] Patrice A. Marchand,[a] FranÁoise Mabon,[b] Evelyne Baguet,[b]


Isabelle Billault,[a] and Richard J. Robins*[a]


Quantitative 2H NMR spectroscopy has been used to determine the
natural abundance site-specific 2H isotopic content of 6,7-dihydro-
capsaicin (1) and capsaicin (2). Prior to analysis, the fatty acyl
moieties were released as methyl 8-methylnonanoate (3) and
methyl E-8-methylnon-6-enoate (4), respectively. A marked and
similar nonstatisitical isotopic distribution of 2H is observed for
both fatty acids. Notably, it can be seen that: 1) the isobutyl
portion of 3 is more impoverished in 2H than the methylenic
portion; 2) the isobutyl portion of 4 is more impoverished than that
of 3 ; 3) an alternating pattern occurs in the (2H/1H)i between the C3
to C7 positions; and 4) the ethylenic hydrogens at C6 and C7 of 4
are, respectively, impoverished and unchanged relative to these


positions in 3. These observations are compatible with the
proposed biosynthetic origins of the different parts of 1 and 2,
and with the view that 1 is a proximal precursor of 2. Furthermore,
it can be suggested that, firstly, the hydrogen atoms at C3 to C7
originate alternatively from the substrate and from the environ-
ment and, secondly, that the �6-E desaturation is introduced by a
mechanism closely mimicking that of the Z desaturation of higher
plants.


KEYWORDS:


biosynthesis ¥ deuterium ¥ fatty acids ¥ isotope effects ¥
NMR spectroscopy


Introduction


The use of quantitative 2H NMR at natural abundance is proving
to be a powerful technique to examine the nonstatisitical
distribution of deuterium in natural products.[1±4] A particular
interest is to relate the observed variation in site-specific 2H/1H
ratios to intrinsic kinetic isotope effects (KIEs). These arise due to
the differing physico-chemical properties, reaction velocities and
binding constants for the isotopes of hydrogen–1H and 2H (D).[4]


Recently, we have been able to show that the introduction of
desaturation into the long-chain fatty acids oleic acid and linoleic
acid is accompanied by a strong secondary isotope effect.[5] Of
particular interest is that this effect is observed at only one of the
two carbon centres involved in the reaction, an observation
compatible with a mechanism proposed on the basis of
experiments with 2H-enriched substrates.[6, 7] In addition, an
alternating pattern of the 2H/1H ratio along the length of the
chain was observed, which could be related to the source of the
hydrogens introduced (acetate or NAD(P)H) during the activity
of the fatty acid synthase (FAS).[5]


To date, such isotope effects have only been observed for the
Z desaturation of the long-chain fatty acids found in plant oils. In
order to extend our knowledge of the generality of these
phenomena, we have elected to examine the medium-length


branched-chain fatty acids (C10) found in capsaicinoids, natural
products occurring in the oleoresin extracted from ripe fruits of
Capsicum frutescens. The principle capsaicinoids present are 6,7-
dihydrocapsaicin (1) and capsaicin (2), amides between a unit of
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vanillylamine and a C10 branched-chain carboxylic acid. These
compounds, which are responsible for the hot pungent taste,
typically represent about 90% of the capsaicinoid content of the
fruits and the oleoresins derived therefrom, with the remaining
10% being a mixture of various homologues.[8, 9]


These compounds provide three particular points of interest.
First, 2 contains a �6-E desaturation, a configuration rare in plant
desaturated fatty acids. Secondly, the presence of the terminal
isopropyl group allows the hydrogens at positions 6 and 7 to be
distinguished in the NMR spectrum, making it possible to
observe their intrinsic 2H/1H ratios without lengthy degradations.
Thirdly, the presence of both 1 and 2 in sufficient quantities in
extracts makes it possible to examine their substrate/product
relationship.
The biosynthesis of 1 and 2 is intriguing (Scheme 1). The


vanillylamine is derived entirely from phenylalanine via vanil-
lin.[10] The fatty acyl moiety has two biosynthetic origins. The four
terminal carbons have been shown by 14C labelling to derive


Scheme 1. Schematic biosynthesis of the capsaicinoids.


from valine and not, as might be equally plausible, from
leucine.[10] 2-Oxo-isovalerate, isobutyrate and 8-methylnonanoic
acid were all labelled from valine.[11] Thus, it is probably 2-oxo-
isovaleric acid that is the natural precursor, this readily being
produced from valine by transamination. The other six carbon
atoms appear to originate by the condensation of three units of
malonyl-CoA–an origin analogous either to that of straight-
chain fatty acids[12] or the flavanoid A-ring.[13] Branched-chain
fatty acids isolated from tobacco leaves also show the same
labelling from valine.[14] The consistency of 14C-labelling into 1
and 2 indicates a close relationship between these com-
pounds.[10] The origin of the �6-E desaturation of 2 is, however,
not established. While theoretically this could arise from the
incomplete activity of enoyl reductase following the condensa-
tion of the isobutyl-ACP unit with the first malonyl-CoA during
the formation of the 6-carbon chain,[12] such a mechanism is


unknown (ACP� acyl carrier protein). Thus, it is most probable
that a fully formed C10 fatty acid unit is synthesised, followed by
desaturation. Evidence obtained from studies of the condensa-
tion of acyl-CoA units and vanillylamine in cell-free extracts
supports this route.[15] The E-�6 desaturation could then be
introduced either by Z desaturation followed by epimerisation or
by the direct action of an �6-E-desaturase.
An analysis of the site-specific distribution of deuterium by


quantitative 2H NMR at natural abundance of the methyl esters 3
and 4–derived respectively from 1 and 2–allows the direct
observation of the 2H/1H ratios in the fatty acyl moieties of 1 and
2. A strongly nonstatisitical distribution is found that can be
putatively related to various aspects of the biosynthesis of these
compounds. In particular, it indicates that the biosynthesis is
closely related to that of long-chain fatty acids.


Results


Chemical modification and analytical conditions


Capsaicinoids are complex molecules with substituants of widely
differing polarity and have proved difficult to study directly by
2H NMR spectroscopy. They are not soluble in classical solvents at
the high concentration required for quantitative 2H NMR
spectroscopy at natural abundance and give broad peaks.
Furthermore, the isolation of pure 1 and 2, particularly under the
stringent conditions required for isotopic analysis, was not
practical. Therefore, the strategy employed was to release the
fatty acyl moieties as methyl esters from a capsaicinoid
preparation by cleaving the amide bond and to study the fatty
acyl preparation by 2H NMR spectroscopy. The advantages of this
approach were that, firstly, fatty acyl methyl esters are known to
have good 2H NMR spectroscopy properties[16] and, secondly,
that the risk of introducing isotopic fractionation during sample
preparation was diminished.
In the first instance, the resolution in the NMR spectra of the


resonances due to Me-3a and Me-4a–methyl esters prepared
from synthetic 8-methylnonanoic acid (3a) and E-8-methylnon-
6-enoic acid (4a)–was examined. Methyl Z-8-methylnon-6-
enoic acid (Me-5a), the nonnatural isomer of the capsaicin C10


fatty acid, was also examined. (In order to distinguish natural and


synthetic products, the synthetic product is designated ™a∫. Thus,
3 and Me-3a are chemically equivalent but differ in origin.)
Identity of the 1H and 13C spectra was performed by two-
dimensional (2D) heteronuclear NMR spectroscopy. 1H and
2H NMR spectroscopic analysis confirmed that the hydrogens
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on positions C6 and C7 of Me-4a are sufficiently resolved in the
NMR spectrum, with the �-isopropyl group deshielding the C7
resonance relative to the C6 resonance sufficiently to create an
upfield displacement of 24 Hz (���0.05). In Me-3a, the
magnetic environment is also sufficiently affected by the �-
isopropyl group to cause the C7 atom to resonate about 60 Hz
(���0.12) upfield of the C6 atom. However, in Me-3a the C6
resonance is not resolved from those of the C4 and C5 atoms.
Certain positions, notably C2 and C3, show coincident reso-
nances, making it impossible to measure individually the 2H/1H
isotopic ratios at these positions in a mixed preparation.
Sufficient resolution is achieved, however, to obtain the desired
data from a mixed preparation. Furthermore, the spectral
differences between Me-4a and Me-5a could be used to
confirm that no significant configurational change occurred
during chemical release of the fatty acyl methyl esters from 1
and 2.
The fatty acid methyl esters were released in two steps


(Scheme 2) with an overall yield of 80 ± 85%. Treatment of a
crude capsaicinoid preparation with 2,3-dichloro-5,6-dicyano-
1,4-benzoquinone (DDQ)/H2O effectively hydrolysed the amide


Scheme 2. Chemical modification of capsaicinoids 1 and 2 to release the fatty
acyl moieties as their methyl esters. a) DDQ, CH2Cl2/H2O (10:1 v/v) ; b) Amberlite
IR-120 resin, MeOH, 80 �C, 30 h.


bond,[17, 18] with the released amide being recovered free of
phenolic compounds after extraction with ethyl acetate. Without
further isolation, the amide was then converted into the methyl
ester in a one step deaminative methylation by refluxing with
MeOH in the presence of Amberlite IR-120 resin.[19] 1H and 13C
spectral data from the released methyl esters (Table 1) coincided
with those obtained from the synthetic samples (see Exper-
imental Section).


2H NMR analysis of the fatty acyl moieties of capsaicinoids


As the surface below the 2H NMR signal is directly proportional
to the number of monodeuterated isotopomers present,[5] the
molar concentration of hydrogen at each signal (Pi, see
Experimental Section) must be taken into account in calculating
the site-specific (2H/1H)i ratio. Cleavage of commercial crude
capsaicin extracts yielded preparations of mixed fatty acyl
methyl esters consisting principally of 3 and 4, but also


containing a number of minor compounds (Table 2). The
majority of these are saturated or nonsaturated homologues of
3 or 4 and co-resonate with peaks from 3 or 4 respectively, as can
be seen from the 2H NMR spectrum (Figure 1). The small
contribution of these compounds to Pi has been taken into
account in the calculation of (2H/1H)i .


The nonstatisitical site-specific natural isotopic distributions of
2H in 3 and 4, derived from 1 and 2 respectively, are reported in
Table 3. Two samples, cap5 and cap6, representing independent
treatments of separate samples are given. The overall precision
of the analysis is satisfactory, with most (2H/1H)i values being
determined with an accuracy of �5%. Furthermore, the
repeatability is acceptable, with the two samples having values
for (2H/1H)i at all positions in acceptable agreement.
As anticipated, a degree of overlap in the signals is found. The


resonances due to the positions C2 and C3 of 3 and 4 are
coincident. However, the (2H/1H) values for the C2 atom must be
treated with caution, as there is a risk of exchange with the
solvent during work-up. Otherwise, however, all the resonances
of 3 are resolved from the same positions of 4. Within 4, all the
positions C4 ±C9�C10 can be resolved, while in 3 the
resonances of the C4, C5 and C6 hydrogens are coincident.


Table 1. NMR spectral data for 3 and 4.


Carbon 13C � 1H �[a] 2H �[b]


atom 3 4 3 4 3 4


1 175.5 ± ± ± ±
2 34.2 34.1 2.30 2.30
3 25.1 24.4 1.58 1.60
4 29.3 29.2 1.35 1.37
5 29.5 32.2 1.2 ± 1.3 1.96 1.24 ± 1.31 2.00
6 ± 138.2 1.2 ± 1.3 5.30 1.24 ± 1.31 5.35
7 39.1 138.2 1.10 5.36 1.15 5.40
8 28.2 31.1 1.48 2.20 1.50 2.20
9� 10 14.2 0.83 0.92 0.86 0.95
OCH3 51.6 3.60 3.60


[a] 1H multiplicity and integration gave values identical to synthetic
compounds Me-3a and Me-4a. 1H displacements are given with respect
to tetramethylsilane (TMS) at �� 0.00. [b] 2H displacements with respect to
tetramethylurea (TMU) at ��2.80 relative to TMS at ��0.00.


Table 2. Compositional analysis of the samples of capsaicinoids used for isotopic
analysis.


Compound Methyl ester of:[a] Sample composition [%][b]


cap5 cap6


nordihydrocapsaicin 7-methylheptanoate 3.1 2.1
nonanoyl vanillylamide nonanoate[c] 1.2 0.9
dihydrocapsaicin 8-methylnonanoate[c] 28.4 28.0
Z-capsaicin Z-8-methylnon-6-enoate[c] 0.0 2.1
capsaicin E-8-methylnon-6-enoate[c] 60.7 60.0
decanoyl vanillylamide decanoate[c] 1.6 1.6
homodihydrocapsaicin 9-methyldecanoate 1.3 1.5
homocapsaicin II E-8-methyldec-6-enoate 2.6 2.9
homocapsaicin I E-9-methyldec-6-enoate 0.6 0.7


[a] The identity of the peaks was confirmed by GC/MS under identical conditions.
[b] A number of trace compounds (�0.5%) are not included. [c] Compounds
verified against authentic standards.
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2H NMR analysis of methyl esters


The site-specific isotopic distribution of 2H in the methyl esters
Me-3a, Me-4a and Me-5a, prepared from synthetic 8-methyl-
nonanoic acid (3a), E-8-methylnon-6-enoic acid (4a) and Z-8-
methylnon-6-enoic acid (5a), respectively, are reported in
Table 4.


Discussion


The distribution of the (2H/1H)i values
in 3 and 4, obtained from the natural
products 1 and 2, respectively, (Ta-
ble 3; Figure 2A) is found to be non-
statisitical. Three aspects of the bio-
synthesis of these compounds could
potentially play a role in creating this
variation: the biosynthetic origin of
the different parts of the molecule,
the biosynthetic origin of the individ-
ual hydrogen atoms and the biosyn-
thetic relationship between 1 and 2.
The acyl moieties of 1 (studied as 3)


and 2 (studied as 4) are considered to
originate from two separate origins:
the carbons C2 ±C6 from acetate and
the carbons C7 ±C10 from valine. An
analysis of the mean 2H/1H isotopic
ratios in the C3 ±C6 and the C7±C10
positions of 3 indicates that the over-
all mean molar 2H/1H value of the
acetate-derived part is 136.8 ppm,
while that of the valine-derived por-


tion is 110.2 ppm. A similar calculation cannot be performed for
4 due to the influence of the desaturation (see below). The
difference of 26 ppm between these portions of the molecule is
significant. Relative impoverishment is typically associated with
longer pathways.[2, 3] The greater impoverishment in the C7±C10
portion is compatible with its proposed incorporation from


Figure 1. 2H NMR spectrum (61.4 MHz) of the mixed methyl esters 4 and 3 derived from a commercial extract of
chilli pepper containing both capsaicin (2) and 6,7-dihydrocapsaicin (1) by the protocol described in the
Experimental Section. Peaks designated ™A∫ are derived from 4; peaks designated ™B∫ are derived from 3.


Table 3. (2H/1H)i values (ppm) of methyl esters obtained by 2HNMR spectroscopy from a crude mixture of capsaicinoids.


Capsaicinoid
sample[c]


Derived
compd


Composition [%][a] Carbon atom number
2[b] 3[b] 4 5 6 7 8 9� 10 OCH3


[b] global


cap5 3 35.3 {28.4} 132.6 72.0 148.2 [d] 148.2 [d] 148.2 [d] 73.6 147.7 111.8 130.1 114.8
(2.4) (0.5) (5.3) (5.3) (5.3) (0.7) (5.1) (0.6) (0.4)


4 63.3 {60.7} 132.6 72.0 134.5 65.3 102.1 76.6 120.2 97.4 130.1 105.8
(2.4) (0.5) (4.6) (1.3) (2.6) (2.6) (12.6) (0.4) (0.4)


cap6 3 34.1 {28.0} 138.4 75.8 167.2 [d] 167.2 [d] 167.2 [d] 74.1 159.4 118.3 131.7 121.6
(3.1) (1.7) (21.8) (21.8) (21.8) (5.6) (25.4) (4.5) (0.3)


4 64.9 {60.0} 138.4 75.8 133.7 65.5 112.9 79.8 127.8 99.1 131.7 108.6
(3.1) (1.7) (0.5) (3.7) (1.0) (1.0) (8.0) (2.4) (0.3)


[a] The percentage composition is for the methyl esters of the capsaisinoids that contribute to the respective peaks with the percentage due to 3 and 4,
respectively, given in parentheses. [b] These positions resonate at the same frequency in 3 and 4. [c] cap5� Fluka lot no. : 346725/1 and cap6� Fluka lot
no. : 372701/1. [d] These positions resonate at the same frequency in 3.


Table 4. 2H/1H ratios (ppm) obtained by 2H NMR spectroscopy for the methyl esters of compounds 3a, 4a and 5a.


Compound Carbon atom number
2 3 4 5 6 7 8 9 OCH3 global


Me-3a 138.9 130.4 117.7[c] 117.7[c] 117.7[c] 123.7 160.3 136.8 134.1 130.7
(1.5) (1.7) (0.8) (0.8) (0.8) (4.6) (1.9) (2.1) (2.0) (1.3)


Me-4a[a] 144.1 134.2 114.0 109.3 86.9 108.2 161.4 139.6 133.0 129.8
(3.0) (4.3) (1.8) (3.3) (3.7) (5.2) (3.2) (2.0) (2.2) (1.6)


Me-5a[b] 143.9 127.1 113.5 123.3 121.1[d] 121.1[d] 157.4 142.5 132.0 129.1
(2.5) (1.5) (2.4) (1.9) (2.0) (2.0) (6.5) (1.4) (2.3) (0.4)


[a] Contains 12% Z isomer. [b] Contains 13% E isomer. [c], [d] These positions resonate at the same frequency in the given compound.
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Figure 2. Alternating pattern of (2H/1H)i values for A) natural methyl 8-methyl-
nonanoate (3 ; �) and natural methyl 8-methylnon-6-enoate (4 ; �), and for
B) synthetic methyl 8-methylnonanoate (Me-3a ; �) and synthetic methyl
8-methylnon-6-enoate (Me-4a ; �). Note that in 3 and Me-3a the values shown
for C4, C5 and C6 are the mean for (C4�C5�C6) as these positions resonate at
the same frequency in the 2H NMR spectrum.


valine.[10, 11] The higher value of the C3 ±C6 portion is, similarly,
compatible with direct incorporation from acetate.
Within the isobutyl moiety of 3, however, a range of 2H/1H


values between 74 ppm (C7) and 154 ppm (C8) is observed
(Figure 2A). Thus, within this moiety, a considerable nonstatisit-
ical distribution of 2H is found. The methyl groups at the C9�
C10 positions show a value of 115 ppm, while the C8 and C7
atoms, at 153 and 74 ppm, respectively, appear to be from
different origins. The isobutyl moiety of 4 shows a very similar
pattern, with the C9�C10 atoms showing a value of 98 ppm,
while the C8 and C7 atoms are at 124 and 78 ppm, respectively.
These data are compatible with the methyl groups originating
from the methyl group of pyruvic acid without further hydrogen
exchange, as occurs during 2-oxo-isovalerate biosynthesis. The
C8 hydrogen atom is introduced by a dehydratase (EC4.2.1.9)
and is thus of a more proximal origin.
The C7 atom is also of proximal origin but, in contrast to the


C8 and C9�C10 atoms, is markedly impoverished in both 3 and
4. During biosynthesis, it is probable that valine is not a normal
precursor of capsacinoids, but that these are produced directly
from 2-oxo-isovalerate and isobutyrate (or isobutyryl-CoA), both
of which are labelled by U-[14C]-valine.[11] Thus, the C7 hydrogen
atoms are introduced during the process by which isobutyrate is
condensed with the first of the three proposed molecules of
malonyl-CoA (Scheme 1), and they therefore originate from the
environment. Assuming that the C1±C6 atoms are indeed
derived by condensation of malonyl-CoA, the C3 and C5


hydrogens will also originate from the environment. This
proposed origin for the C7 finds support in that the C3
hydrogen atom in 3 and 4 and the C5 atom in 4 (Table 3;
Figure 2A) are also relatively strongly impoverished. (The C5
atom of 4 is inaccessible, as it resonates with the C4 and C6
positions.) This pattern mimics closely that previously reported
for the elongation of C18 long-chain fatty acids, in which the sites
derived from the carboxyl groups of acetyl-CoA are systemati-
cally impoverished relative to those derived from the methyl
group.[5] This parallel adds support to the proposal that the C10


branched-chain fatty acids of capsacinoids are indeed formed by
a FAS-type elongation process.[12]


As discussed above, the isobutyl moieties of 3 and 4 show very
similar patterns of 2H distribution, although all positions in 4 are
impoverished relative to the equivalent carbon positions in 3
(Table 3; Figure 2A). Overall, this moiety has a mean molar 2H/1H
value of 99 ppm in 4, making it about 11 ppm more impov-
erished than the equivalent moiety in 3 (110 ppm). This relation-
ship is compatible with the view that 1 is the proximal precursor
for 2, based on evidence that saturated acyl-CoAs are the
preferred substrates for the vanillylamine:acyl-CoA condensing
enzyme.[15] A similar comparison in the acetate-derived moiety
cannot satisfactorily be made, due firstly to the effects of the
desaturation in 2 and, secondly, to the lack of resolution at the
C3 position between 3 and 4.
Capsaicin 2 differs from 1 by the presence of a �6 desatura-


tion. An examination of the natural isotopic fractionation in 2H in
oleic (C18:1, �9) and linoleic (C18:2, �9,12) acids has shown
there to be a strong secondary KIE, leading to impoverishment in
the residual hydrogen.[5] Critically, this is found only at the C9 and
C13 positions of the products of �9- and �12-desaturase activity,
respectively, with the C10 and C12 positions showing no
impoverishment. At the C7 position of 4, kH/kD� 0.89 (range,
0.05) can be estimated by using the measured deuterium
content at C7 of 3 as the initial substrate value; this value
indicates there to be a slight inverse secondary KIE at this
position. At the C6 position, however, kH/kD� 1.88 (range, 0.04)
can be calculated by using the mean deuterium content (in
ppm) at the C4±C6 positions as the initial substrate value for the
unresolved C6 position of 3. This relatively high value could
indicate that the pro-S hydrogen atom plays a role in the
enzyme-catalysed oxidation, as kH/kD�1.88 is rather high for a
straightforward secondary KIE. It should be noted that similar
values were observed for oleic and linoleic acids.[5] However, the
value must be treated with caution, as this estimation is based
on two approximations. First, that the deuterium distribution
between the pro-R and pro-S sites of 1 is equal. Secondly, that, as
the C4, C5 and C6 hydrogen atoms of 3 resonate together, the
mean deuterium content (in ppm) used for the estimation is a
mean for these three positions. In view of the alternating pattern
observed in 4 (see above), it is likely that this mean value is a
minimal estimate of (2H/1H)6 .
In contrast to oleic and linoleic acids, 2 contains an E ethylenic


linkage. This could be introduced either by an initial Z
desaturation followed by epimerisation or by direct E desatura-
tion. While E-desaturated fatty acids are relatively rare compared
to the Z isomers, the available evidence indicates that they arise
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directly by desaturation of a saturated precursor. Labelling
studies have shown that �3-E-hexadecenoic acid, found in the
plastidic membranes of the green alga Dunaliella salina, is
derived directly from palmitic acid.[20] Similarly, the �4-E double
bond of ceramide is introduced in hepatic tissues from the
dihydroceramide precursor.[21] Recently, this desaturation has
also been found to show a strong KIE at the C4 but not the C5
position.[22] The present data, while unable to distinguish
between direct �6-E desaturation and �6-Z desaturation fol-
lowed by isomerisation, is compatible with the general mech-
anistic model now proposed for both Z and E desaturation of
fatty acids.[6, 7, 22] It should be noted, however, that �-carotene E-
desaturase activity has also been identified in C. annuum.[23]


Thus, it is possible that this type of activity is responsible for the
desaturation of capsaicinoids. �-Carotene desaturase and the
fatty acid desaturases are mechanistically quite distinct. The
close similarity between the data presented here and that
obtained for the plant fatty acid desaturases supports the latter
mechanism, rather than the former. However, to date, no
isotopic analysis of the carotene desaturases has been under-
taken.
The (2H/1H)i ratios in natural 3 and 4, derived from 1 and 2,


respectively, show marked differences with those observed in
the methyl esters Me-3a and Me-4a, obtained from the
synthetic acids 3a and 4a, respectivetly (Table 4; Figure 2B).
Firstly, the C3, C4, and C5 group of Me-4a does not show the
alternating pattern observed in 4. Secondly, in both 3 and 4 the
C6 atom is less impoverished than the C7 atom, whereas in Me-
3a and Me-4a the relationship is reversed. These differences
could provide useful biomarkers by which synthetic and natural
capsaicinoids can be distinguished (Figure 2).


Conclusions


The power of analysis of metabolic relationships through the use
of the intramolecular distribution of (2H/1H)i ratios at natural
abundance lies in part in its ability to determine simultaneously
all resolved sites within a molecule. This method has proved
effective, for example, at following the affiliation of hydrogens
between glucose and glycerol[24] and at determining isotopic
effects in fatty acid desaturases.[5] Although the technique has to
date been applied to pure samples, it is now shown that
mixtures can effectively be examined, provided: 1) all compo-
nents of interest are sufficiently soluble, 2) the NMR spectros-
copy resolution of the pertinent peaks is sufficient, and 3) the
exact molar composition of the mixture can be determined. With
complex or structurally closely related molecules, this approach
offers the major advantage of not requiring a difficult and
tedious isolation, a procedure likely to introduce isotopic
fractionation.
The technique has been applied to study the metabolic


relationship between the capsaicinoids capsaicin (2) and 6,7-
dihydrocapsaicin (1). While mechanistic data can only be inferred
from analysing the nonstatisitical distribution of (2H/1H)i ratios
(Figure 2A), the data obtained is compatible with the proposed
biosynthetic origins for the different parts of the molecule and
with a very proximal relationship between 1 and 2. Furthermore,


for the first time, evidence is obtained that the C1±C6 positions
are derived by a process closely analogous to that of fatty acid
biosynthesis and that the mechanism by which the �6-E
desaturation is introduced appears similar to that responsible
for the Z desaturations of long-chain fatty acids. The possibility
of a direct �6-E desaturation merits further attention, particularly
as it would appear that the uncharacterised �6-E-desaturase of
Capsicum sp. is closely related to the desaturases responsible for
the introduction of the �9 and �12-Z desaturations commonly
found in plant fatty acids.[12]


Experimental Section


Chemicals: Compounds 3a, 4a and 5a were obtained from
Maybridge (Tintagel, UK); BF3/MeOH (12%) from Sigma; capsaicinoid
extract and DDQ from Fluka; Amberlite IR-120 cation-exchange resin
(ASTM: 20 ± 50 mesh; 0.3 ± 0.9 mm) was purchased from Merck.
Solvents were normally distilled before use (CHCl3, EtOAc, MeOH).
1H and 13C NMR spectroscopy: 1H and 13C NMR spectra were
recorded on a DRX AVANCE 500 MHz NMR spectrometer (Bruker).
Attribution of 1 and 2 was performed according to DEPT 13C, COSY
1H-1H and HSQC 1H-13C two-dimensional NMR spectral analysis. All
NMR spectra were recorded in CDCl3 with TMS as an internal
reference.


Stable isotope determinations: 2H NMR spectra were recorded on a
DPX 400 MHz NMR spectrometer (Bruker) operating at 61.4 MHz with
an 2H-specific probe (10 mm) fitted with a 19F field-frequency lock
(C6F6). Samples were prepared in chloroform (approximately 2 mL),
and tetramethylurea (approximately 70 mg) of a calibrated 2H/1H
ratio (123.38 ppm) was added. Acquisition conditions were: number
of scans 14000; sweep width, 1200 Hz; acquisition time 6.8 s; pulse
width 90�, 19 �s; T� 303 K. Each sample was analysed at least three
times and the signal intensities calculated by using dedicated
software (INTERLIS, Eurofins Scientific, Nantes, France). Molar 2H/1H
ratios for all isotopomers of each compound (A, B. . .) are calculated
by using Equation (1); where(2H/1H)Ai is the isotope ratio at site i of
compound A; PR is the hydrogen population of the reference (in this
case, TMU); PA


i is the hydrogen population at site i of compound A;
mR and mA are the masses of the reference and compound A,
respectively; MR and MA are the molecular masses of the reference
and compound A, respectively; tR and tA are the molar concentra-
tions of the reference and compound A, respectively (expressed in
%w/w); SAi is the area of the NMR signal of a given isotopomer i of
compound A; SR is the area of the NMR signal of the reference
compound; and (2H/1H)R is the known isotopic ratio of the reference
compound.


2H
1H


� �A


i


� PR


PA
i


� �
mR


mA


� �
MA


MR


� �
tR


tA


� �
SAi


SR


� � 2H
1H


� �R


(1)


Oleoresin extracted from Capsicum frutescens contains 1 and 2 as the
principle components, accounting for about 61% and 28%,
respectively, of the capsaicinoids present (see Table 2). The remaining
11% are composed of at least nine minor components, individually
present at a maximum level of about 3%. The contribution of the
saturated and nonsaturated hydrogens present in these components
has been taken into account for calculating the molar participation in
(2H/1H)i as appropriate.


Preparation of the synthetic methyl esters Me-3a, Me-4a and Me-
5a : Compound 5a was prepared by the Wittig reaction of (5-
carboxypentenyl)triphenylphosphonium bromide with iso-butyral-
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dehyde; 4a by isomerisation of 5a with sodium nitrite/nitric acid;
and 3a by catalytic hydrogenation (H2/Pd/C; 2 atm) of 5a. The
methyl esters Me-3a, Me-4a and Me-5a were prepared by treatment
with BF3/MeOH (12% v/v).


Typical procedure for the methylation of 3a, 4a and 5a: BF3/MeOH
(20 mL at 12%) was added slowly to the free acid (500 mg). The
mixture was heated at 80 �C with stirring for 3 h then cooled to RT
and neutralised with Na2CO3 (10%) to pH 7. The methyl ester was
extracted with chloroform (5�40 mL), the organic phase dried over
Na2SO4, solvent removed in vacuo and the product purified by
passage through a short-path silica gel plug eluted with ethyl
acetate/cyclohexane (3:7). Solvent removal by evaporation gave the
corresponding methyl ester (92 ± 97% yield). 1H and 13C NMR
spectroscopic and gas chromatographic (GC) analysis revealed the
presence of Me-5a, the Z isomer, in Me-4a (ratio Me-4a/Me-5a 88/
12) and of Me-4a, the E isomer, in Me-5a (ratio Me-5a/Me-4a 87/13).


Methyl 8-methylnonanoate (Me-3a): 1H NMR (500 MHz, CDCl3,
300 K, TMS): ��3.65 (s, 3H; O-CH3), 2.30 (t, 3J(H,H)� 7.5 Hz, 2H; CH2-
2), 1.62 (tt, 3J(H,H)�7.4 Hz, 2H; CH2 ± 3), 1,51 (tsep, 3J(H,H)� 6.6,
3J(H,H)� 6.7 Hz, 1H; CH-8), 1.35 ±1.20 (m, 6H; CH2-4,5,6), 1.15 (td,
3J(H,H)� 6.6, 3J(H,H)� 6.7 Hz, 2H; CH2-7), 0.86 (d, 3J(H,H)� 6.7 Hz,
6H; CH3-9,10); 13C NMR (125 MHz, CDCl3, 300 K, TMS): �� 174.3
(C�O), 51.4 (O-CH3), 39.0 (CH2-7), 34.2 (CH2-2), 29.5 (CH2-5), 29.2 (CH2-
4), 28.0 (CH-8), 27.2 (CH2-3), 25.0 (CH2-6), 22.6 (CH3-9,10).


Methyl 8-methylnon-6-enoate (Me-4a): 1H NMR (500 MHz, CDCl3,
300 K, TMS): �� 5.38 (ddt, 3J(H,H)� 6.1, 3J(H,H)�15.4, 3J(H,H)�
1.1 Hz, 1H; CH-7), 5.33 (tdd, 3J(H,H)�5.7, 3J(H,H)�15.4, 3J(H,H)�
0.9 Hz, 1H; CH-6), 3.60 (s, 3H; O-CH3), 2.30 (t, 3J(H,H)�7,5 Hz, 2H;
CH2-2), 2.22 (ddsep, 3J(H,H)� 6.8, 3J(H,H)�6.1, 3J(H,H)� 0.9 Hz, 1H;
CH-8), 1.98 (dtd, 3J(H,H)� 5.7, 3J(H,H)� 7.5, 3J(H,H)�1.1 Hz, 2H; CH2-
5), 1.62 (tt, 3J(H,H)�7,5, 3J(H,H)� 7.2 Hz, 2H; CH2-3), 1.37 (tt, 3J(H,H)�
7.2, 3J(H,H)� 7.5 Hz, 2H; CH2-4), 0.95 (d, 3J(H,H)� 6.8 Hz, 6H; CH3-
9,10); 13C NMR (125 MHz, CDCl3, 300 K, TMS): �� 174.1 (C�O), 138.1
(CH�-6), 126.7 (CH�-7), 51.4 (O-CH3), 34.0 (CH2-2), 32.1 (CH2-5), 31.0
(CH-8), 29.1 (CH2-4), 24.4 (CH2-3), 22.7 (CH3-9,10).


Methyl 8-methylnon-6-enoate (Me-5a): 1H NMR (500 MHz, CDCl3,
300 K, TMS): �� 5.21 ± 5.19 (m, 2H; CH-7,6), 3.63 (s, 3H; O-CH3), 2.57
(ddsep, 3J(H,H)� 6.6, 3J(H,H)� 6.6, 3J(H,H)�1.7 Hz, 1H; CH-8), 2.31 (t,
3J(H,H)� 7,5 Hz, 2H; CH2-2), 2.05 (dtd, 3J(H,H)� 7.4, 3J(H,H)� 7.4,
3J(H,H)� 1.7 Hz, 2H; CH2-5), 1.64 (tt, 3J(H,H)�7.5, 3J(H,H)� 7.4 Hz, 2H;
CH2-3), 1.37 (tt, 3J(H,H)� 7.4, 3J(H,H)�7.4 Hz, 2H; CH2-4), 0.95 (d,
3J(H,H)� 6.6 Hz, 6H; CH3-9,10); 13C NMR (125 MHz, CDCl3, 300 K,
TMS): �� 174.1 (C�O), 138.1 (CH�-6), 126.7 (CH�-7), 51.4 (O-CH3),
34.0 (CH2-2), 29.4 (CH2-5), 26.9 (CH2-4), 26.5 (CH-8), 24.6 (CH2-3), 23.2
(CH3-9,10).


Typical procedure for transformation of the capsaicinoids into
fatty acids methyl esters: Water (5 mL) then DDQ (852 mg,
1.1 equiv) were added to a capsaicinoid sample (1 g, 3.3 mmol) in
CH2Cl2 (50 mL) carefully mixed in a fume hood.[17, 18] The solution was
stirred at RT for 30 h then the CH2Cl2 removed by evaporation. The
aqueous phase was extracted with ethyl acetate (100 mL� 4�
30 mL) and the organic phases washed separately with Na2CO3


(1%, 30 mL). The combined organic phases were dried over Na2SO4


and solvent removed in vacuo. Washed Amberlite IR-120 cation
exchange resin (15�w/w) was added to this crude extract in MeOH
and the mixture heated with stirring at 80 �C for 30 h in dry
conditions.[19] After cooling to RT, the resin residue was removed by
filtration, the polymer washed with MeOH (2� 20 mL) and the
solvent evaporated. The organic phase was dried over Na2SO4,
concentrated in vacuo and purified by passage through a short-path
silica gel plug eluted with ethyl acetate/cyclohexane (3:7). Solvent
removal by evaporation gave the mixture of the methyl esters,


notably 3 and 4, from 1 and 2, respectively (80 ± 85% yield from
capsaicinoids).


Analytical and spectroscopic data of methylated esters 3 and 4
derived from natural amides 1 and 2 (Rf , Rt (GC), 1H and 13C NMR)
were identical respectively to those of synthetic Me-3a and Me-4a.


The percentage compositions of the capsaicinoid extracts were
determined by GC on the methyl esters. Conditions of GC analysis
were: column, HP-INNOWAX, 30 m�0.32 mm, 0.52 �m coating;
carrier gas, He, 1.2 mLmin�1; split injection 1:40; injection temper-
ature, 280 �C; flame-ionisation detector temperature, 290 �C; thermal
gradient, 80� for 1 min, then 80� to 160� at 2.5�min�1, then 160� to
220� at 5�min�1, then 220 to 250� at 20�min�1, then 250� for 2 min;
sample vol. ; 0.5 �L.


The identity of the peaks was confirmed by GC/MS under identical
conditions. A number of trace compounds (�0.5%) are not included
for the isotopic analysis.


The authors wish to thank the Conseil Regional of the Pays-de-la-
Loire for a postdoctoral fellowship (P.A.M.), Ken Morris (Maybridge
Chemicals, UK) for details of the synthetic methods used and
Vernon Anderson (Case Western University, USA) for critical
discussion.
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Novel Carboranes with a DNA Binding Unit for
the Treatment of Cancer by Boron Neutron
Capture Therapy
Lutz F. Tietze,*[a] Ulrich Griesbach,[a] Ulrich Bothe,[a] Hiroyuki Nakamura,[b] and
Yoshinori Yamamoto[b]


The synthesis and biological evaluation of two ortho-carborane
derivatives which contain a 5,6,7-trimethoxyindole (TMI) unit for
use in boron neutron capture therapy is described. The TMI moiety
is known to be the DNA-binding part of the highly potent
anticancer agent duocarmycin A. The ortho-carborane derivatives
were prepared from amino alkynes which were bound to a
protected TMI carboxylic acid. Addition of decaborane(14) to the
alkyne triple bond with subsequent removal of the tert-butoxy-


carbonyl (Boc) and benzyl protecting groups gave the desired
product. Boron uptake from the ortho-carborane derivatives into
B-16 melanoma cells was higher and faster than that observed
with L-p-boronophenylalanine (BPA), which is in use in the clinic.


KEYWORDS:


antitumor agents ¥ boron neutron capture therapy ¥
carboranes ¥ DNA ¥ indoles


Introduction


Boron neutron capture therapy (BNCT) for the treatment
of cancer has received intense attention over the last few
years.[1] This method makes use of the cytotoxic neutron
capture reaction 10B(1n,4He)7Li, in which an alpha particle
and a lithium ion are produced and release enough
energy to kill the tumor cells. Boron is accumulated in
cancer cells when suitable boron compounds are
administered and subsequent radiotherapy with slow
neutrons results in the 10B(1n,4He)7Li reaction. The effect
of this binary system depends on the amount of boron in
the malignant cells and the distance of the boron atoms
from the cell nucleus. Boron levels should be greater than 20 �g
per gram of tumor tissue[2] to be effective.
Substituted carborane derivatives are attractive boron sources


for BNCT because of their stability in aqueous media and their
high boron content, but the cytotoxicity and low water solubility
of carboranes hampers their use in BNCT. However, we have
recently shown that ortho-carboranes (1,2-dicarba-closo-dodec-
aboranes) connected to sugar moieties such as maltoside (3,
Scheme 1) possess good water solubility, show no cytotoxicity
towards human bronchial carcinoma cells of the line A549 up to
ortho-carborane concentrations of 0.4 mM,[3] and are accumu-
lated very well by tumor cells.[4] Moreover, carboranediyl
bisglycosides such as 4 show nearly no uptake into C6 glioma
cells due to the enhanced hydrophilicity of these carborane
derivatives;[5] they may therefore be used for a selective delivery
into malignant cells by employing glycohydrolases connected to
monoclonal antibodies, which bind to tumor-associated anti-
gens. The glycohydrolases can transform the bisglycosides into
lipophilic compounds.[6]


The cytotoxic effect of the boron neutron capture reaction is
enhanced by a factor of between two and five when the boron-
containing compound is accumulated at the DNA of malignant
cells compared to when the boron is distributed equally
throughout the cytoplasm.[7] Consequently, there is great
interest in the synthesis of DNA-binding boron compounds.[1e, 8]


Some substances in this category which contain alkylators[9] and
interactors/intercalators[10±12] have been prepared and prelimi-
nary in vitro/in vivo investigations have been carried out.
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Scheme 1. Carboranyl maltoside 3 and carboranyl bisglycoside 4, which may be used for
delivered selectively into malignant cells.
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However, disadvantages such as high general cytotoxicity or
accumulation outside of the tumor tissue have so far prevented
the therapeutic application of most of these compounds.
Herein we report the synthesis and analysis of the new ortho-


carboranes 1, 2, 16, and 17 (Scheme 4), which carry a trimethoxy
indole (TMI) unit. We have estimated the cytoxicity of these
compounds on different cell lines and the level of boron uptake
they provide. The TMI unit is a naturally occurring DNA binding
segment found in the highly potent cytotoxic antibiotic
duocarmycine A (5, Scheme 2). This antibiotic contains a spiro-
cyclopropyl cyclohexadienyl moiety responsible for its alkylating
effect and the TMI unit responsible for sequence-specific
intercalation into DNA by noncovalent interactions.[13, 14]
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Scheme 2. Duocarmycin A (5), a highly potent anticancer agent.


Results and Discussion


Syntheses


N-tert-Butoxycarbonyl-protected (N-Boc-protected) TMI carbox-
ylic acid 7 (Scheme 3) was prepared in two steps and 60% overall
yield from the known N-unprotected indole acid methyl ester
6.[15] N,O-dibenzylaminoalkyne 12 was accessible in four steps
and 76% overall yield from the known heptynediol derivative
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Scheme 3. Synthesis of TMI carboxylic acid 7 and amino alkynes 12 and 13.
a) Boc2O, DMAP, CH3CN, RT, 60% yield of 19 ; b) LiOH, MeOH, H2O, quant. ; c) NaH,
BnBr, THF, RT, 95% yield; d) 2-(2-bromo-ethoxy) tetrahydropyran, KOH, DMSO, RT,
72% yield; e) PTS, MeOH, RT, 92% yield of 20 from 10 or 85% yield of 21 from 11;
f) Dess-Martin periodinane, CH2Cl2 , 0 �C, 87% yield of 22 from 20 or 80% yield of
23 from 21; g) BnNH2 ¥ HCl, NaBH3CN, MeOH, 80% yield of 12 from 10, 61% yield
of 13 from 11. For definitions of abbreviations and compounds 19 and 20 ±23,
see the text and Experimental Section.


8[16] by benzylation to give 10, acidic cleavage of the tetrahy-
dropyranyl (THP) protecting group, Dess ±Martin oxidation, and
subsequent reductive amination of the generated carbonyl
group with BnNH2 ¥ HCl (Bn�benzyl). The ether 13 was prepared
from 9 in a similar way (Scheme 3), in an overall yield of 44%;
monobenzylated butynediol 9[17] was subjected to alkylation
with THP-protected bromoethanol by using KOH in dimethyl
sulfoxide (DMSO).
Connection of amino alkynes 12 and 13 to the TMI carboxylic


acid 7 was achieved by using 1-(3-dimethylaminopropyl)-3-
ethylcarbodiimide hydrochloride (EDC ¥HCl) and 1-hydroxyben-
zotriazole (HOBt) in dimethylformamide (DMF) to give amides 14
and 15 in 75% and 86% yield, respectively (Scheme 4). It is
important for the formation of carboranes from alkynes that the
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12: X = CH2
13: X = O


B10H10


16, R = Bn, X = CH2
17, R = Bn, X = O


d)


14, X = CH2
15, X = O


1, R = H, X = CH2
2, R = H, X = O


a)


b), c)


Scheme 4. Synthesis of carboranes 1 and 2. a) 7, EDC ¥ HCl, HOBt ¥ H2O, DMF, RT,
75% yield from 12, 86% yield from 13 ; b) B10H14 , CH3CN, reflux, then 14 or 15 in
toluene, reflux ; c) TFA, CH2Cl2 RT, 26% yield from 14, 43% yield from 15 ; d) H2


(3 bar), Pd/C, EtOAc, MeOH, RT, 83% yield from 16, 64% yield from 17. For
definitions of abbreviations, see the text and Experimental Section.


substrates do not contain any acidic hydrogens. Thus, prelimi-
nary experiments have shown that indole and amide NH groups
must be protected to obtain reasonable yields and suppress
side-reactions. Compounds 14 and 15 (Scheme 4) were treated
with a B10H12 ¥ 2CH3CN adduct[18] which was formed in situ by
heating decaborane(14) in acetonitrile for 30 minutes under
reflux (B10H14�decaborane(14)). Subsequent removal of the Boc
protecting group led to carboranes 16 and 17 in 26% and 43%
overall yield, respectively. In these transformations, butyne
diethers such as 15 gave consistantly higher yields than
monoethers such as 14.[19] A clear explanation for this phenom-
enon can not yet be given, however, it is possible that
coordination of the decaborane complex to the diethers may
facilate the addition. Simple electronic explanations can also be
assumed.
Carboranes 16 and 17 were debenzylated by hydrogenolysis


to give hydroxymethylcarboranes 1 and 2 in good yields, by
using Pd on charcoal as the catalyst with a MeOH/EtOAc mixture
as solvent; the N-debenzylation occurred as fast as the O-
debenzylation.
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Structure determination


The structures of the new compounds were mainly determined
by 1H and 13C NMR spectroscopy. A broad signal for the
10 protons attached to boron is found at �� 0.5 ± 3.5 in the
1H NMR spectra, as is typical for carboranes. In addition, the IR
spectra of these compounds displayed a strong B�H stretch
signal at approximately 2590 cm�1. The prepared boron com-
pounds contain the natural isotopic distribution of boron. In the
mass spectra of the new compounds, a broad family of peaks is
therefore detected together with the peak of highest intensity
which correlates to the most abundant 10B/11B ratio. Both 1H and
13C NMR spectra of amides 14, 15, 16, and 17 showed strong line
broadenings at ambient temperature and were therefore
recorded at 100 �C in C2D2Cl4 or [D6]DMSO.


In Vitro Studies


Toxicities : The cytotoxicity of the carboranes 1, 2, 16, and 17was
determined in cloning efficiency tests on human bronchial
carcinoma cells of line A549[20] and human melanoma cells of line
B-16, with 1.0% (A549) or 0.5% (B-16) DMSO, respectively, to
enhance water solubility of the carboranes. The debenzylated
carboranes 1 and 2 display modest cytotoxicities with ED50


values in the range of 7.5 ± 42.5 �M (see Table 1; ED50�drug
concentration required for 50% effect on target cells). Amaz-
ingly, the more lipophilic carboranes 16 and 17, which were also
investigated for comparison, displayed almost no cytotoxicity,
with ED50 values of up to 0.1 mM (Table 1). Usually, cytotoxicity
increases with the lipophilicity of the compounds in question.
The ED50 values found for 1 and 2 are in the same range as


established for the hydroxymethylcarboranes investigated in our
previous work.[3] Thus, the cytotoxicity of hydroxymethylcarbor-
ane is not significantly enhanced by conjugation to the TMI unit.


In vitro boron incorporation into B-16 melanoma cells : Boron
incorporation into B-16 cells was determined by using induc-
tively coupled plasma atomic emission spectrometry (ICP-AES).
The cells were cultured in Falcon dishes and grown until they
filled the dishes. The cells were incubated for 3 ± 24 h in Eagle's
Minimum Essential Medium (Eagle-MEM) with the experimental
compounds and 0.5% DMSO to enhance water solubility. At 3,
12, and 24 h, the cells were washed three times with calcium-and
magnesium-free phosphate-buffered saline (PBS(-)) and pro-
cessed for the determination of boron concentration by ICP-AES.
The results are shown in Table 2. Carboranes 1 and 2 already
display a high boron uptake into B-16 cells after the remarkably
short time of three hours. Incubation with 10 �M 1 in the medium
(a boron concentration of 1.1 ppm) led to a cellular boron
concentration of 2.3 ppm per 107 cells after three hours. This
represents a 24% consumption of the total boron content of the
medium, as determined by ICP-AES experiments with the
remaining medium. Under the same conditions, the carborane
2 gave an even higher boron concentra-
tion of 3.7 ppm per 107 cells after three
hours. The same boron uptake was ach-
ieved for B-16 cells with the clinically
used p-boronophenylalanine 18 (BPA;
Scheme 5) only after administration of a
tenfold greater boron concentration (or
hundredfold greater molar boron concen-
tration in the medium) than described
above and incubation for 24 hours.
The boron content after incubation of


the cells with 1 and 2 was highest after
3 hours and then decreased slowly. As-
toundingly, the more lipophilic dibenzyl
compounds 16 and 17 displayed a lower uptake into B-16 cells
than 1 and 2 even though boron uptake usually increases with
lipophilicity. This phenomenon may be explained by precipita-
tion of carboranes 16 and 17 from the medium due to their low
water solubility, which was observed in some cases. Uptake into
the cells is thus prohibited. Consequently, this precipitation
could also be the reason for the low cytotoxicity of 16 and 17.


Table 1. Cytotoxicities of indole carboranes 1, 2, 16, and 17.


ED50 values [�M]
human bronchial carcinoma
cell line A549[a]


human melanoma
cell line B-16[b]


16 � 137[c] �137[c]


17 � 131.5[c] 92.5[c]


1 32 7.5
2 42.5 10


[a] Incubation time� 1 day. [b] Incubation time�3 days. [c] Compound
partially insoluble under these conditions.


Table 2. Boron uptake by B-16 melanoma cells.[a]


Concentration of boron
in the medium [ppm] (�M)


Concentration of boron in the cells[b]


After 3 h After 12 h After 24 h


16 0.81 (7.5) ±[c] 0.01� 0.01 ±[c]


16 8.1 (75) 0.79�0.12[d] 0.56� 0.07 0.71� 0.02
17 8.1 (75) 0.85�0.08 0.69� 0.03 1.3�0.11
1 1.1 (10) 2.3� 0.03 1.6�0.07 1.1�0.08
2 1.1 (10) 3.7� 0.07[d] 2.3�0.03 2.3�0.08
BPA 18[5] 11 (1000) 1.4� 0.21 1.9�0.06 3.1�0.31


[a] The cells were incubated for 3 ±24 h with Eagle MEM containing the boron compounds and the administered boron concentration indicated. [b] The boron
concentration is given as multiples of 10�6 g boron per 107 cells. Each concentration represents the mean value� the standard error in the duplicate
experiments. [c] The boron concentration was too low to be determined by ICP-AES. [d] Experiment carried out in triplicate.
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Scheme 5. p-Boro-
nophenylalanine,
currently in use in the
clinic for boron neu-
tron capture therapy.
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Conclusions


For the treatment of cancer by using boron neutron capture
therapy, a high boron content in the malignant cells is required.
Present compounds used for BNCT such as BPA 18 display both
low and slow uptake into cells ; therefore, high concentrations in
the medium and long incubation times prior to neutron
irradiation are required.
The killing effect of boron compounds is enhanced two- to


fivefold if boron is accumulated near the DNA of the cell. The
new compounds 1 and 2, accesible in a short and convenient
synthesis, show high boron uptakes into B-16 cells after 3 hours
of administration and allow lower incubation concentrations and
shorter incubation times than conventional BPA 18.


Experimental Section


Synthesis of the carboranyl indoles
1H and 13C NMR spectroscopies were carried out on Varian XL-500,
XL-300, and VXR-200, Bruker AM-300 spectrometers; multiplicities
were determined with an APT (attached proton test) pulse sequence.
Mass spectrometry was performed on a Finnigan MAT 95 spectrom-
eter. IR spectroscopy was done on a Bruker Vector 22. Elemental
analyses were carried out in the analytical laboratory of the
University of Gˆttingen. All solvents were distilled prior to use.
Reagents and materials were obtained from commercial suppliers
and were used without further purification. All reactions were carried
out under a positive pressure of argon and monitored by thin-layer
chromatography (TLC; Macherey-Nagel & Co., Polygram SIL G/UV254).
Products were isolated by column chromatography on silica gel
(Merck).


5,6,7-Trimethoxy-indole-1,2-dicarboxylic acid 1-tert-butyl ester
2-methyl ester (19): Boc2O (2.17 g, 9.94, 2.0 equiv) in CH3CN
(10 mL) followed by 4-dimethylaminopyridine (DMAP; 29 mg,
0.23 mmol, 5 mol%), was added to a solution of indole 6 (1.32 g,
4.98 mmol) in CH3CN (10 mL). The solution was stirred at RT for 9 h
then poured into HCl (0.5 M, 80 mL) and extracted with CH2Cl2. The
combined organic layers were washed with saturated NaHCO3


solution and brine, dried over Na2SO4, and evaporated. The residue
was purified by gradient column chromatography (n-pentane/
diethyl ether (5:2�2:1)) to afford 19 (1.09 g, 2.98 mmol, 60%) as a
white solid. Rf� 0.50 (n-pentane/diethyl ether (1:1)) ; IR (KBr): ���
2939 (C�H), 1759, 1715 (C�O), 1538, 1371, 1233, 1004, 833, 755;
1H NMR (200 MHz, CDCl3): �� 1.68 (s, 9H, C(CH3)3), 3.88, 3.90, 3.95,
3.98 (4 s, 4� 3H, 4OCH3), 6.80 (s, 1H, 4-H), 7.10 (s, 1H, 3-H); 13C NMR
(50 MHz, CDCl3): �� 27.38 (C(CH3)3), 51.93 (CO2CH3), 56.19, 61.23,
61.28 (3OCH3), 85.00 (C(CH3)3), 98.06 (C-4), 111.2 (C-3), 122.2, 126.6,
127.3 (C-3a, C-6, C-7a), 139.9, 142.0, 150.6 (C-2, C-5, C-7), 153.6, 161.0
(2C�O); MS (EI): m/z (%): 365 (20) [M]� , 265 (100) [M�CO2�
C(CH3)3]� , 57 (80) [C(CH3)3]� ; elemental analysis (%) calcd for
C18H23NO7 (365.4): C 59.17, H 6.34; found: C 58.87, H 6.41.


5,6,7-Trimethoxy-indole-1,2-dicarboxylic acid 1-tert-butyl ester
(7): LiOH ¥H2O (3.00 g, 71.5 mmol, 4.5 equiv) in H2O (50 mL) at 0 �C
was added to a solution of 19 (5.83 g, 16.0 mmol) in MeOH (125 mL).
The solution was allowed to warm slowly to RT, stirred for 40 h, then
cooled to 0 �C and neutralized with HCl (3M). The MeOH was
evaporated, the residue poured into HCl (0.5M) and the mixture
extracted with CH2Cl2 (monitored with TLC). The combined organic
layers were washed with brine and dried over Na2SO4. CH2Cl2
was evaporated to afford pure 7 (5.62 g, 16.0 mmol) as a white


solid. Rf� 0.20 (n-pentane/diethyl ether (1:1)) ; IR (KBr): ���3425 (OH),
2939 (C�H), 1765, 1681 (C�O), 1246; 1H NMR (200 MHz, CDCl3): ��
1.67 (s, 9H, C(CH3)3), 3.91, 3.94, 3.98 (3 s, 3� 3H, 3OCH3), 6.80 (s, 1H,
4-H), 7.10 (s, 1H, 3-H), 12.6 (br s, 1H, CO2H); 13C NMR (50 MHz,
[D6]DMSO): �� 26.90 (C(CH3)3), 55.96, 60.76, 61.02 (3OCH3), 84.27
(C(CH3)3) 98.66 (C-4), 109.8 (C-3), 122.0, 125.2, 129.1 (C-3a, C-6, C-7a),
139.0, 141.1, 150.1 (C-2, C-5, C-7), 150.3, 161.6 (2C�O); MS (EI): m/z
(%): 351 (20) [M]� , 251 (100) [M�CO2�C(CH3)3]� , 236 (40) [M�
CO2�C(CH3)3�CH3]� ; elemental analysis (%) calcd for C17H21NO7


(351.4): C 58.11, H 6.02; found: C 57.86, H 6.07.


2-(7-Benzyloxy-hept-5-ynyloxy)-tetrahydropyran (10): A solution
of 8 (9.33 g, 43.9 mmol) in tetrahydrofuran (THF; 15 mL) at 0 �C was
added to a suspension of NaH (2.25 g, 93.8 mmol, 2.1 equiv) in dry
THF (300 mL). The reaction mixture was allowed to warm to RT,
benzyl bromide (10.0 mL, 84.2 mmol, 1.9 equiv) was added, and the
mixture was stirred for 20 h. To work up the reaction, dry MeOH
(10 mL) was added, followed by addition of H2O (100 mL) after
30 min. The mixture was concentrated in vacuo and extracted with
diethyl ether. The combined organic layers were dried over Na2SO4


and evaporated. Purification of the remaining oily residue by
gradient column chromatography (n-pentane/diethyl ether
(50:1�1:1)) afforded 10 (12.6 g, 41.7 mmol, 95%) as a pale yellow
oil. Rf� 0.69 (n-pentane/diethyl ether (10:1)) ; IR (film): ��� 3031, 2942
(C�H), 1073 (C�O); 1H NMR (200 MHz, CDCl3): ��1.44 ± 1.93 (m, 10H,
3-H, 4-H, 5-H, 2�-H, 3�-H), 2.30 (tt, J� 6.6, 1.7 Hz, 2H, 4�-H), 3.32 ±3.58
(m, 2H, 1�-H), 3.68 ± 3.94 (m, 2H, 6-H), 4.15 (t, J� 1.7 Hz, 2H, 7�-H), 4.56
(t, J� 1.7 Hz, 1H, 2-H), 4.57 (s, 2H, PhCH2), 7.26 ± 7.41 (m, 5H, Ph�H);
13C NMR (50 MHz, C6D6): ��18.85, 19.63 (C-4, C-4�), 25.91, 25.97 (C-5,
C-3�), 29.30 (C-3), 31.01 (C-2�), 57.84 (C-7�), 61.57 (C-1�), 66.83 (C-6),
71.25 (PhCH2), 77.05 (C-6�), 88.85 (C-5�), 98.94 (C-2), 127.7, 128.1, 128.3
(o-Ph�C, m-Ph�C, p-Ph�C), 138.6 (i-Ph�C); C19H26O3 (302.4).


2-[2-(4-Benzyloxy-but-2-ynyloxy)-ethoxy]-tetrahydropyran (11): A
mixture of KOH (16.8 g, 299 mmol, 3.4 equiv) and DMSO (140 mL)
was stirred at 0 �C. Compound 9 (15.5 g, 88.0 mmol) was added
followed by 2-(2-bromo-ethoxy)-tetrahydropyran (19.6 g, 93.7 mmol,
1.1 equiv). The mixture was allowed to warm to RT, (upon which it
became darker), stirred for 20 h, and cooled to 0 �C for work-up. H2O
(200 mL) was added and the mixture was extracted with diethyl
ether. The combined organic layers were washed with H2O and brine,
dried over Na2SO4, and evaporated. The residual oil was purified
by gradient column chromatography (n-pentane/ethyl acetate
(13:1�8:1)) to afford 11 (19.3 g, 63.4 mmol, 72%) as a colourless
liquid. Rf�0.58 (n-pentane/ethyl acetate (2:1)) ; IR (film): ��� 2942
(C�H), 1074 (C�O); 1H NMR (200 MHz, C6D6): ��1.10 ± 1.90 (m, 6H,
3-H, 4-H, 5-H), 3.38 ± 4.05 (m, 6H, 6-H, 2�-H, 1�-H,), 4.02, 4.09 (2� t,J�
1.7 Hz, 2�2H, 1��-H, 4��-H), 4.49 (s, 2H, PhCH2), 4.66 (t, J� 3.3 Hz, 1H,
2-H), 7.05 ± 7.40 (m, 5H, Ph-H); 13C NMR (50 MHz, C6D6): �� 19.40 (C-
4), 25.78 (C-5), 30.81 (C-3), 57.39, 58.61 (C-1��, C-4��), 61.52 (C-1�), 66.70
(C-6), 69.38 (C-2�), 71.73 (PhCH2), 82.74, 83.18 (C-2��, C-3��), 98.94 (C-2),
127.8, 128.1, 128.5 (o-Ph�C, m-Ph�C, p-Ph�C), 138.3 (i-Ph�C); MS
(DCI): m/z (%): 322 (100) [M�NH4]� ; elemental analysis (%) calcd for
C18H24O4 (304.4): C 71.03, H 7.95; found: C 70.80, H 7.69.


7-Benzyloxy-hept-5-yn-1-ol (20): A solution of 10 (12.6 g,
41.7 mmol) in dry MeOH (300 mL) was stirred with p-toluenesulfonic
acid (PTS; 87 mg, 0.456 mmol, 1 mol%) for 28 h. NEt3 (2 mL) was
added and the solvent evaporated. The residual oil was purified by
gradient column chromatography (n-pentane/ethyl acetate
(5:2�100% ethyl acetate)) to afford 20 (8.40 g, 38.5 mmol, 92%)
as a pale yellow oil. Rf� 0.16 (n-pentane/ethyl acetate (3:1)) ; IR (film):
��� 3405 (OH), 3031, 2939 (C�H), 1070 (C�O); 1H NMR (200 MHz,
CDCl3): �� 1.30 (br s, 1H, OH), 1.65 (m, 4H, 1-H, 2-H), 2.30 (tt, J� 6.0,
1.7 Hz, 2H, 4-H), 3.67 (t, J�6.0 Hz, 2H, 1-H), 4.15 (t, J� 1.7 Hz, 2H,
7-H), 4.57 (s, 2H, PhCH2), 7.26 ± 7.44 (m, 5H, Ph�H); 13C NMR (50 MHz,
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CDCl3): ��18.56 (C-4), 24.87 (C-5), 31.77 (C-6), 57.69 (C-1), 62.24 (C-7),
71.39 (PhCH2), 76.20 (C-2), 86.84 (C-3), 127.8, 128.1, 128.4 (o-Ph�C, m-
Ph�C, p-Ph�C), 137.6 (i-Ph�C); MS (DCI):m/z (%): 236 (100) [M�NH4]�;
elemental analysis (%) calcd for C14H18O2 (219.3): C 77.03, H 8.31;
found: C 77.77, H 8.24.


2-(4-Benzyloxy-but-2-ynyloxy)-ethanol (21): 21 (a colourless liquid)
was prepared in 85% yield from 11 by using a method similar to that
described for 20. Rf� 0.50 (n-pentane/ethyl acetate (1:1)) ; IR (film):
��� 3406 (OH), 3032, 2861 (C�H), 1070 (C�O); 1H NMR (200 MHz,
CDCl3): ��1.41 (br s, 1H, OH), 3.65, 3.78 (2�m, 2� 2H, 1-H, 2-H),
4.22, 4.28 (2� t, J� 1.7 Hz, 2�2H, 1�-H, 4�-H), 4.60 (s, 2H, PhCH2),
7.26 ± 7.37 (m, 5H, Ph�H); 13C NMR (50 MHz, CDCl3): ��57.28 (C-4�),
58.60 (C-1�), 61.58 (C-1), 71.09, 71.60 (C-2, PhCH2), 82.20, 82.50 (C-2�,
C-3�), 127.8, 128.0, 128.4 (o-Ph�C, m-Ph�C, p-Ph�C), 137.2 (i-Ph�C);
MS (DCI): m/z (%): 238 (100) [M�NH4]� ; elemental analysis (%) calcd
for C13H16O3 (220.3): C 70.89, H 7.32; found: C 70.71, H 7.18.


7-Benzyloxy-hept-5-ynal (22): Dess ±Martin periodinane (2.08 g,
4.90 mmol, 1.1 equiv) was added to an ice-cold solution of 20
(972 mg, 4.45 mmol) in CH2Cl2 (50 mL). The solution was stirred for
2 h at 0 �C then diethyl ether (100 mL) was added and the mixture
was washed with NaOH (1M, 50 mL). The layers were separated, the
organic layer washed with brine, dried over Na2SO4, and evaporated.
The residue was purified by column chromatography (n-pentane/
ethyl acetate (1:1)) to afford 22 (837 mg, 3.87 mmol, 87%) as a
colourless liquid containing traces of impurities. Rf� 0.50 (n-pen-
tane/ethyl acetate (2:1)) ; IR (film): ��� 3031, 2939 (C�H), 2773
(C(O)�H), 1773 (C�O), 1071 (C�O); 1H NMR (200 MHz, CDCl3): ��
1.83 (m, 2H, H-3), 2.30 (tt, J�6.7, 2.1 Hz, 2H, 4-H), 2.58 (td, J� 7.3,
1.4 Hz, 2H, 2-H), 4.13 (t, J� 2.1 Hz, 2H, 7-H), 4.56 (s, 2H, PhCH2), 7.26 ±
7.38 (m, 5H, Ph�H), 9.78 (t, J� 1.4 Hz, 1H, CHO); 13C NMR (50 MHz,
CDCl3): ��18.18 (C-4), 20.98 (C-3), 42.69 (C-2), 57.62 (C-7), 71.51
(PhCH2), 77.05 (C-6), 85.72 (C-5), 127.8, 128.1, 128.4 (o-Ph�C, m-Ph�C,
p-Ph�C), 137.5 (i-Ph�C), 201.8 (CHO); MS (EI):m/z (%): 216 (100) [M]� ,
107, [M�C7H7�H2O]� , 91 (100) [C7H7]� ; C14H16O2 (216.3).


(4-Benzyloxy-but-2-ynyloxy)-acetaldehyde (23): 23 (a colourless
liquid) was prepared from 21 in 80% yield at 64% conversion in a
similar way to that described for 22. Rf�0.54 (n-pentane/ethyl
acetate (1:1)) ; IR (film): ���3031 (C�H), 2857 (C(O)�H), 1735 (C�O),
1072 (C�O); 1H NMR (200 MHz, C6D6): �� 3.58 (t, J�1.0 Hz 2H, 2-H),
3.88, 3.91 (2� t, J� 2.2 Hz, 2� 2H, 1�-H, 4�-H), 4.39 (s, 2H, PhCH2),
7.00 ± 7.20 (m, 3H,m-Ph�H, p-Ph�H), 7.25 ± 7.30 (m, 2H, o-Ph�H), 9.26
(t, J�1.0 Hz, 1H, CHO); 13C NMR (50 MHz, C6D6): �� 57.24, 58.60 (C-1�,
C-4�), 71.62 (PhCH2), 74.51 (C-2), 81.79, 84.05 (C-2�, C-3�), 127.9, 128.1,
128.6 (o-Ph�C, m-Ph�C, p-Ph�C), 138.1 (i-Ph�C), 199.1 (CHO); MS
(DCI): m/z (%): 236 (100) [M�NH4]� ; C13H14O3 (218.3).


Benzyl-(7-benzyloxy-hept-5-ynyl)-amine (12): BnNH2 ¥ HCl (14.0 g,
95.5 mmol, 4.2 equiv) was added to a solution of 22 (4.87 g,
22.5 mmol) in dry MeOH (200 mL) and the solution stirred at RT for
30 min before NaBH3CN (1.62 g, 25.0 mmol, 1.11 equiv) was added.
The mixture was stirred for a further 19 h, then saturated K2CO3


solution was added and the mixture was concentrated in vacuo and
extracted with ethyl acetate. The combined organic layers were
washed with brine and dried over Na2SO4. The solvents were
evaporated and excess BnNH2 removed by distillation. The residue
was filtered through a short silica plug to yield 12 (7.10 g,
quantitative) as a yellow oil which was used for the next step
without further purification. Rf� 0.20 (n-pentane/ethyl acetate (1:1)) ;
IR (film): ��� 3303 (NH), 3029, 2930 (C�H), 1454, 1072 (C�O); 1H NMR
(200 MHz, CDCl3): �� 1.55 (m, 5H, 2-H, 3-H, NH), 2.26 (m, 2H, 4-H),
2.65 (t, J�7.5 Hz, 2H, 1-H), 3.78 (s, 2H, PhCH2N), 4.14 (t, J�1.7 Hz, 2H,
7-H), 4.58 (s, 2H, PhCH2O), 7.20 ± 7.40 (m, 10H, Ph�H); 13C NMR
(50 MHz, CDCl3): �� 18.70 (C-4), 26.37 (C-3), 29.19 (C-2), 48.81 (C-1),


53.95 (PhCH2N) 57.72 (C-7), 71.36 (PhCH2O), 76.13 (C-6), 86.87 (C-5),
126.9, 127.7, 128.0, 128.1, 128.3, 128.4 (o-Ph�C, m-Ph�C, p-Ph�C),
137.63, 140.3 (i-Ph�C); MS (EI):m/z (%): 307 (2) [M]� , 306 (12) [M�H]� ,
91 (100) [C7H7]� ; elemental analysis (%) calcd for C21H25NO (307.4):
C 82.04, H 8.20; found C 81.92, H 8.11.


Benzyl-[2-(4-benzyloxy-but-2-ynyloxy)-ethyl]-amine (13): 13 (a
pale yellow oil) was prepared in 89% yield from 23 in a similar
way to that described for 12 and used without further purification.
Rf� 0.28 (ethyl acetate); IR (film): ���3364 (NH), 3028, 2924 (C�H),
1454, 1072 (C�O); 1H NMR (200 MHz, CDCl3): �� 2.02 (br s, 1H, NH),
2.82 (t, J�7.0 Hz, 2H, 1-H), 3.66 (t, J� 7.0 Hz, 2H, 2-H), 3.86 (s, 2H,
PhCH2N), 4.20 ± 4.22 (m, 4H, 1�-H, 4�-H), 4.57 (s, 2H, PhCH2O), 7.23 ±
7.36 (m, 10H, Ph�H); 13C NMR (75 MHz, CDCl3): ��48.55 (C-1), 53.81
(PhCH2N), 57.39, 58.57 (C-1�, C-4�), 69.35 (C-2), 71.64 (PhCH2O), 82.33,
86.84 (C-2�, C-3�), 126.9, 127.9, 128.0, 128.1, 128.2, 128.3, 128.4 (o-
Ph�C,m-Ph�C, p-Ph�C), 137.6, 140 1 (i-Ph�C); MS (DCI): m/z (%): 310
(100) [M�H]� ; C20H23NO2 (309.4).


2-[Benzyl-(7-benzyloxy-hept-5-ynyl)-carbamoyl]-5,6,7-trimeth-
oxy-indole-1-carboxylic acid tert-butyl ester (14): A solution of 7
(1.86 g, 5.29 mmol), EDC ¥HCl (1.15 g, 5.82 mmol, 1.1 equiv) and
HOBt ¥ H2O (912 mg, 5.96 mmol, 1.1 equiv) in DMF (70 mL) was stirred
at RT for 40 min before a solution of 12 (1.79 g, 5.82 mmol, 1.1 equiv)
in DMF (10 mL) was added. Stirring was continued for 24 h, the
mixture poured into HCl (1 M, 200 mL), and extracted with ethyl
acetate. The combined organic layers were washed with saturated
NaHCO3 solution and brine, dried over Na2SO4, and concentrated in
vacuo. The residue was purified by gradient column chromatography
(n-pentane/ethyl acetate (3:1�2:1)) to give 14 (2.54 g, 3.96 mmol,
75%) as a yellow oil. Rf�0.50 (n-pentane/ethyl acetate (1:1)) ; IR
(film): ��� 2937 (C�H), 1761, 1637 (C�O), 1254; 1H NMR (300 MHz,
C2D2Cl4 , 100 �C): �� 1.52 (m, 2H, 3�-H), 1.74 (s, 9H, C(CH3)3), 1.75 (m,
2H, 2�-H), 2.23 (mC, 2H, 4�-H), 3.48 (dd, J�8.0, 7.5 Hz, 2H, 1�-H), 3.89,
3.94, 4.00 (3 s, 3� 3H, OCH3), 4.17 (t, J� 1.7 Hz, 2H, 7�-H), 4.58, 4.74
(2 s, 2� 2H, PhCH2), 6.50 (s, 1H, 4-H), 6.76 (s, 1H, 3-H), 7.25 ± 7.40 (m,
10H, Ph�H); 13C NMR (75 MHz, C2D2Cl4 , 100 �C): �� 18.24 (C-4�),
25.79, 26.77 (C-2�, C-3�), 27.50 (C(CH3)3), 44.63 (C-1�), 56.40 (OCH3),
57.66 (C-7�, PhCH2N), 60.64, 60.85 (2�OCH3), 71.20 (PhCH2O), 76.59
(C-6�), 84.04 (C(CH3)3), 86.31 (C-5�), 98.84 (C-4), 106.4 (C-3), 124.1, 124.2
(C-6, C-7a), 127.3, 127.4, 127.6, 128.0, 128.3, 128.4 (o-Ph�C,m-Ph�C, p-
Ph�C), 133.16 (C-3a), 136.9, 137.8 (i-Ph�C), 141.4, 141.7 (C-2, C-7),
149.0 (C-5), 151.0, 163.7 (2�C�O); MS (EI): m/z (%): 640 (8) [M]� , 540
(100) [M�CO2�C(CH3)3]� , 340 (38) [C19H20N2O4]� , 234 (44), 91 (44)
[C7H7]� ; high-resolution mass spectrometry (HRMS): calcd for
C38H44N2O7: 640.3148; found: 640.3148.


2-{Benzyl-[2-(4-benzyloxy-but-2-ynyloxy)-ethyl]-carbamoyl}-
5,6,7-trimethoxy-indole-1-carboxylic acid tert-butyl ester (15): 15
(a white wax-like solid) was prepared in 86% yield from 13 using the
method described for 14. Rf� 0.71 (n-pentane/ethyl acetate (1:1)) ; IR
(film): ��� 2938 (C�H), 1763, 1638 (C�O), 1131; 1H NMR (300 MHz,
[D6]DMSO, 100 �C): ��1.55 (s, 9H, C(CH3)3), 3.62 (m, 4H, 1�-H, 2�-H),
3.80, 3.81, 3.88 (3s, 3�3H, OCH3), 4.15, 4.20 (2 t, J�1.7 Hz, 2�2H,
1��-H, 4��-H), 4.52, 4.77 (2 s, 2�2H, PhCH2), 6.67 (s, 1H, 4-H), 6.90 (s,
1H, 4-H), 7.20 ± 7.40 (m, 10H, Ph�H); 13C NMR (75 MHz, [D6]DMSO,
100 �C): ��26.74 (C(CH3)3), 55.92 (OCH3), 57.35, 57.66 (C-1��, C-4��),
60.07, 60.15 (2�OCH3), 66.58 (C-2�), 70.52 (PhCH2O), 82.07, 82.26 (C-
2�, C-3�), 83.59 (C(CH3)3), 98.88 (C-4), 106.2 (C-3), 122.9, 123.4 (C-6,
C-7a), 126.7, 126.9, 127.1 (4C), 127.6, 127.8 (o-Ph�C,m-Ph�C, p-Ph�C),
132.12 (C-3a), 136.6, 137.3 (i-Ph�C), 140.0, 140.9 (C-2, C-7), 148.3 (C-5),
150.3, 162.9 (2�C�O), C-1� and PhCH2N are not visible under these
conditions because of line broadening; MS (EI):m/z (%): 642 (2) [M]� ,
542 (4) [M�CO2�C(CH3)3]� , 340 (100) [C19H20N2O4]� , 234 (40)
[C12H12NO4]� , 91 (30) [C7H7]� ; HRMS: calcd for C37H42N2O8: 642.2941;
found: 642.2941.
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5,6,7-Trimethoxyindole-2-carboxylic acid benzyl-(7-benzyloxy-
5C,6C-dicarba-closo-dodecaboranylheptyl)-amide (16): Boron hy-
dride (317 mg, 2.60 mmol, 1.3 equiv) was heated in CH3CN (12 mL)
under reflux. After 30 min the solution turned yellow, which
indicated the formation of the adduct B10H12 ¥ 2CH3CN. A solution
of 14 (1.28 g, 2.00 mmol) in a toluene/CH3CN mixture (15 mL, 5:1)
was added and heating continued for 16 h. For work-up MeOH
(1 mL) was added, the mixture heated to reflux for 30 min, cooled to
RT, and concentrated in vacuo. Baseline impurities were removed by
filtration through a short silica plug with ethyl acetate as eluent. The
crude product (1.07 g) was dissolved in CH2Cl2 (300 mL), trifluoro-
acetic acid (TFA) (2.50 mL, 32.5 mmol, 16.2 equiv) was added and the
solution stirred for 14 h at RT. For work-up, the solution was treated
with saturated K2CO3 solution and the layers were separated. The
aqueous layer was extracted with CH2Cl2 (100 mL) and the combined
organic layers were washed with brine and dried over Na2SO4. The
solvent was evaporated in vacuo and the residue purified by column
chromatography (toluene/acetone (10:1)) to give 16 (339 mg,
515 �mol, 26%) as a white foam. Rf� 0.30 (toluene/acetone (10:1)) ;
IR (KBr): ��� 2935 (C�H), 2581 (B�H), 1606 (C�O), 1427, 1232, 1109;
1H NMR (300 MHz, C2D2Cl4, 100 �C): �� 0.50 ± 3.50 (br s, 10H, BH),
1.51 ± 1.65 (m, 4H, 2�-H, 3�-H), 2.20 (mC, 2H, 4�-H), 3.54 (t, J�7.0 Hz,
2H, 1�-H), 3.88, 3.93 (2 s, 2� 3H, OCH3), 3.99 (s, 2H, 7�-H), 4.09 (s, 3H,
OCH3), 4.57, 4.91 (2 s, 2� 2H, PhCH2), 6.61 (d, J� 2.0 Hz, 1H, 3-H), 6.77
(s, 1H, 4-H), 7.22 ± 7.46 (m, 10H, Ph�H), 9.16 (br s 1H, NH); 13C NMR
(75 MHz, C2D2Cl4 , 100 �C): ��26.62, 27.17 (C-2�, C-3�), 34.43 (C-4�),
46.83 (C-1�), 51.64 (PhCH2N), 56.50, 60.64, 60.85 (3�OCH3), 70.03,
73.48 (C-7�, PhCH2O), 78.13, 78.21 (C-5�, C-6�), 98.47 (C-4), 104.9 (C-3),
123.2, 125.1 (C-6, C-7a), 126.8, 127.3, 127.4, 127.9, 128.3, 128.7 (o-
Ph�C, m-Ph�C, p-Ph�C), 129.0 (C-3a), 136.4, 136.7 (i-Ph�C), 138.6,
140.2 (C-2, C-7), 150.2 (C-5), 163.7 (C�O); MS (EI): m/z (%): 659 (76)
[M]� , 234 (100) [C12H12NO4]� , 91 (100) [C7H7]� ; elemental analysis (%)
calcd for C33H46B10N2O5 (658.8): C 60.16, H 7.04; found: C 59.88, H 6.89.


5,6,7-Trimethoxyindole-2-carboxylic acid benzyl-[2-(4-benzyloxy-
2C,3C-dicarba-closo-dodecaboranylbutyloxy)-ethyl]-amide (17):
17 (white foam) was prepared from 15 in 43% yield in a preparation
similar to that described for 16. Rf� 0.56 (n-pentane/ethyl acetate
(1:1)) ; IR (KBr): ��� 2936 (C�H), 2586 (B�H), 1607 (C�O), 1461, 1113;
1H NMR (300 MHz, C2D2Cl4 , 100 �C): �� 0.50 ± 3.50 (br s, 10H, BH), 3.73
(mc, 4H, 1�-H, 2�-H), 3.86, 3.91 (2 s, 2�3H, OCH3), 3.95, 3.99 (2 s, 2�
2H, 1��-H, 4��-H), 4.09 (s, 3H, OCH3), 4.55, 5.00 (2 s, 2�2H, PhCH2), 6.67
(d, J� 2.0 Hz, 1H, 3-H), 6.77 (s, 1H, 4-H), 7.22 ± 7.44 (m, 10H, Ph�H),
9.17 (br s 1H, NH); 13C NMR (75 MHz, C2D2Cl4 , 100 �C): ��46.83 (C-1�),
52.43 (PhCH2N), 56.49, 60.61, 61.04 (3�OCH3), 70.06, 70.13, 71.28,
73.48 (C-2�, C-1��, C-4��, PhCH2O), 76.42, 76.76 (C-2��, C-3��), 98.47 (C-4),
105.4 (C-3), 123.2, 125.1 (C-6, C-7a), 126.9, 127.3, 127.4, 127.9, 128.3,
128.7 (o-Ph�C, m-Ph�C, p-Ph�C), 128.8 (C-3a), 136.4, 136.7 (i-Ph�C),
138.6, 140.2 (C-2, C-7), 150.2 (C-5), 163.1 (C�O); MS (EI): m/z (%): 661
(100) [M]� , 234 (50) [C12H12NO4]� , 91 (36) [C7H7]� ; HRMS: calcd for
C32H44B10N2O6: 661.4193; found: 661.4193.


5,6,7-Trimethoxyindole-2-carboxylic acid (7-hydroxy-5C,6C-di-
carba-closo-dodecaboranaylheptyl)-amide (1): A mixture of 16
(49.6 mg, 75.3 �mol) and Pd/C (10%, 70 mg) in MeOH/ethyl acetate
(1:1, 2 mL) was shaken in an H2 atmosphere (3 bar) for 8 h at RT.
Filtration, evaporation of the solvents, and column chromatography
(n-pentane/ethyl acetate (1:1)) gave 1 (29.8 mg, 62.3 �mol, 83%) as a
white foam. Rf�0.14 (n-pentane/ethyl acetate (1:1)) ; IR (KBr): ���
3344 (OH, NH), 2938 (C�H), 2583 (B�H), 1606 (C�O), 1561, 1465, 1262,
1105; 1H NMR (300 MHz, CDCl3): ��0.50 ± 3.50 (br s, 10H, BH), 1.62
(m, 4H, 2�-H, 3�-H), 2.30 (m, 2H, 4�-H), 3.45 (m, 2H, 1�-H), 3.87, 3.92,
4.05 (3 s, 3� 3H, OCH3), 4.17 (s, 2H, 7�-H), 5.05 (br s, 1H, OH), 6.42 (t,
J�6.0 Hz, 1H, amide-NH), 6.72 (s, 1H, 4-H), 6.78 (d, J� 2.0 Hz, 1H,
3-H), 9.37 (sbr 1H, indole-NH); 13C NMR (75 MHz, CDCl3): ��25.87,


29.28 (C-2�, C-3�), 33.62 (C-4�), 37.69 (C-1�), 61.12, 61.47, 61.48 (3�
OCH3), 63.50 (C-7�), 78.12, 81.38 (C-5�, C-6�), 97.32 (C-4), 103.1 (C-3),
123.2, 125.9 (C-6, C-7a), 129.5 (C-3a), 139.0, 140.1 (C-2, C-7), 150.2 (C-
5), 162.7 (C�O); MS (EI):m/z (%): 478 (100) [M]� , 233 (50) [C12H11NO4]�;
HRMS: calcd for C19H34B10N2O5: 478.3481; found: 478.3481.


5,6,7-Trimethoxyindole-2-carboxylic acid [2-(4-hydroxy-2C,3C-di-
carba-closo-dodecaboranylbutyloxy)-ethyl]-amide (2): Compound
2 (a white foam) was prepared from 17 in 64% yield in a process
similar to that described for 1. Rf� 0.17 (n-pentane/ethyl acetate
(1:1)) ; IR (KBr): ���3331 (OH, NH) 2936 (C�H), 2583 (B�H), 1631 (C�O),
1556, 1465, 1106; 1H NMR (300 MHz, CDCl3): �� 0.50 ± 3.50 (br s, 10H,
BH), 3.67 (m, 4H, 1�-H, 2�-H), 3.75 (br s, 1H, OH), 3.86, 3.91, 4.03 (3 s,
3� 3H, OCH3), 4.07, 4.14 (1s, 1 br s, 2�2H, 1��-H, 4��-H), 6.66 (br tr, J�
6.0 Hz, 1H, amide-NH), 6.74 (s, 1H, 4-H), 6.76 (d, J�2.0 Hz, 1H, 3-H),
9.26 (br s 1H, NH); 13C NMR (75 MHz, CDCl3): ��38.89 (C-1�), 56.21,
61.13, 61.46 (3�OCH3), 64.00, 71.00, 71.48, 73.48 (C-2�, C-1��, C-4��),
75.88, 78.34 (C-2��, C-3��), 97.36 (C-4), 102.9 (C-3), 123.2, 125.8 (C-6,
C-7a), 129.9 (C-3a), 138.9, 140.0 (C-2, C-7), 150.1 (C-5), 161.9 (C�O);
MS (EI): m/z (%): 480 (100) [M]� , 336 (78) [C17H24N2O5]� , 233 (80)
[C12H11NO4]; HRMS: calcd for C18H32B10N2O6: 480.3273; found:
480.3273.


Biological Evaluation


Cytotoxicity tests : Adherent cells of the human bronchial carcinoma
cell line A549 were sown in triplicate in six multiwell plates at
concentrations of 102, 103 104, and 105 cells per cavity, and were
incubated for 1 day with freshly prepared solutions of the compound
to be tested at various concentrations. The medium was removed
after cultivation for 12 days at 37 �C under an air atmosphere with
CO2 content enriched to 7.5%; the clones were dried, stained with
Lˆffler's methylene blue, and counted under a microscope. The
relative clone forming rate was determined according to Equation (1).


relative clone forming rate [%]


� (number of clones counted after exposure)� 100/


(number of clones counted in the control)


(1)


Cells for the toxicity tests were cultivated at 37 �C under 7.5% CO2 in
Dulbecco's modified Eagle's medium (DMEM; Biochrom) supple-
mented with L-glutamine (4 nM, Gibco), NaHCO3 (44 nM, Biochrom),
and 10% fetal calf serum (FCS; heat-inactivated for 30 min at 56 �C;
Gibco).


Cytotoxicity tests with the adherent human melanoma cell line B-16
were performed as described above with the following alterations:
Falcon dishes containing a similar cell concentration to that used for
the human bronchial carcinoma cell line A549 (105 cells per dish)
were incubated with the compounds at various concentrations and
0.5% DMSO for 3 days. The medium was removed and the remaining
viable cells washed with PBS(-), trypsinized, and counted under a
phase contrast microscope. B-16 cells were maintained in Eagle's
MEM (Nissui Pure Industries, Osaka, Japan) supplemented with 10%
fetal bovine serum (JRH biosciences) and 1% antibiotic/antimycotic
solution (100X; Gibco BRL). C6 cells were maintained in Eagle's MEM
supplemented with 10% fetal bovine serum (FBS, ICN biochemicals
Japan Co., Ltd.), gentamicin sulfate (50 mgL�1), and amphotericin B
(250 mgL�1). The results are shown in Table 1.


In vitro boron incorporation into B-16 melanoma cells : B-16
melanoma cells were cultured in Falcon 3025 dishes (150 mm
diameter). When the cells had grown to fill up the dish, the cell
number was counted (4.0 ± 5.0� 106 cells/dish). The boron contain-
ing indoles 16 (7.5 and 75 �M, 0.81 and 8.1 ppm boron, respectively)
and 17 (75 �M, 8.1 boron) as well as the indoles 1 and 2 (10 �M,
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1.1 ppm boron) and BPA 18 (1 mM, 10.8 ppm boron), were added to
separate dishes. The cells were incubated for 3 ± 24 h at 37 �C in
20 mL of the medium (Eagle-MEM, 10% FBS). The cells were washed
3 times with PBS(-), collected, digested with 2 mL of 60% HClO4/30%
H2O2 (1:2) solution, and then decomposed for 3 h at 80 �C. The boron
concentration was determined by ICP-AES (Shimadzu, ICPS-1000-III).
Two to three repetitions of each experiment were carried out. The
average boron concentration of each fraction is indicated in Table 2.


This work was generously supported by the Deutsche Forschungs-
gemeinschaft, the Japan Society for the Promotion of Science, and
the Fonds der Chemischen Industrie. Kind donations of chemicals
by Aventis S.A. , BASF AG, Bayer AG, Degussa AG, and Wacker AG is
gratefully acknowledged. The authors also thank Dr. I. Schuberth
and S. Heidrich (Institut f¸r Organische Chemie, Universit‰t
Gˆttingen) for all the experiments on cell line A549.


[1] a) R. F. Barth, A. H. Soloway, R. G. Fairchild, Cancer (New York, USA) 1992,
70, 2995 ± 3007; b) M. F. Hawthorne, Angew. Chem. 1993, 105, 997 ± 1033;
Angew. Chem. Int. Ed. Engl. 1993, 32, 950 ± 984; c) C. Morin, Tetrahedron
1994, 50, 12521 ± 12569; d) D. Gabel, Chem. Unserer Zeit 1997, 31, 235 ±
240; e) A. H. Soloway, W. Tjarks, B. A. Barnum, F.-G. Rong, R. F. Barth, I. M.
Codogni, J. G. Wilson, Chem. Rev. 1998, 98, 1515 ± 1562.


[2] R. F. Barth, A. H. Soloway, J. Neurooncol. 1997, 33, 3 ± 7.
[3] a) L. F. Tietze, U. Bothe, Chem. Eur. J. 1998, 4, 1179 ±1183; b) L. F. Tietze, U.


Bothe, I. Schuberth, Chem. Eur. J. 2000, 6, 836 ±842.
[4] L. F. Tietze, U. Bothe, U. Griesbach, M. Nakaichi, T. Hasegawa, H. Nakamura,


Y. Yamamoto, Bioorg. Med. Chem. 2001, 9, 1747 ±1752.
[5] L. F. Tietze, U. Bothe, U. Griesbach, M. Nakaichi, T. Hasegawa, H. Nakamura,


Y. Yamamoto, ChemBioChem 2001, 2, 326 ± 334.
[6] L. N. Jungheim, T. A. Shepherd, Chem. Rev. 1994, 94, 1552 ±1566.
[7] a) T. Hartman, J. Carlsson, Radiother. Oncol. 1994, 31, 61 ±75; b) D. Gabel,


S. Foster, R. G. Fairchild, Radiat. Res. 1987, 111, 14 ± 25.
[8] For a review, see: S. Sjˆberg, J. Carlsson, H. Ghaneolhosseini, L. Gedda, T.


Hartmann, J. Malmquist, C. Naeslund, P. Olsson, W. Tjarks, J. Neurooncol.
1997, 33, 41 ± 52.


[9] a) Y. Yamamoto, H. Nakamura, J. Med. Chem. 1993, 36, 2232 ± 2234; b) Y.
Yamamoto, H. Nakamura, Bioorg. Med. Chem. Lett. 1996, 6, 9 ± 12.


[10] Polyamines: a) J. Cai, A. H. Soloway, Tetrahedron Lett. 1996, 37, 9283 ±
9286; b) J. Cai, A. H. Soloway, R. F. Barth, D. M. Adams, J. R. Hariharan, I. M.
Wyzlic, K. Radcliffe, J. Med. Chem. 1997, 40, 3887 ± 3896; c) J.-C. Zhuo, J.
Cai, A. H. Soloway, R. F. Barth, D. M. Adams, W. Ji, W. Tjarks, J. Med. Chem.
1999, 42, 1282 ± 1292.


[11] Netropsin, distamycin, and benzimidazoles: a) Y. Yamamoto, J. Cai, H.
Nakamura, N. Sadayori, N. Asao, H. Nemoto, J. Org. Chem. 1995, 60, 3352 ±
3357; b) S. A. Bateman, D. P. Kelly, R. F. Martin, J. M. White, Aust. J. Chem.
1999, 52, 291 ± 301.


[12] Acridines, phenantridinium ions, and related compounds: a) L. Gedda, M.
Silvander, S. Sjˆberg, W. Tjarks, J. Carlsson, Anticancer Drug Des. 1997, 12,
671 ± 685; b) H. Ghaneolhosseini, W. Tjarks, S. Sjˆberg, Tetrahedron 1998,
54, 3877 ± 3884; c) H. Ghaneolhosseini, S. Sjˆberg, Acta. Chem. Scand.
1999, 53, 298 ±300; d) L. Gedda, H. Ghaneolhosseini, P. Nilsson, K.
Nyholm, J. Pettersson, S. Sjˆberg, J. Carlson, Anticancer Drug Des. 2000,
15, 277 ± 286.


[13] For a review, see: a) D. L. Boger, D. S. Johnson, Angew. Chem. 1996, 108,
1542 ± 1580; Angew. Chem. Int. Ed. Engl. 1996, 35, 1438 ± 1446; b) D. L.
Boger, R. M. Garbacchio, Acc. Chem. Res. 1999, 32, 1043 ± 1052.


[14] a) L. F. Tietze, R. Hannemann, W. Buhr, M. Lˆgers, P. Menningen, M. Lieb, D.
Starck, T. Grote, A. Dˆring, I. Schuberth, Angew. Chem. 1996, 108, 2840 ±
2842; Angew. Chem. Int. Ed. Engl. 1996, 35, 2674 ± 2677; b) L. F. Tietze, M.
Lieb, T. Herzig, F. Haunert, I. Schuberth, Bioorg. Med. Chem. 2001, 9, 1929 ±
1939; c) L. F. Tietze, T. Herzig, A. Fecher, F. Haunert, I. Schuberth,
ChemBioChem 2001, 2, 758 ± 765.


[15] a) Y. Fukuda, Y. Itoh, K. Nakatani, S. Terashima Tetrahedron Lett. 1990, 31,
6699 ± 6702; b) Y. Fukuda, Y. Itoh, K. Nakatani, S. Terashima, Tetrahedron
1994, 50, 2793 ± 2808.


[16] M.-P. Heitz, A. Wagner, C. Mioskowski, J. Org. Chem. 1989, 59, 500 ±503.
[17] C. P. Gorst-Allman, S. P. Steyn, J. Chem. Soc. , Perkin Trans 1 1987, 163 ± 168.
[18] R. Schaeffer, J. Am. Chem. Soc. 1957, 79, 1006 ± 1007.
[19] L. F. Tietze, U. Griesbach, U. Bothe, unpublished results.
[20] Cell line A549 (ATCC CCL185) was kindly provided by the Institut f¸r


Zellbiologie, Universit‰t Essen (Germany).


Received: August 7, 2001 [F277]








226 ¹ WILEY-VCH-Verlag GmbH, 69451 Weinheim, Germany, 2002 1439-4227/02/03/02-03 $ 17.50+.50/0 ChemBioChem 2002, 3, 226 ±233


Characterization and Peroxidase Activity of a
Myoglobin Mutant Containing a Distal Arginine
Cristina Redaelli,[a] Enrico Monzani,[a] Laura Santagostini,[a] Luigi Casella,*[a]


Anna Maria Sanangelantoni,[b] Roberta Pierattelli,[c] and Lucia Banci[c]


The spectroscopic, conformational, and reactivity characteristics of
the T67R variant of sperm whale myoglobin have been studied to
assess the effects of introducing an arginine residue into the distal
side of this protein, as occurs in the active site of heme peroxidases.
The overall circular dichroism (CD) and NMR spectroscopic proper-
ties of various derivatives of the protein are little affected by the
mutation. The mutant contains a high-spin ferric ion with a water
molecule as the sixth ligand, which exhibits slightly enhanced
acidity (pKa� 8.43� 0.03) with respect to the corresponding
derivative of wild-type myoglobin (pKa� 8.60� 0.04). The presence
of the distal arginine increases the affinity of the FeIII center for
azide (K� (6.0� 0.5)� 104 M�1) and decreases that for imidazole
(K� 12.0� 0.2 M�1), with respect to the wild-type protein (K�
(5.0� 0.1)� 104 and 24.7� 0.7 M�1, respectively). The peroxidase


activity of T67R and wild-type myoglobins has been studied with a
group of phenolic substrates related to tyrosine. The mutant
exhibits an increased rate of reaction with hydrogen peroxide (k�
1550� 10 versus 760� 10 M�1 s�1) and a generally increased
peroxidase activity with respect to wild-type myoglobin. Relaxation
measurements of proton nuclei of the phenolic substrates in the
presence of either the T67R variant or the wild-type protein show
that binding of these molecules occurs at distances of 8 ± 10 ä from
the iron center, that is, close to the heme pocket, except for p-cresol,
which can approach the heme more closely and, therefore,
probably enter into the distal cavity.
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Introduction


In recent years, site-directed mutagenesis has been intensively
used as a tool to investigate the role of critical amino acid
residues in the active site of myoglobins (Mbs) from various
sources.[1±8] Particularly interesting from the point of view of
potential biotechnological applications are the experiments
aimed at introducing catalytic activities into the Mb scaffold,[9±14]


to convert this oxygen storage protein into, for example, an
oxidative enzyme with activity mimicking that of cytochrome
P450s, peroxidases, or catalases. The most notable results in this
field have been obtained in the stereoselective peroxygenase
activity of Mb mutants against methylphenyl sulfide and
styrene.[11, 14] This activity is typical of chloroperoxidase, while
classical peroxidases such as horseradish peroxidase (HRP) are
poorly efficient in oxygen transfer reactions.[15] It is not surpris-
ing, therefore, that the best performance in the peroxygenase
reactions was exhibited by the His64 (E7) to Asp mutant,
constructed to mimic the active site of chloroperoxidase.[14] On
the other hand, the peroxidase activity of site-directed Mb
mutants, routinely measured against guaiacol as the substrate, is
generally modest and this conclusion applies, in particular, to
mutants that were constructed in an attempt to mimic the active
site of cytochrome c peroxidase.[10, 11] Somewhat more promising
results have apparently been obtained with the multiple
mutants resulting from random mutagenesis of Mb in the
catalytic oxidation of 2,2�-azino-di-(3-ethyl)benzthiazoline-6-sul-
fonic acid (ABTS),[9] but in that case it is difficult to assess the
effects of the replacements, since none of the residues


introduced appears to play a direct role in the enhancement of
activity.
We have been interested for some time in synthetic and


mechanistic aspects of peroxidase-catalyzed reactions with
enzymes from various sources.[16±20] More recently, we have
explored the possibility of increasing the peroxidase activity of
Mb through reconstitution of the apoprotein with chemically
modified protohemins.[21] The availability of the expression
system for recombinant sperm whale Mb in Escherichia coli[22]


gives the opportunity to investigate in a systematic way the
catalytic properties of Mb mutants with characteristics that may
progressively enhance the efficiency of the proteins as perox-
idase analogues. In this paper we report the detailed character-
ization and catalytic properties of the T67R Mb mutant. This
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derivative was prepared previously, together with many other
Mb mutants,[2, 3] primarily with the end of explaining the unusual
characteristics of Mb from Aplysia limacina.[23] This protein lacks
the distal histidine (E7) but contains an arginine residue (E10)
that appears to be capable of stabilizing the binding of ligands
to the iron center through hydrogen-bonding interactions from
the guanidinium group.[24] In spite of the fact that T67R Mb
contains the key histidine and arginine residues which character-
ize the distal site of peroxidases,[25, 26] no study of its potential
catalytic activity has been performed before. On the other hand,
the Mb mutants studied previously as peroxidase mimics lack a
distal arginine and, therefore, we thought it of interest to
investigate the catalytic activity of T67R Mb in typical peroxidase
reactions, such as the oxidations of phenolic substrates 1 ±4.
This information is important in assessing the effect of distal site
alterations for the development of new Mb mutants with
enhanced catalytic performance.


Results and Discussion


Characterization of the T67R mutant


The electronic spectra of the FeIII form and other derivatives of
T67R Mb are very similar to those of the corresponding
derivatives of the wild-type (WT) protein (Table 1); this indicates
that the distal site environment of Mb is little affected upon
Thr67�Arg substitution. In particular, T67R Mb contains a high-
spin ferric ion with water as the sixth ligand in the unoxidized
(met) form, and a five-coordinated ferrous ion in the reduced
form.[1] The presence of a distal Arg67 slightly increases the


affinity of the FeIII center for a negatively charged ligand such as
azide (K� (6.0� 0.5)� 104 for T67R Mb; (5.0� 0.1)�104 M�1 for
WT Mb) and decreases that for imidazole, which is significantly
protonated at pH 6.0 (K� 12.0� 0.2 for T67R Mb; 24.7�0.7 M�1


for WT Mb). The investigation of the pH dependence of the
optical properties of T67R and WT Mbs discloses two proton-
dependent equilibria (Figure 1). Protonation of the proximal
histidine was studied in the pH range of 4.5 ± 7.[27, 28] It can be


Figure 1. Acid-alkaline transitions observed for T67R Mb (*) and WT Mb (�) by
spectrophotometric titrations. Continuous lines were obtained by fitting the
experimental data for the proton dissociation equilibria according to Equa-
tion (10).


followed through the intensity changes of the Soret band and
occurs with a pK of 4.89� 0.03 for T67R Mb and 6.03�0.05 for
WT Mb. The point mutation has a smaller effect on the proton
dissociation equilibrium occurring in the alkaline pH range,
ascribable to the deprotonation of iron-bound water [Eq. (1)] .
Formation of the FeIII�OH� species produces a red shift in the
Soret band of the proteins (Table 1). The pK values that we found
here for bound water are 8.43� 0.03 for T67R Mb and 8.60�
0.04 for WT Mb.


FeIII�OH2 � FeIII�OH��H� (1)


The far-UV circular dichroism (CD) spectrum of T67R Mb has a
similar shape to that of WT Mb, although the fitting to secondary
structure elements reveals a slightly reduced helical content
(64.1% versus 71.4%, respectively). The CD ellipticity in the
aromatic region and especially that in the Soret region, reflecting
the coupling of electronic transitions of the porphyrin with
transitions localized in residues in the heme environment,[29] is
quite similar for the two proteins; this confirms the maintenance
of the overall globin fold in the mutant.
The 600 MHz 1H NMR spectrum of T67R metMb is shown in


Figure 2A. In the downfield region four three-proton intensity
signals are observed, in addition to several one-proton signals.
The spectrum is similar to that reported and assigned for WT
Mb;[30] this indicates that a similar coordination arrangement is
present at the iron ion. Significantly, the broad signal shifted far
downfield (103 ppm), which is probably due to the ring NH
resonance of the axial histidine, also has a similar shift to that of
the wild-type protein.


Table 1. Absorption spectral data [nm] for ferrous and ferric derivatives of
T67R and WT Mbs.[a]


Protein T67R Mb[b] WT Mb[b]


derivative Soret visible Soret visible


FeII 432 (118) 556 (13.2) 434 (115) 556 (11.8)
FeII�O2 416 (122) 544 (13.7) 418 (128) 542 (13.6)


580 (13.3) 582 (13.3)
FeII�CO 422 (164) 540 (14.6) 424 (187) 540 (14.0)


578 (12.4) 578 (12.2)
FeIII 410 (149) 504 (10.3) 410 (157) 504 (9.4)


632 (3.9) 635 (3.6)
FeIII�OH� 414 (100) 540 (11.0) 414 (117) 540 (11.0)


584 (9.5) 586 (9.5)
FeIII�N3


� 422 (105) 542 (10.7) 420 (122) 544 (12.7)
FeIII�imidazole 414 (123) 532 (13.7) 416 (129) 532 (12.7)


[a] Measured in 0.2M phosphate buffer (pH 6.0). [b] Molar extinction
coefficients [mM�1 cm�1] are given in parentheses.
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Addition of CN� to the protein sample produces a low-spin
state, characterized by narrower NMR lines that make two-
dimensional experiments feasible (Figure 2B). Three of the
downfield-shifted signals have a relative intensity of three and
are assigned as heme methyl signals. A NOESY cross-peak
between two of them locates the 1-CH3 and 8-CH3 pair. Each of
the two signals shows a NOESY connectivity with at least one
resonance of a COSY-detected vinyl and propionate spin system;
this allows the identification of the 2-vinyl and the 7-propionate
groups. The third methyl also shows NOESY cross-peaks to a
propionate group; they must arise from the 5-CH3 and
6-propionate groups. The remaining 4-vinyl group is assigned
from the typical pattern in a COSY spectrum tailored to enhance
fast relaxing signals. No resonance was found for the heme 3-CH3


group, as it falls in the intense diamagnetic envelope of the
signals. The assignment of the resolved upfield resonances is
reported in Table 2. Minor peaks, with fractional intensities, can
also be detected in the T67R metMb�CN spectrum between 20
and 25 ppm; these are most likely due to the minor heme
orientational isomer of the protein.
Overall, the spectrum and the pattern of connectivities closely


resemble those of the wild type metMb�CN[31] and the
metMb�CN derivatives of other point mutants.[32] The NMR


spectra of the native and cyanide-bound species
indicate that the mutation of Thr to Arg does not
significantly perturb the heme electronic structure as
well as its environment.


Kinetic studies


The peroxidase activities of WT and T67R Mbs were
studied by considering the one-electron oxidation of
phenolic substrates to phenoxy radicals. This reaction is
typically performed by the two peroxidase intermedi-
ates known as compound I and compound II, according
to the reaction scheme in Equations (2) ± (5), where SH
is the substrate, compound I a FeIV�O/R .� species with
a radical cation localized on the porphyrin or a protein
residue, and compound II a FeIV�O species.[33, 34]


Fe3��H2O2 �k1 compound I�H2O (2)


compound I� SH �k2 compound II� S .�H� (3)


compound II� SH�H� �k3 Fe3�� S .�H2O (4)


2S . �fast S�S (5)


Myoglobin exhibits a weak peroxidase activity that is assumed
to proceed through a similar mechanism.[9, 35] . The reaction with
hydrogen peroxide, in the first step, is very fast for peroxidases
(k1�107)[33] but drops dramatically for metMb (k1�
102 M�1 s�1)[36] and is accompanied by rather rapid protein
degradation when excess oxidant is used. With Mb the radical
site is distributed among different residues, including a tyrosine,
a tryptophan (as a Trp peroxy radical), and a histidine residue
(most likely distal histidine).[37±42]


The kinetic constants for the formation of the active species in
the first step [Eq. (2)] , which we determined here at 25 �C and
pH 6.0, show an appreciable increase fromWTMb (k1� 760� 10)
to T67R Mb (k1� 1550�10 M�1 s�1). The Soret band of the
intermediate is similarly shifted to longer wavelengths, with the
maximum occurring near 422 nm for both Mb derivatives
(Figure 3). The increase in k1 for T67R Mb can be attributed to
either of the following effects: (1) a slightly higher acidity of
coordinated hydrogen peroxide, which favors the peroxide
binding step, and/or (2) a positive contribution by the Arg67
mutation in the peroxide (heterolytic) cleavage step. The first
effect would parallel the increased acidity observed for coordi-
nated water in the mutant, the second one requires a direct
interaction between the Arg67 side chain and the bound
hydroperoxide anion, according to the classical peroxidase
mechanism of Poulos and Kraut[43] (Figure 4).
For Mb derivatives, the determination of the rate of reduction


of compound I in the second step, k2 , is technically difficult
because this protein intermediate has optical features similar to
compound II, but the process is probably very fast. In order to
get an appreciation of the change in catalytic activity introduced
by the T67R mutation, detailed steady-state kinetic experiments


Figure 2. A) 1H NMR spectrum (600 MHz) of T67R metMb. B) 1H NMR spectrum (800 MHz) of
T67R metMb-CN. The samples were in 20 mM tris(hydroxymethyl)aminomethane ±HCL (Tris-
HCl) buffer at pH 8, prepared in 2H2O/H2O (1:9), at 25 �C.


Table 2. Assignment of upfield-shifted resonances of T67R metMb�CN and
WT metMb�CN.


T67R Mb WT Mb[a]


Residue Position Chemical shift


Ile99 (FG5) C�H� �1.14 � 1.91
C�H3 �3.56 � 3.46
C�H3 �3.86 � 3.83
C�H �9.48 � 9.60


Val68 (E11) C�H �2.61 � 2.55
C�1H3 �0.59 � 1.02
C�2H3 �0.45 � 0.89


[a] Data taken from ref. [61].







Peroxidase Activity of a Myoglobin Mutant


ChemBioChem 2002, 3, 226 ± 233 229


on the peroxidase activity towards the phenolic substrates 1 ±4
were performed.
It is known that the phenoxy radicals produced on phenol


oxidation by the peroxidase/H2O2 systems according to the
reactions shown in Equations (3) and (4) evolve in solution
independently of the enzyme.[18] Coupling of phenoxy radicals
initially produces the two dimers, resulting from ortho ± ortho
coupling (� ±� dimer) or ortho ±para coupling followed by a
cyclization rearrangement (Pummerer's ketone). Then, more
complex mixtures of oligomeric products are obtained, which
are difficult to analyze.[44, 45] We have confirmed that the same
behavior is followed in the peroxidase-like activity of T67R and
WT Mbs by using high-pressure liquid chromatography (HPLC)
separation and characterization of the dimeric products 5 (�±�
dimer) and 6 (Pummerer's ketone), formed as the major products
in the early stages of the reaction of 2. These are formed in a ratio


of 3:1 for 5 :6, as with HRP. At reaction times
longer than about 1 min the HPLC traces show
the appearance of a progressively more complex
pattern of peaks. However, by considering initial
rates, only the formation of dimeric coupling
products can be taken into account in the
kinetics of the phenol oxidation reactions pro-
moted by the Mbs and H2O2. Since the dimer
composition is independent of the enzyme, the
primary kinetic data for the oxidations of 1 ±4
were analyzed by using the apparent extinction
coefficients for the dimers; these were conven-
iently determined from the peroxidase catalyzed
reactions.[18]


Assuming that reduction of compound I is a
fast step, the catalytic scheme can be reduced to
a simple bimolecular ping-pong mechanism of
the type shown in Equations (6) and (7), where
EOX represents compound II.[18]


Fe3��H2O2 � [Fe3��H2O2] � Eox (6)


Eox�phenol � [Eox�phenol]
� Fe3��product


(7)


The initial rate equation in these conditions is
given by Equation (8), where [E0] is the total
protein concentration, kcat corresponds to the
maximum turnover rate of the protein, and KM
and K


�
M are the Michaelis constants for the


phenol and hydrogen peroxide, respectively.


r0 � kcat	E0



1 � K
�
M


	H2O2

� KM


	phenol



(8)


Operating under saturating hydrogen peroxide conditions,
the term K


�
M/[H2O2] becomes negligible and the rate equation


can be further simplified to conventional Michaelis ±Menten
kinetics.[18] The kinetic parameters found for the catalytic
reactions of WT and T67R Mbs are collected in Table 3.
The Arg67 mutation produces an increase in the turnover rate


of Mb in the oxidation of phenolic substrates 2 and 3. This may
reflect a higher redox potential for compound II, that is, for the
Fe4��O/Fe3� couple, in the T67R Mb mutant as a result of the
increase of positive charge in the active site. On the other hand,
KM is sensitive to the charge present in the substrate side chain
and this may affect the catalytic efficiency in opposite ways. For
the anionic substrate 2, the activity of T67R Mb is enhanced by
the marked reduction in KM, which implies larger affinity for the
protein containing the positively charged Arg67 residue. On the
other hand, for 3, which carries a positive charge, KM is larger for
T67R Mb than for WT Mb and this effect reduces the efficiency of
the protein catalyst (in terms of kcat/KM). The behavior of the
tyrosine enantiomers L-4 and D-4 in the catalytic oxidations by
both Mb proteins is apparently contradictory, as for both
systems remarkably small KM constants, indicating strong bind-


Figure 3. Rapid-scan spectra observed during the reaction between T67R Mb and excess hydrogen
peroxide in 0.1M phosphate buffer (pH 6.0) at 25 �C.


Figure 4. Elementary steps probably involved in compound I formation in T67R Mb, adapted from
the work of Poulos and Kraut.[43]
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ing to the proteins, are found together with a very inefficient
electron transfer processes (small kcat). Clearly, such a high affinity
depends on some interaction between the charged groups
present on these molecules and residues on the surface of the
protein, but involves an unfavorable orientation of the phenol
ring with respect to the heme. The NMR relaxation measure-
ments, discussed below, indeed show that the phenol ring of
these substrates binds far from the heme.
For p-cresol (1) the rate of the catalytic reactions is much


higher than for the other phenolic substrates. With both the Mb
protein catalysts, it was not possible to obtain the kinetic
parameters kcat and KM for the reaction with this substrate. In fact,
at high concentrations of 1, even with hydrogen peroxide
present in up to molar concentrations, the reaction rate was not
independent of the oxidant concentration (further increase in
H2O2 concentration causes a fast protein degradation). There-
fore, the first step of the catalytic cycle, the formation of the
active species, could not be considered as a fast step with
respect to the substrate oxidation. The parameter kcat/KM was
obtained from the dependence of the rate on the p-cresol
concentration in the low concentration range ([1]�4 mM,
[H2O2]�50 mM). The observation of the spectrum of the iron(III)
species during turnover confirms that in these conditions the
slow step of the cycle is the formation of the active species. The
lower kcat/KM value determined for T67R Mb in this case could be
due to changes of the individual parameters, since both of them
can be affected by differences in the polarity of the protein
active site.
The high oxidation rates for 1 depend on its low reduction


potential (for the couple phenoxide radical/phenol), but also on
the different mode of binding of this substrate (closer to the
heme), that apparently further facilitates the electron transfer to
the heme in the second step. Binding experiments of p-cresol to
the Mbs show that, in fact, this substrate perturbs the Soret band
of the proteins, even at relatively low concentrations, causing a
small decrease in intensity without affecting the position of the
band. However, the analysis of the absorbance changes as a
function of p-cresol concentration is complicated, probably
because more than a molecule of the phenol interacts with the
proteins.


NMR relaxation of bound substrates


In order to gain an understanding of the protein ± substrate
interactions, we performed NMR relaxation measurements on
substrates 1 ±4 in the presence of T67R and WT Mbs, where the


paramagnetic contribution by the high-spin FeIII center can be
exploited to estimate the distances of the substrate protons
from the iron. As shown by the data collected in Table 4, p-cresol
can approach the heme in both Mbs much more closely than the
other phenolic substrates. Iron±proton distances in the range of
6.0 ± 6.5 ä can only be accounted for by a disposition of the
bound phenol partially inside the distal cavity (the protons of the
porphyrin methyl groups are at 6.2 ä from the iron) and
somewhat above the plane of the heme. This is not surprising
since imidazole, with a comparable size, has access to the iron,
and explains the larger reactivity of this substrate in the catalytic
oxidation with respect to the other substrates. The binding of 2
and 3 to the Mbs occurs with iron ±proton distances in the range
of 8 ± 10 ä, which is the same range commonly found for bound
phenols in the active site of peroxidases.[16, 18, 46, 47] Therefore, the
low efficiency in the peroxidase activity of myoglobins does not
depend on restrictions in the approach of the substrates to the
heme. When these restrictions are operative, as in the case of L-4
and D-4, a marked drop in reactivity is observed. A similar effect
was previously found to control the peroxidase activity of
chloroperoxidase towards phenolic substrates.[18]


Concluding Remarks


The present study has explored the possibility of enhancing the
peroxidase activity of myoglobin by site-directed mutagenesis.
An important step in the construction of a peroxidase analogue
is clearly engineering the active site of the protein with
introduction of an arginine in the distal pocket, since this
residue is highly conserved in peroxidases and plays a basic role
in the peroxide activation process.[33, 34, 43] As we have shown
here, the Thr67� Arg mutation does not significantly affect the
folding of the protein but does perturb the binding affinity of the
iron center towards exogenous ligands and increases its
reactivity with hydrogen peroxide. The mutant exhibits a modest
but significant enhancement of peroxidase activity towards
hydrogen peroxide and phenolic substrates. Since the mode of
interaction of these substrates with the WT and T67R Mbs
appears to be quite similar, the enhanced activity of the T67R
mutant can be totally ascribed to the single-point mutation.
Previous studies[10, 11] have shown that other mutations of amino
acids at the active site can slightly increase the reactivity towards
peroxide. Other studies based on random mutagenesis of Mb
have shown that an enhancement of peroxidase activity can be
obtained by (unpredictable) modifications at the periphery of
the active site.[9] We are therefore confident that coupling the


Table 3. Kinetic parameters for the catalytic oxidation of phenols by T67R and WT Mbs and hydrogen peroxide.[a]


T67R Mb WT Mb
Phenol kcat [s�1] KM [mM] kcat/KM [M�1 s�1] kcat [s�1] KM [mM] kcat/KM [M�1 s�1]


1 [b] [b] 1900� 200 [b] [b] 4800� 200
2 2.3�0.1 12� 2 190� 25 1.0� 0.1 72� 5 14� 0.4
3 1.4�0.1 19� 4 76� 15 0.36�0.02 4� 1 90� 11


L-4 0.06� 0.03 0.50� 0.09 120� 15 0.16�0.02 0.34�0.13 470� 130
D-4 0.06� 0.03 0.43� 0.05 140� 18 0.15�0.02 0.41�0.20 370� 120


[a] Measured in 0.1M phosphate buffer (pH 6.0) at 25 �C. [b] See text.
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present site-directed approach with techniques employing
multiple-point mutations, like random mutagenesis,[9] or cofac-
tor modification[21] will succeed in the conversion of myoglobin
into an effective peroxidase.


Experimental Section


Mutagenesis, expression, and protein purification: Site-directed
mutagenesis of the Thr67 residue in the synthetic sperm whale
gene[22] was performed with the ™LA PCR in vitro mutagenesis kit∫
(TaKaRa Biomedicals) through the polymerase chain reaction, by a set
of oligonucleotides where the normal codon for Thr (ACC) had been
substituted with that for Arg (CGT). Wild-type and mutant sperm
whale Mbs were expressed in E. coli and purified according to the
method described by Springer et al.[22] Purity of the proteins was
checked by sodium dodecylsulfate polyacrylamide gel electropho-
resis (SDS-PAGE) analysis and monitoring the absorbance ratio ASoret/
A280 , which was above 3. Absorption coefficients were determined by
using the pyridine hemochromogen assay.[48] The expression of both
Mbs yields the proteins in the FeII�O2 form; the FeIII species was
obtained by treating the proteins with diluted H3PO4 until the pH
value was 3.5 followed by addition of diluted NaOH to raise the pH
value to 8. The acid treatment remarkably increases the autoxidation
rate of myoglobins.[49]


Spectroscopic characterization: The UV-Vis spectra of WT and T67R
Mbs were recorded in sodium phosphate buffer (pH 6.0; ��0.2M),
with a HP8452A diode array spectrophotometer. The various
derivatives of the proteins were obtained as described previously.[21]


CD spectra were measured with a Jasco J710 dichrograph. Determi-
nation of secondary structure contributions was performed by fitting
of the CD spectra with software available from Jasco.


Spectrophotometric acid ±base titrations: These experiments were
performed with solutions of WT and T67R Mbs (�4 �M) at a series of


pH values in the range between 3.5 and 11.5 by using a thermostated
cell with a path length of 1 cm. Typically, the protein solution, initially
in sodium phosphate buffer (pH 5.0; �� 0.2M) at 25.0�0.1 �C, was
brought to the given pH value by small additions of phosphoric acid
or sodium hydroxide solutions. After recording each spectrum, the
pH value was measured again. The pK values were obtained from the
absorbance variations of the Soret band of the protein against the
pH values, after correcting for dilution. Fitting of the data was
performed considering the successive dissociation equilibria [Eq. (9)]
through Equation (10), where Z is the absorbance at each pH value,
and A±C are the absorbancies of the acid (AH2), neutral (BH), and
basic (C) forms of the protein, respectively.


AH2 �K1 BH �K2 C (9)


Z � A � B� 10�pH�pK1 � C � 10�2 pH�pK1�pK2


1 � 10�pH�pK1 � 10�2 pH�pK1�pK2
(10)


Binding experiments: The equilibrium constants for the association
of azide and imidazole to the WT and T67R Mb forms were
determined by spectrophotometric titrations in 0.2M phosphate
buffer (pH 6.0) at 25.0� 0.1 �C by using a thermostated optical cell
with a path length of 1 cm, as described previously.[21]


HPLC analysis of phenolic dimers: HPLC analyses of the oxidation
products of 2 were performed at room temperature with an AKTA
purifier (Pharmacia Biotech) and a Supelco LC18 reverse-phase
semipreparative column (5 micron). The eluates were monitored at
two wavelengths, �1� 280 nm and �2� 200 nm. The solvents chosen
for the separation were: solvent A, 0.1% trifluoroacetic acid (TFA) in
distilled water and solvent B, 0.1% TFA in CH3CN; gradient runs were
performed with a flow rate of 6 mLmin�1. The elution was performed
for 2.5 column volumes with 10% solvent B and then with a gradient
up to 55% solvent B in 7 column volumes.


In a typical experiment, a solution of 10 mM 2 and 1 �M WT or T67R
Mb in 0.2M phosphate buffer (pH 6.0) at 25.0�0.1 �C was treated


Table 4. Substrate proton relaxation times and iron ±proton distances for T67R Mb±phenol and WT Mb±phenol complexes.[a]


Substrate Proton T67R Mb WT Mb
[ppm] T1M [s] r [ä] T1M [s] r [ä]


CH3 2.19 (1.8� 0.1)� 10�3 6.6 (1.8� 0.1)� 10�3 6.6
(a) 6.77 (1.5� 0.1)� 10�3 6.3 (1.4� 0.1)� 10�3 6.3
(b) 7.07 (1.5� 0.1)� 10�3 6.3 (1.4� 0.1)� 10�3 6.3


(a) 2.30 (2.1� 0.1)� 10�2 9.8 [b] [b]
(b) 2.77 (2.0� 0.1)� 10�2 9.8
(c) 6.71 (1.6� 0.1)� 10�2 9.4
(d) 7.03 (2.0� 0.1)� 10�2 9.8


(a) 2.79 (1.2� 0.2)� 10�2 8.6 (1.1� 0.1)� 10�2 8.9
(b) 3.09 (9.0� 0.6)� 10�3 9.0 (1.4� 0.1)� 10�2 9.1
(c) 6.77 (6.4� 0.8)� 10�3 8.1 (8.7� 0.8)� 10�3 8.5
(d) 7.07 (7.4� 0.9)� 10�3 8.3 (1.1� 0.4)� 10�2 8.7


(a) 3.07 (2.9� 0.5)� 10�2 10.4 (1.0� 0.1)� 10�1 12.8
(b) 3.88 (5.7� 1.0)� 10�2 11.6 (8.6� 0.5)� 10�2 12.4
(c) 6.83 �0.4 �16 �0.4 �16
(d) 7.11 �0.6 �17 �0.3 �15


[a] Measured in phosphate buffer (pH 6.0) at 25 �C. [b] See text.
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with 11.5 mM hydrogen peroxide. After 1 min, a small volume of the
reaction mixture was injected into the column. Two major products,
with retention times of 12.7 and 13.0 min, were separated from the
prominent peak of unreacted phenol at 7.7 min and collected. A few
other smaller peaks eluted at longer times. 1H NMR spectroscopy and
mass spectrometry analysis indicate that the peak at 12.7 min
corresponds to the � ±� dimer (5 ; 3-[5�-(2-carboxy-ethyl)-6,2�-
dihydroxy-biphenyl-3-yl]-propionic acid) while the peak at 13.0 min
corresponds to the Pummerer's ketone (6 ; 3-[2-(2-carboxy-ethyl)-7-
oxo-6,7-dihydro-5aH-dibenzofuran-9a-yl]-propionic acid).


Kinetic studies: Comparative kinetic experiments on WT and T67R
Mbs were performed in 0.2M phosphate buffer (pH 6.0) at 25.0�
0.1 �C, with the thermostated and magnetically stirred optical cell of
1 cm path length. The reactions were followed through the increase
of absorbance at 300 nm in the initial phase (typically 5 ± 10 s) due to
the formation of phenol dimerization products.[18] In order to reduce
the noise in the absorbance readings, the difference in absorbance
between 300 and 500 nm, where the absorption of reagents and
products is negligible, was monitored. In preliminary experiments,
the linearity between oxidation rates and Mb catalysts concentration
was established. Relatively high concentrations of the phenols (30 ±
60 mM, except for L- and D-tyrosine, for which the solubility limit is
about 2 mM) and hydrogen peroxide (20 mM) were used, while the
protein concentration was varied from 0±1.5 �M. The plots were
found to be linear for both WTand T67R Mbs (data not shown). These
experiments also enabled us to find conditions of protein catalyst
concentrations that make the noncatalytic phenol oxidation reac-
tions negligible.


The steady-state kinetics of oxidation of the phenolic substrates 1 ±4
by hydrogen peroxide were studied as a function of substrate
concentration under saturating hydrogen peroxide conditions.
These conditions were established for the phenolic derivatives 2, 3,
L-4, and D-4 by studying the rate dependence of the catalytic
oxidation at high substrate concentration (typically 50 mM; about
1.5 mM for L- and D-tyrosine) as a function of hydrogen peroxide
concentration (0.05 ± 40 mM); with 1, the saturation of H2O2 concen-
tration could be obtained only at low (4 mM) substrate concentration.
The Mb catalyst concentration in these experiments was kept at
0.1 �M for 1 and 1 �M for 2 ±4. The experiments at variable substrate
concentrations were carried out in the following conditions: for 1,
[protein]�0.1 �M, [H2O2]� 46 mM, [substrate]�0.3 ± 4 mM; for 2,
[protein]�0.5 �M, [H2O2]�11.5 mM, [substrate]�2 ±75 mM; for 3,
[protein]�1 �M, [H2O2]� 15 mM, [substrate]�1 ±50 mM; for L-4 and
D-4, [protein]�2 �M, [H2O2]�5 mM, [substrate]�0.1 ± 1.9 mM. With 2,
3, L-4, and D-4 the kinetics exhibited substrate saturation behavior
and the kinetic parameters kcat and KM were calculated through the
fitting of the rate versus substrate concentration data.[50] Conversion
of rate data from absorbance s�1 into mol s�1 units was obtained by
using the difference in molar extinction coefficient (��) between the
mixture of dimeric products and the phenolic substrates at 300 nm,
as described previously.[18] The following �� values were determined
from the enzymatic oxidation of 1 ±4 by HRP and hydrogen peroxide
in the same conditions and used in the calculations: for 1 ��� 2350,
for 2 1950, for 3 1460, for L-4 and D-4 1350M�1 cm�1.


The second-order catalytic constant for the reaction between wild
type or T67R Mb and hydrogen peroxide was determined with a
Model RS-1000 Applied Photophysics stopped-flow apparatus ther-
mostated at 25.0�0.1 �C. The reactions were followed bymonitoring
the absorbance changes of the proteins (5.5 �M) with time (readings
every 0.1 s) in the range of 390 ± 440 nm; a variable excess of
hydrogen peroxide (50 �M±1.5 mM) was used in 0.1M phosphate
buffer (pH 6.0). The active species formation follows a first-order
behavior. The observed constant (kobs) depends on the hydrogen


peroxide concentration. The replots of kobs versus H2O2 concentration
were linear and the slope gave the catalytic constants.


1H NMR spectroscopy: Proton NMR spectra of the FeIII forms of T67R
Mb were recorded with a Bruker AVANCE 600 spectrometer, operat-
ing at 600.13 MHz and equipped with a high-power probe, on
solutions of the protein in 20 mM Tris-HCl buffer (pH 8.0) prepared in
2H2O/H2O (1:9) and containing 1 mM ethylenediaminetetraacetate
(EDTA). The cyanide adduct of T67R Mb (T67R metMb�CN) was
obtained by addition of excess KCN to a solution of the protein in the
same buffer. The spectra of this adduct were recorded on a Bruker
AVANCE 800 spectrometer, operating at 800.13 MHz, with a standard
TXI probe. Two-dimensional NOESY,[51] TOCSY,[52] and COSY[53] maps
were recorded by collecting 512 experiments over the 60 ppm
spectral width and by using 2048 data points. All the spectra above
were acquired in the phase-sensitive mode[54] with standard pulse
sequences and processed by using XWINNMR Bruker software. All the
matrices recorded were zero-filled up to either 2048�1024 or 2048�
512 data points. NOESY spectra were collected at both 25 and 35�C.


NMR relaxation measurements: The T1 relaxation times for the
protons of substrates 1 ±4 in the presence of variable amounts of WT
or T67R Mbs were determined with a Bruker AVANCE 400 spectrom-
eter operating at 400.13 MHz, by using the standard inversion
recovery method.[55] Solutions of the substrates were prepared in
deuterated 0.2M sodium phosphate buffer (pH 6.0; the deuterium
isotopic effect was neglected), with the addition of a small quantity
of EDTA to remove metal impurities, and contained different
concentrations of WT or T67R Mb (0± 0.2 mM). The concentrations
of the substrates in these solutions were 30 mM for 1 and 2, 40 mM for
3, and 1 mM for L-4. The relaxation rate of the protons of substrate
molecules interacting with the Mb, T1b , can be calculated from the
experimental relaxation rate, T1obs , according to Equation (11), where
T1f is the T1 value for free substrate, E0 and S0 are the initial protein
and substrate concentrations, respectively, and KD is the dissociation
constant for the Mb± substrate complex.[56]


1


T1obs


�
�
1


T1b


� 1


T1f


�
E0


KD � S0
� 1


T1f


(11)


The KD values for substrates 1 ±4 were assumed coincident with the
KM values deduced from kinetic experiments. 1/T1b is given by the
relaxation rate of the substrate nuclei when the substrate is bound to
the protein in the diamagnetic form (1/T1d) and by the rate
determined by the interaction of the substrate with the para-
magnetic metal ion (1/T1M). Relaxation measurements, performed at
two different temperatures (25 and 35 �C), showed that no exchange
contribution to relaxation is present.[56, 57] The diamagnetic contri-
bution to relaxation was estimated by performing relaxation
measurements of the substrate protons in the presence of variable
amounts of the cyanide adduct of the protein, assuming a KD value
similar to that of metMb for metMb�CN. The reduced S value (1/2
instead of 5/2) and the smaller �c value of this protein derivative
induces a much smaller 1/T1b value, which can be considered as an
upper limit of 1/T1d . The paramagnetic contribution to relaxation
originates only from dipolar relaxation, according to the Solomon-
Bloembergen equation [Eq. (12)] , where �I is the gyromagnetic ratio
of the resonating nucleus, ge is the g factor of the free electron, r is
the distance of the nucleus from the FeIII center, and�I and�S are the
Larmor frequencies of I and S, respectively.[58, 59]
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The correlation time �c for the paramagnetic contribution to the
nuclear relaxation, in the case of slowly rotating molecules, is
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dominated by the electron relaxation rate, �s . This has been reported
to be 5� 10�11 s for high-spin FeIII myoglobin,[60] and we used the
same value for the WT and T67R Mbs.


In the case of 2, the plot of T1obs versus E0/(KD� S) measured in the
presence of WT Mb was not found to be linear, instead the slope
decreased at high protein concentration; thus, the T1b value could
not be estimated.


We are indebted with Dr. John S. Olson (Rice University) for
providing the cDNA of sperm whale myoglobin. This work was
supported by funds from PRIN (Progetto di ricerca di interesse
nazionale) of the Italian MURST and the EC (Contract
no. : FMRXCT980218). The support from the Florence Large Scale
Facility PARABIO (EC contract no. : HPRICT9900009) and from COST
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Biosynthesis of Proteins
Incorporating a Versatile Set of
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Macromolecular chemistry faces a dichotomy. Chemists can
prepare polymers with a wide variety of functional groups, but
cannot attain the sequence-specificity and monodispersity of
proteins and nucleic acids. Conversely, the chemical diversity of
proteins is severely constrained by the small number of amino
acids specified by the genetic code. Can we find ways to
combine the diversity of synthetic polymer chemistry with the
precision of protein biosynthesis?


One approach is to enhance the capability of the protein
biosynthetic apparatus to utilize monomers other than the
twenty canonical amino acids.[1, 2] Particular attention has been
focused on the aminoacyl-tRNA synthetases (aaRS), which
conjugate amino acids to their cognate tRNAs. The specificity
of tRNA charging is pivotal for ensuring the fidelity of translation
of genetic information into protein sequence.[3] Techniques have
been developed for engineering aaRS to catalyze acylation of
tRNA by amino acid analogues, facilitating incorporation of
novel side chains into recombinant proteins in vivo.[4, 5] Herein
we describe the elaboration of the use of a mutant form of the
Esherichia coli phenylalanyl-tRNA synthetase (Ala294�Gly;
termed PheRS*), which has an enlarged substrate binding
pocket[4] and which has been shown to effect incorporation of
p-bromophenylalanine (1) into a recombinant protein expressed
in a bacterial host.[4c, 6] We now find that p-iodo-, p-cyano-, p-
ethynyl-, and p-azido-phenylalanine (2±5) and 2-, 3-, and
4-pyridylalanine (7 ±9) can also be substituted for Phe in
bacterial hosts outfitted with PheRS*.


The E. coli strain AF-IQ[pQE-FS] is a Phe auxotroph that harbors
a plasmid encoding PheRS* and the test protein murine
dihydrofolate reductase (DHFR).[6] Figure 1 shows sodium dode-
cylsulfate polyacrylamide gel electrophoresis (SDS-PAGE) analy-
sis of cell lysates from 10 mL cultures of AF-IQ[pQE-FS] following
induction of DHFR expression in minimal media supplemented
with Phe or with one of the analogues 1 ±9. Expression of DHFR
is evident in all cultures except that supplemented with
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Figure 1. SDS-PAGE of cell lysates of AF-IQ[pQE-FS] 4 hr after induction with
1 mM isopropyl-�-D-1-thiogalactopyranoside (IPTG). Efficient expression of target
protein DHFR (24 kDa) is observed for cultures supplemented with Phe or with one
of the analogues 1 ±5 or 7 ±9. The lane labeled Phe� is the control lane which
lacked supplementation.


pentafluorophenylalanine (6) and the negative control lacking
supplementation. Cultures of the control strain[6] AF-IQ[pQE-15],
which lacks the gene for PheRS*, showed efficient target protein
expression only in media supplemented with Phe or with one of
the isosteric analogues 7 ±9 (data not shown).


Cell lysates were subjected to nickel-affinity chromatography
for purification of DHFR through binding to an N-terminal
hexahistidine tag (Qiagen). Amino acid analyses demonstrated
that the extent of analogue substitution for Phe in DHFR
coexpressed with PheRS* varied between 45 and 90% (Table 1).


[a] Prof. D. A. Tirrell, Dr. K. Kirshenbaum, I. S. Carrico
Division of Chemistry and Chemical Engineering
California Institute of Technology
Pasadena, CA 91125 (USA)
Fax: (�1) 626-793-8472
E-mail : tirrell@caltech.edu


Supporting information for this article is available on the WWW under http://
www.chembiochem.com or from the author.


Table 1. Extent of substitution of Phe by analogues 2 ±9 in DHFR coexpressed
with a mutant Phe-tRNA synthetase (PheRS*) or expressed in a control strain
(wild-type PheRS), as determined by amino acid analysis.


Phe analogue % Substitution
PheRS* wild-type PheRS


2 45 n.d.[a]


3 48 n.d.
4 62 n.d.
5 67 n.d.
6 n.d. n.d.
7 77 81
8 90 90
9 89 84


[a] n.d. : not detected.
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In agreement with the SDS-PAGE analysis, analogue 6 was not
detected. Only Phe and analogues 7 ±9 were detected in
samples of DHFR expressed in the control strain lacking PheRS*.


Incorporation of Phe analogues was confirmed by tryptic
digestion of purified DHFR followed by analysis of the resultant
peptide fragments by matrix-assisted laser desorption/ionization
time of flight (MALDI-TOF) mass spectrometry. For DHFR
prepared in Phe-supplemented media, two peptides with
masses between 1550 and 1820 Daltons were observed and
assigned to residues 34 ± 47 and 93 ± 106, respectively (Fig-
ure 2a). Each of these fragments includes one of the nine Phe
residues of DHFR. The corresponding mass spectra of tryptic
peptides incorporating analogues 2 ±5 and 7 ±9 showed addi-
tional signals consistent with the increased masses of the
analogues relative to Phe (Figure 2b, Table 2). No new peaks
were observed in the spectrum of DHFR expressed in media
supplemented with 6, as anticipated.


Figure 2. MALDI-TOF mass spectra of tryptic peptides derived from DHFR
expressed in media supplemented with a) Phe or b) analogue 4. Two prominent
mass peaks in (a) correspond to peptides 34 ± 47 and 93 ±106, each containing
one Phe residue. Two new mass peaks are observed in (b) with a �m/z of 23.99,
consistent with the increased mass of 4 relative to Phe.


Large scale expressions were similarly performed in 0.1 L
cultures of AF-IQ[pQE-FS] in media supplemented with Phe or
with one of the translationally active analogues 2 ±5 or 7 ±9. The
resultant purified proteins were termed DHFR-Phe, DHFR-2, etc.
Yields were in the range of 6 ± 18 mgL�1, as determined by a dye-
binding assay (BioRad) with DHFR-Phe used as a calibration
standard. The UV absorption spectra of DHFR solutions prepared
under denaturing conditions were obtained (Figure 3). Samples
containing analogues with extended conjugation showed
enhanced absorption in the region between 240 and 280 nm.
New absorption maxima were observed for solutions of DHFR-4,


Figure 3. UV spectra of purified DHFR expressed in media supplemented with
Phe or with one of the analogues 2 ±5 or 7. Spectra were obtained in buffer
(pH 4.5) containing 8M urea, 100 mM NaH2PO4, 10 mM tris(hydroxymethyl)ami-
nomethane (Tris), at 25 �C with 4.2 �M protein. Spectra for DHFR-8 and -9 were
similar to -7, with some variation of peak positions.


-5, -7, -8, and -9. The positions and intensities of the maxima
were consistent with the UV spectra of the free amino acid
analogues; this indicates that the novel functional groups were
not modified by the bacterial host or by photodegradation.[7, 8]


An additional characteristic feature of DHFR-3 was revealed in
the Fourier transform IR (FT-IR) spectrum of a dried film of the
protein. Vibrational excitation of the nitrile group can give rise to
absorption in a region of the IR spectrum typically regarded as
™silent∫ with respect to protein chromophores. The FT-IR
spectrum of DHFR-3 displayed a distinct peak at 2228 cm�1,
consistent with the presence of the aryl nitrile; no such peak was
evident in this region of the FT-IR spectrum of DHFR-Phe.


The above results demonstrate the biosynthesis of proteins
incorporating chemical functionality not typically present in
biological macromolecules. Introduction of such functional
groups should enable a variety of new techniques in structural
biology, proteomics, biomaterials science, and bioconjugate
chemistry.


Analogues 1 ±5 and 7±9 display distinct photophysical
properties in the X-ray, UV, and IR regions that may facilitate
techniques such as phasing of crystallographic diffraction data,


Table 2. MALDI-TOF data for tryptic peptides derived from DHFR expressed in
media supplemented with Phe or analogues 2±9. Values shown are for major
peaks between 1550 and 1820 Da.


Amino m/z Peptide 1 m/z Peptide 2 �m/z Observed
acid (calculated)


Phe 1591.93 1681.88
2 1592.69, 1718.58 1682.65, 1808.53 125.89, 125.88 (125.90)
3 1592.84, 1617.82 1682.80, 1707.80 24.98, 25.00 (25.00)
4 1592.75, 1616.74 1682.72, 1706.72 23.99, 23.99 (24.00)
5 1591.93, 1606.99 1681.91, 1696.91 15.06, 15.00[a] (41.00)
6 1592.67 1682.63 n.d.[b] (89.95)
7 1592.87, 1593.86 1682.84, 1683.84 0.99, 1.00 (1.00)
8 1592.84, 1593.84 1682.82, 1683.81 1.00, 0.99 (1.00)
9 1592.79, 1593.78 1682.76, 1683.76 0.99, 1.00 (1.00)


[a] Masses observed for 5 are consistent with photodecomposition to the
aryl nitrene upon laser irradiation of the MALDI sample. [b] n.d. : not
detected.
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rapid screening of protein ligands, and biophysical studies by
vibrational spectroscopy. In particular, the aryl azide 5 provides
an intrinsic capacity for intramolecular photoactivated cross-
linking and intermolecular photoaffinity labeling.[9] Proteins
bearing ethynyl- and halo-aryl groups are subject to palladi-
um-mediated coupling reactions that are orthogonal to existing
methods for protein modification.[10]


The extent of structural and functional perturbation caused by
analogue incorporation is currently under investigation in a
variety of protein systems. In those cases where such perturba-
tion is problematic, the strategy reported here will permit partial
replacement of phenylalanine by the analogue of choice,[6]


followed by affinity selection of properly folded species. In
addition, this study should lead to new methods for site-specific
incorporation of nonnatural amino acids in vivo.


Experimental Section


Materials: 1, 2, and 5 were obtained from Chem-Impex. 3, 6, 7, 8 and
9 were obtained from PepTech. 4 was synthesized as described by
Kayser et al.[11] The pQE-FS expression plasmid is derived from pQE-
15 (Qiagen) and encodes, in addition to DHFR, a mutant form of the
�-subunit of E. coli PheRS (Ala294�Gly) under control of a lac
promoter.[6]


Protein expression: Cultures of AF-IQ[pQE-FS] and AF-IQ[pQE-15]
were grown in M9 minimal medium supplemented with glucose
(0.2 wt%), thiamine (5 mgL�1), MgSO4 (1 mM), CaCl2 (0.1 mM), 20
amino acids (20 mgL�1 Phe, 40 mgL�1 other amino acids), and
antibiotics (ampicillin and chloramphenicol). At an optical density of
0.8 ±1.0 at 600 nm (OD600), the cultures were sedimented by
centrifugation for 10 min (3000g) at 4 �C and the cell pellets were
washed twice with NaCl (0.9 wt%). The cells were resuspended in M9
minimal medium as above, but without chloramphenicol or Phe.
Aliquots were transferred to culture flasks into which one of the
amino acid supplements was added: L-Phe, L-1, L-2, L-3, L-6, L-7, L-8, or
L-9 (0.25 gL�1) ; D,L-4 or D,L-5 (0.5 gL�1) ; or no additional supplemen-
tation.


After a 10 min incubation, IPTG (1mM) was added to induce protein
expression. The OD600 of the cultures was determined 4 h after
induction, and the cells were harvested by centrifugation. The cells
were lysed in buffer (pH 8) containing urea (8 M), NaH2PO4 (100 mM),
and Tris (10 mM) and subjected to a freeze/thaw cycle. Protein
expression was evaluated by Tricine SDS-PAGE with Coomassie blue
staining. Loading of the gel was normalized for cell densities as
determined by OD600 . The target proteins were purified by nickel-
affinity chromatography on nickel ± nitrilotriacetate (Ni-NTA) resin
following the manufacturer's protocols (Qiagen). The target protein
was eluted in buffer (pH 4.5) containing urea (8M), NaH2PO4 (100 mM),
and Tris (10 mM).


Amino acid analyses: Purified DHFR solutions were subjected to
exchange of buffer against water by ultrafiltration (Millipore Ultra-
free, molecular weight cut-off of 5000). Samples were supplied to the
Molecular Structure Facility at the University of California, Davis, for
analyses on a Beckman 6300 instrument with Li cation exchange
based columns and buffers (Pickering). Standard chromatograms of
all Phe analogues were obtained before and after application of an
HCl (6N) hydrolysis solution. Quantitation was by reference to the
standard chromatograms of the hydrolysis products.


Tryptic digestion and MALDI-TOF mass spectrometry: An aliquot
(12.5 �L) of protein in elution buffer containing urea (8 M), NaH2PO4


(100 mM), and Tris (10 mM) at pH 4.5 was added to NH4OAc solution
(112.5 �L, 50 mM). Modified trypsin (Promega; 2 �L, 0.2 gL�1) was
added, and the solution was allowed to stand at room temperature
overnight. Trifluoroacetic acid (0.1M) was used to quench the
reaction. Chromatography on ZipTipC18 columns (Millipore) provided
purified peptide samples (2 �L), which were added to a �-cyano-�-
hydroxycinnamic acid MALDI matrix (10 �L, 10 gL�1 in 1:1 H2O/
CH3CN). The samples were analyzed on an Applied Biosystems
Voyager DE Pro instrument.
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Communication within the cell occurs through a dynamic
network of interacting proteins that is amazingly complex. The
increasing number of signaling proteins that is being discovered
underlines this complexity. A family of functional modules often
found in these signaling proteins comprises the Src homology-2
(SH2) domains.[1, 2] A special member of this family is the Syk
tandem SH2 domain, which is part of a protein tyrosine kinase
called Syk. This kinase has a role in signal transduction in various
immune cells,[3] amongst which the best-defined is its role in
signal transduction in mast cell activation.[4, 5] A crucial event in
mast cell activation is binding of the Syk tandem SH2 domain to
the diphosphorylated immunoreceptor tyrosine-based activa-
tion motif (ITAM) of the � chain from the high-affinity receptor
for immunoglobulin E (Fc�RI). This ITAM features the consensus
sequence pTyr-Xxx-Xxx-Leu-(Xxx)6-7-pTyr-Xxx-Xxx-Leu (pTyr�
phosphotyrosine, Xxx�undefined amino acid residue).


The interaction of the ITAM peptide with the Syk tandem SH2
domain has a divalent character, which is apparent from the low
affinity of the domain for monophosphorylated peptides in
contrast to its high affinity for the diphosphorylated ITAM
peptide.[6±8] This divalent character represents the simplest form
of multivalency, a phenomenon that is characterized by multiple
simultaneous interactions between ligand and receptor.[9] The
structural basis of the divalent interaction between the ITAM
peptide and the Syk tandem SH2 domain has been published by


F¸tterer et al. ,[10] who elucidated the crystal structure of the
human Syk tandem SH2 domain complexed with the CD�-chain
ITAM peptide (Protein databank entry code 1A81). This structure
shows that the phosphorylated tetrapeptide sequences (under-
lined) in the human ITAM peptide pTyr-Glu-Pro-Ile-Arg-Lys-Gly-
Gln-Arg-Asp-Leu-pTyr-Ser-Gly-Leu are in tight contact with the
Syk protein, whereas the seven intervening amino acids make
little contact (Figure 1A). From this it may be assumed that the


Figure 1. Crystal structure of the human Syk tandem SH2 domain as published
by F¸tterer et al.[10] (Protein Databank entry code 1A81). A) The ITAM peptide pTyr-
Glu-Pro-Ile-Arg-Lys-Gly-Gln-Arg-Asp-Leu-pTyr-Ser-Gly-Leu complexed with the Syk
protein (binding site shown); B) the proposed conversion of the seven intervening
amino acids into an oligoethylene glycol spacer.


intervening amino acids contribute little to the overall binding,
which suggests that molecular constructs might be prepared in
which the interacting tetrapeptides are connected in a different
way, that is, by using a nonpeptide spacer (Figure 1B).


Recently, we reported conversion of the monophosphorylated
peptide Ac-pTyr-Glu-Thr-Leu-NH2 (1) into a peptoid ±peptide
hybrid (Scheme 1).[11] Retention of the ability to bind the Syk
tandem SH2 domain was demonstrated when the Thr and Leu
amino acid residues were converted into the corresponding
peptoid residues 2. However, the affinity of the monophos-
phorylated peptide for the Syk tandem SH2 domain is modest
(Kd� 27 �M). An attempt was made to link two monophosphory-
lated tetrapeptides by a nonpeptide spacer in such a way that
the affinity of the original diphosphorylated ITAM peptide is
approached. To connect the monophosphorylated peptides, an
oligoethylene glycol spacer was used, which has been applied
successfully as a spacer between interacting parts for other
biomolecules.[12±18] This type of spacer is nontoxic, metabolically
stable, and hydrophilic, and thus does not give rise to hydro-
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phobic collapse. Here we show that a high-affinity compound
can be constructed by linking two relatively weakly interacting
monophosphorylated peptides by an oligoethylene glycol
spacer. Thus, the intervening amino acid sequence in the
original ligand can be completely substituted by a nonpeptide
entity.


The design of our spacers started with a crystal structure in
which one crystallographic unit contains six different copies of
the complex consisting of the tandem SH2 domain and the ITAM
peptide.[10] The distance between the interacting parts in the six
different copies varied from 14.2 ± 16.4 ä. One of these copies
was more or less arbitrarily selected as a starting point for our
design. Spacers of different length were constructed and
incorporated between the phosphorylated tetrapeptides by
using the MacroModel 7.0 program.[19] These molecular con-
structs were subjected to energy minimization, while the
positions of the phosphorylated tyrosines were retained. The
MMFF94 forcefield,[20] as found in MacroModel, was used with
water as an implicit solvent in the GB/SA solvation model.[21] A
hexaethylene glycol spacer as in molecular construct 13
(Scheme 3) was selected because its length corresponds exactly
to the chain of seven intervening amino acids, which comprise a
turn. Furthermore, a tetraethylene glycol spacer as in molecular
construct 14 was chosen because its length corresponds to the
shortest possible distance between the two phosphorylated
tetrapeptides.


In order to prepare the required spacers, hexa- and
tetraethylene glycol were converted into amino acid
superstructures (compounds containing an amino
group and a carboxyl moiety; Scheme 2). Monotos-
ylation of tetra- and hexaethylene glycol was realized
by using excess (4 equiv) quantities of 3 and 4,
respectively. After conversion into the azide by using
sodium azide in DMF, the corresponding amines were
obtained by catalytic hydrogenation and subsequently
protected with a tert-butyloxycarbonyl (Boc) group to
give 5 and 6. An acetate moiety was introduced at the
remaining free hydroxy group (7 and 8) by using tert-
butylbromoacetate and sodium hydride in DMF. Cleav-
age of the protecting groups with hydrochloric acid in
ether/dichloromethane followed by reprotection of
the amine with a 9-fluorenylmethyloxycarbonyl (Fmoc)
group gave compounds 9 and 10. Next, peptides 1, 11,
and 12, as well as the peptide hybrids 13 and 14 were


synthesized on the solid phase
starting from Fmoc Rink amide
resin (Argogel ; Scheme 3). Benzo-
triazol-1-yloxy-tris(dimethylamino)-
phosphonium hexafluorophos-
phate (BOP), N,N-diisopropylethyl-
amine (DiPEA), and Fmoc amino
acids were used for the couplings,
which were monitored with the
Kaiser test. The phosphotyrosine
residue was incorporated as the
monobenzyl-protected building
block (Fmoc-Tyr(PO(OBzl)OH)-OH).


After cleavage and deprotection, the peptides and peptide
hybrids were purified by preparative HPLC. The purity of the
peptides was verified by a Shimadzu automated HPLC system
with an Alltech Adsorbosphere XL column (C8 90 ä 5U) and
detection at 220 and 254 nM. Elution was performed with a
gradient from 100% buffer A (15mM triethylamine/phosphate
buffer, pH 6) to 10% buffer A and 90% acetonitrile. Final
characterization was performed by high resolution mass spec-
trometry and NMR spectroscopy. Mass spectrometry analysis was
carried out as described in ref. [11] and is reported in Table 1.
1H NMR spectra were recorded on a Varian Inova spectrometer
(500MHz) in H2O/D2O 9:1 with 4mM peptide and 20 mM


phosphate buffer (pH 7).
In order to determine the affinity of the phosphopeptides 1


and 12 and the phosphopeptide hybrids 13 and 14 for the Syk
tandem SH2 domain, the tandem SH2 domain of murine Syk was
cloned, expressed, and purified as the glutathione S-transferase
(GST) fusion protein.[11] This protein was used for a surface
plasmon resonance (SPR) assay as described in ref. [11]. In this
assay, the peptide featuring the ITAM sequence was extended
with an N-terminal 6-aminohexanoic acid (Ahx) moiety to
provide a spacer between the SPR sensor chip and the peptide.
The peptide Ahx-pTyr-Thr-Gly-Leu-Asn-Thr-Arg-Ser-Gln-Glu-Thr-
pTyr-Glu-Thr-Leu-NH2 was covalently coupled to a Biacore
carboxymethyldextran-coated sensor chip (CM5). The dissocia-
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Scheme 1. Conversion of a peptide into a peptide ± peptoid hybrid. For reactions conditions, see Ref. [11] by
Ruijtenbeek et al.
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240 ¹ WILEY-VCH-Verlag GmbH, 69451 Weinheim, Germany, 2002 1439-4227/02/03/02-03 $ 17.50+.50/0 ChemBioChem 2002, No. 02-03


Scheme 3. Modular synthesis of peptides and the peptide-
ethylene glycol hybrids in three main steps : i� coupling cycle :
20% piperidine/NMP; Fmoc-Xxx-OH, BOP, DiPEA, NMP; ii�
acetylation: Ac2O, DiPEA, HOBt, NMP; iii� final cleavage and
deprotection: TFA/EDT/Tis/H2O (90:2.5:2.5:5). a) i with Fmoc-
Leu-OH, Fmoc-Thr(tBu)-OH, Fmoc-Glu(OtBu)-OH, and Fmoc-
Tyr(PO(OBzl)OH)OH. b) i with Fmoc-Thr(tBu)-OH, Fmoc-
Glu(OtBu)-OH, Fmoc-Gln(Trt)-OH, Fmoc-Ser(tBu)-OH, Fmoc-


Arg(Pbf)-OH, Fmoc-Thr(tBu)-OH, Fmoc-Asn(Trt)-OH, Fmoc-Leu-OH, Fmoc-Gly-OH, Fmoc-Thr(tBu)-OH, and Fmoc-Tyr(PO(OBzl)OH)-OH, Fmoc-�Ahx-OH; iii. c) i with Fmoc-
Thr(tBu)-OH, Fmoc-Glu(OtBu)-OH, Fmoc-Gln(Trt)-OH, Fmoc-Ser(tBu)-OH, Fmoc-Arg(Pbf)-OH, Fmoc-Thr(tBu)-OH, Fmoc-Asn(Trt)-OH, Fmoc-Leu-OH, Fmoc-Gly-OH, Fmoc-
Thr(tBu)-OH, and Fmoc-Tyr(PO(OBzl)OH)-OH; ii ; iii. d) ii ; iii. e) i with 10, Fmoc-Leu-OH, Fmoc-Gly-OH, Fmoc-Thr(tBu)-OH and Fmoc-Tyr(PO(OBzl)OH)-OH; ii ; iii. f) i with 9,
Fmoc-Leu-OH, Fmoc-Gly-OH, Fmoc-Thr(tBu)-OH and Fmoc-Tyr(PO(OBzl)OH)-OH; ii ; iii. Bzl� benzyl, Trt� trityl� triphenylmethyl, EDC� 3-(3-dimethylaminopropyl)-1-
ethylcarbodiimide, HOBt� 1-hydroxy-1H-benzotriazole, TFA� trifluoroacetic acid, EDT� ethylenedithiothreol, Tis� triisopropylsilane, NHS�N-hydroxysuccinimide,
Pbf� 2,2,4,6,7-pentamethyldihydrobenzofuran-S-sulfonyl, tBu� tert-butyl.
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tion constant for interaction of the peptide on the chip with the
Syk tandem SH2 domain was 6(�1.7) nM (n� 4, measured at
equilibrium). The affinities of 1, 12, 13, and 14 for the Syk
tandem SH2 domain were measured in competition experiments
(Table 2, Figure 2; n� 3, concentration of Syk tandem SH2 GST�
100 nM). The concentrations of the test compounds that gave
50% inhibition of the binding of the Syk tandem SH2 domain to
the chip-coupled peptide (IC50 values) were derived by nonlinear
curve fitting to a sigmoid function by using the SlideWrite Plus
program.


Figure 2. Affinities of phosphopeptides 1 and 12 and of phosphopeptide hybrids
13 and 14 for the Syk tandem SH2 domain (n� 3).


The results presented in Table 2 confirm the previously
reported 1000-fold difference in binding strengths between
the monophosphorylated peptide 1 and diphosphorylated
peptide 12.[6±8] The molecular construct with the tetraethylene
glycol spacer 14 showed only a moderately improved affinity for
the Syk tandem SH2 domain compared to the monophosphory-
lated peptide 1. Favorably, the molecular construct possessing


the hexaethylene glycol spacer 13 showed an affinity compa-
rable to the native diphosphorylated ITAM peptide 12. Appa-
rently the hexaethylene glycol spacer is long enough to position
the phosphorylated tetrapeptides properly for interaction with
the Syk tandem SH2 domain. Moreover, the high binding affinity
of this compound provides unambiguous proof that the seven
intervening amino acids do not contribute significantly to
binding. In contrast, molecular construct 14, with the tetra-
ethylene glycol spacer, showed a significantly lower affinity for
the Syk tandem SH2 domain as compared to molecular construct
13. Modeling suggested that the tetraethyleneglycol spacer in
molecular construct 14 is long enough to bridge the intervening
amino acids. However, to achieve this it has to assume a fully
extended conformation; this would require a considerable
reduction of flexibility upon binding, resulting in a large entropy
loss that is unfavorable for binding.


To our knowledge this is the first time that two interacting
phosphopeptides have been linked by a nonpeptide spacer to
give rise to a divalent interaction with an affinity that is
comparable to that of the native diphosphorylated ITAM
peptide. A nonpeptide spacer can clearly substitute the
intervening amino acids in the native Syk tandem SH2 domain
binding ligand. Furthermore, it shows that multivalency, even in
its most simple form as a divalent interaction, is crucial for high
affinity.


We thank Mr. Cees Versluis (Department of Biomolecular Mass
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Table 1. High-resolution mass measurements of the phosphopeptides and
phosphopeptide hybrids.


Compound Calculated [M�2H�] Found [M�2H�]


1 646.250 646.251
11 2048.89 2048.92
12 1977.82 1977.84
13 1482.62 1482.58
14 1394.56 1394.52


Table 2. Affinities of experimental compounds for the Syk tandem SH2
domain.


Compound IC50 [�M]


12 0.38� 0.03
13 1.8�0.1
14 75�14
1 598�45
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The DNA-directed assembly of proteins offers a promising route
to the generation of spatially ordered multienzyme complexes
(MECs), which are not accessible by conventional chemical cross-
linking or genetic engineering.[1] MECs with several catalytic
centers arranged in a spatially defined way are abundant in
nature. Mechanistic advantages of MECs are revealed during the
multistep catalytic transformation of a substrate since reactions
limited by the rate of diffusional transport are accelerated by the
immediate proximity of the catalytic centers. Furthermore, the
™substrate-channeling∫ of intermediate products avoids side
reactions. Artifical multienzymes would allow the development
of novel catalytic systems for enzyme process technology that
are capable of regenerating cofactors,[2] as well as multistep
chemical transformations;[3±5] they are also useful for exploration
of proximity effects in biochemical pathways.


Herein we report the initial steps towards the development of
artificial multienzyme complexes through the DNA-directed
assembly of two enzymes, NAD(P)H:FMN Oxidoreductase
(NFOR) and Luciferase (Luc), which catalyze two consecutive
reaction steps (Figure 1). NFOR reduces flavin mononucleotide


Figure 1. Schematic representation of the bienzymic reaction cascade catalyzed
by NAD(P)H:FMN Oxidoreductase (NFOR) and Luciferase (Luc). R�CH3(CH2)10 .


(FMN) to FMNH2 by using nicotinamide adenine dinucleotide
(NADH) as an electron donor. FMNH2 dissociates from NFOR and
binds to Luc. In a second step, dodecanal is oxidized by Luc with
the aid of molecular oxygen and emits blue-green light.[6] The
spontaneous autooxidation of FMNH2 may take place as a
competing side reaction.


To facilitate the DNA-directed organization of NFOR and Luc,
we chose a modular construction approach, based on the high-
affinity biotin ± streptavidin coupling system (Figure 2). To avoid
damage of the enzymes through chemical biotinylation proce-
dures, and to improve the regioselective coupling of the DNA
and the protein moieties, we employed the in vivo biotinylated


Figure 2. Schematic representation of the DNA-directed organization of NFOR
and Luc. A modular construction approach was chosen which used in-vivo
biotinylated recombinant enzymes, bNFOR and bLuc, each with a single biotin
group attached at the amino terminus. The biotinylated enzymes were coupled
with covalent DNA± streptavidin (STV) conjugates, SA or SB, and the resulting
enzyme ±DNA conjugates (SA-NFOR and SB-Luc shown) self-assemble on a
single-stranded DNA carrier containing complementary sequence stretches (for
example, bcAB). The 3�-ends of the DNA fragments are indicated by arrow heads.
Note that the schematic drawing of the SA ±NFOR and SB ± Luc is simplified, since
conjugate species of other stoichiometry are also present in the assembly
reaction.
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recombinant enzymes bNFOR and bLuc, which each contain a
single biotin group attached at the amino terminus.[7] The
biotinylated enzymes were coupled with ™biomolecular adapt-
ers∫, covalent conjugates comprised of the biotin-binding
protein streptavidin (STV) and single-stranded DNA oligomers.[8]


Two different DNA±STV conjugates, SA and SB, which contain
individual oligonucleotide sequences, were used to prepare
enzyme±DNA conjugates such as SA±NFOR and SB± Luc. The
specificity of Watson ±Crick base pairing leads the enzyme±DNA
conjugates to self-assemble on a single-stranded DNA carrier (for
example, bcAB in Figure 2) that contains complementary
sequence stretches. The DNA carrier was bound to STV-coated
microplates through a 5�-terminal biotin group prior to hybrid-
ization.
To produce in vivo biotinylated enzymes, the DNA plasmids


which encode for the recombinant bNFOR and bLuc enzymes,
pRSET-C-BCCP-oxidoreductase and pET-28C-BCCP-luciferase, re-
spectively, were obtained from R. J. Stewart[7] . Downstream of
the T7 promoter sequence, the plasmids contain the coding
sequences for a 6�His tag, the 249 base pair (bp) sequence of a
portion of the Escherischia coli biotin carboxy carrier protein
(BCCP), and the sequences for the enzymes (the oxidoreductase
gene of Vibrio fisheri, or the �- and �-subunit of the luciferase
gene of Vibrio harveyi). The 83 amino acid BCCP peptide on the
N-terminal side of the fusion protein functions as the acceptor of
a single biotin residue in the posttranslational modification of
the protein by E. coli biotin ligase.[9] Overexpression of the fusion
proteins and one-step purification by Ni-NTA (nickel ± nitrilotri-
acetic acid) agarose affinity chromatography[7] yielded the
recombinant enzymes with a high specific activity. The extent
of in vivo biotinylation of the enzymes varied from culture to
culture but was about 30� 10%.
Covalent conjugates of DNA and STV (SA and SB in Figure 2),


with a single oligonucleotide moiety per STV, were synthesized
from 5�-thiolated oligonucleotides and recombinant STV by
chemical cross-linking, as previously described.[8] To study the
formation of the DNA conjugates of NFOR and Luc a fixed
amount of conjugate SB (12 pmol) was mixed with various molar
amounts of the biotinylated enzymes, taking into account the
extent of in vivo biotinylation of the particular enzyme batches.
The samples were analyzed by nondenaturing acrylamide gel
electrophoresis, staining of the DNA with the fluorescent dye
SYBR-Gold (Molecular Probes), and densitometric analysis of the
bands (Figure 3).
The coupling of the biotinylated enzyme to the DNA±STV


conjugate led to the formation of conjugate species with
reduced electrophoretic mobility. In the case of the 28 kDa
protein NFOR, the two new bands that appeared as the amount
of the biotinylated enzyme was increased were assigned as
conjugates of varying stoichiometry, SB ±NFOR1 and SB±NFOR2
(Figure 3). The three conjugates SB, SB ±NFOR, and SB ±NFOR2,
were present in a relative ratio of about 1:10:10 when an
equimolar coupling ratio was used. At a coupling ratio of
SB:NFOR� 1:2, a shoulder in the high molecular weight region
indicated the formation of a third conjugate, probably the
adduct SB ±NFOR3 (Figure 3C). Similarly, in the case of the 77 kDa
protein Luc, the two new bands that appeared as the amount of


Figure 3. Lineplot of the gel-electrophoretic analysis of the DNA± enzyme
conjugates. Coupling of the DNA± STV conjugate SB with 0.5, 1, or 2 molar
equivalents of in vivo biotinylated enzyme NADH:FMN Oxidoreductase (NFOR; left
panel) or Luciferase (Luc; right panel) is shown. The bands with a lower
electrophoretic mobility than the DNA± STV conjugate SB (position a) were
assigned as SB ± enzyme1 (b), SB ± enzyme2 (c), and SB ± enzyme3 (d). The intensity
(I) of the bands is plotted against the mobility (m) of the conjugates, as compared
to a 123 base pair ladder DNA molecular weight marker (GIBCO); m is given as
lengths in base pairs (bp).


the biotinylated enzyme was increased were assigned as
conjugates SB ± Luc and SB± Luc2. No significant amounts of
the adduct SB ± Luc3 were observed at higher coupling ratios,
probably for steric reasons (Figure 3C). The three conjugates SB,
SB ± Luc, and SB± Luc2, were present in a relative ratio of about
1:8:12 when an equimolar coupling ratio was used. Similar
results were obtained from coupling experiments with the
DNA±STV conjugate SA (data not shown).
To study the DNA-directed assembly, fixed amounts of


biotinylated NFOR and Luc were mixed with equimolar quanti-
ties of DNA± STV conjugate, SA or SB, taking into account the
extent of in vivo biotinylation of a particular enzyme batch. The
resulting conjugates, such as SA±NFOR or SB ± Luc, were then
allowed to bind to their corresponding oligomer complement,
bcA or bcB, respectively. The complementary oligomers were
previously immobilized on an STV-coated microplate by using
the STV±biotin interaction.[10] Subsequent to hybridization, the
enzymatic activity of the two enzymes was measured by using
the two-step assay shown in Figure 1. In negative controls, the
DNA±enzyme conjugates were incubated in microplate wells
that contained the noncomplementary oligonucleotide bcD. No
signficant enzymatic activity was observed in such controls,
which confirmed that the signals listed in Tables 1 and 2 are
caused by binding that occurs exclusively through specific DNA
hybridization. The absolute signal intensities obtained from
independent microplates were poorly reproducible (compare
column 6 of Table 1 and column 2 of Table 2). However, very
good reproducibility was observed for various experiments
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carried out on a single microplate (see deviations in Tables 1 and
2 for n � 3). This observation suggests that experimental errors
were mainly caused by changes in the quality of the capture
plates. Consequently, the two sets of data shown in Tables 1 and
2 were each obtained from individual microplates.
As indicated in Table 1, the signal intensities obtained by the


DNA-directed immobilization were generally much higher than
those obtained by immobilization of the biotinylated enzymes
directly on the STV-coated microplates. The superior efficiency of
the DNA-directed immobilization might be a result of the lean
structure of the rigid double-helical DNA spacer and the
reversibility of nucleic acid hybridization, which should provide
a larger effective surface area and enable denser packing of the
enzyme layer. In addition, the larger distance between the
surface and the enzyme might allow for a higher enzymatic
activity caused by a more homogeneous type of substrate
transformation reaction.[10b]


The sequences of the DNA oligomers employed in the DNA-
directed assembly process influence the hybridization efficiency
of the enzyme conjugates. When both NFOR and Luc are
immobilized through identical sequences (Table 1, columns 2, 3),
the signal intensities obtained with capture oligomer bcB are
35% smaller than the values obtained for the bcA capture. These
results precisely correlate with the sequence-specific hybrid-
ization efficiencies that result from variations in the thermody-
namic duplex stability and the hybridization kinetics of these
two sequences.[10a] Furthermore, the sequence-dependent hy-
bridization efficiencies are affected by the size of the enzymes.
When an equimolar mixture of bcA and bcB was immobilized to
provide the capture oligomers, intermediate signal intensities


were observed when the bulky enzyme Luc was coupled to SA
(compare column 4 with columns 2 and 3 in Table 1). The signals
were reduced by about 40% when the bulky Luc was
immobilized by the less efficient sequence SB (compare
columns 4 and 5).
To investigate whether a spatial proximity of the DNA-


immobilized enzymes might affect the coupled enzymatic
activity, we compared the random assembly that used a mixture
of bcA and bcB with the spatially controlled assembly that
utilised the longer carrier bcAB. This longer carrier contained two
binding sites, one for SA and one for SB (Figure 4; Table 1,
columns 5, 6). The enzymatic acitivities observed were more
than twice as high in the case of the bcAB template as for the
mixture of bcA and bcB, which suggests that the immediate
spatial proximity of the two enzymes is beneficial for the overall
activity of the bienzymic system. When the absolute amounts of
enzymes immobilized were decreased from 2 to 1 pmol, the
relative signal increase as compared to the respective data of the
random assembly was enhanced from 200 to 270% (Figure 4). A
lower surface coverage should lead to an increased distance of
diffusion of the intermediate FMNH2 between the two randomly
assembled enzymes (Table 1, column 5). Therefore, the increase
in relative signal with decrease in amount of immobilized
enzyme further supports our hypothesis that the immediate
spatial proximity (column 6) enhances the coupled enzymatic
activity.
To further elucidate the effects of the spatial arrangement of


the two enzymes, various permutations of the conjugates and
the binding sites were studied (Table 2). Two different carriers,
bcAB and bcBA, were used. These carriers contained either the
efficient cA binding site (Table 2, columns 1, 2) or the less
efficient cB binding site (Table 2, columns 3, 4) close to the
surface, respectively. With carrier bcAB, higher signal intensities
were obtained when the bulky Luc was immobilized through
DNA±STV conjugate SB, despite its lesser binding efficiency
(compare columns 1 and 2 in Table 2). This result suggests that
steric hindrance significantly affects the formation of the
bienzymic complexes. Experiments with carrier bcBA confirm
this assumption. The highest signals were obtained when the
small NFOR occupies the binding site in close proximity to the
surface, and the bulky Luc is bound at a distance from the
surface (compare columns 3 and 4 in Table 2). The steric effects
obviously override the influences of the sequence-specific
binding efficiencies. The latter, however, are still apparent from


Table 1. Influence of the oligonucleotide sequences in the DNA-directed assembly of bienzyme complexes.


Enzyme activity [RLU][a]


1 2 3 4 5 6


carrier none[c] bcA bcB bcA/bcB bcA/bcB bcAB
conjugates bNFOR SA-NFOR SB-NFOR SB-NFOR SA-NFOR SA-NFOR


bLuc SA-Luc SB-Luc SA-Luc SB-Luc SB-Luc
amount of binding sites[b]


1 pmol[b] 86� 4 208� 10 130�18 161� 10 92�9 252� 11
2 pmol[b] 148�15 362� 26 238�19 306� 15 183� 16 375� 37
[a] The numbers indicate maximum relative light units (RLU), a measure of the coupled NFOR± Luc enzymatic activity. [b] Amount of oligonucleotide binding
sites for SA- and SB-enzyme conjugates immobilized in the microplate well. [c] Direct immobilization of biotinylated enzymes on STV-coated plates.


Table 2. Influence of the spatial positioning of bienzyme complexes on the
overall enzymatic activity.


Enzyme activity [RLU][a]


1 2 3 4


carrier bcAB bcAB bcBA bcBA
conjugates SB-NFOR SA-NFOR SB-NFOR SA-NFOR


SA-Luc SB-Luc SA-Luc SB-Luc
amount of binding sites [b]


1 pmol[b] 412�7 480� 33 447� 64 247� 16
2 pmol[b] 593�49 743� 54 760� 29 420� 32
[a] The numbers indicate maximum relative light units (RLU), a measure of
the coupled NFOR-Luc enzymatic activity. [b] Amount of oligonucleotide
binding sites for SA and SB immobilized in the microplate well.
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Figure 4. Graphical representation of the effect of spatial proximity on the
activity of bienzymic constructs. The heights of the histograms (C) correspond to
the overall enzymatic activities obtained from conjugates (A) immobilized
through random hybridization (grey bars) or (B) from assembly in direct proximity
at a DNA carrier strand (dark bars). The data correspond to the coupled
enzymatic activities listed in column 6 of Table 1, normalized as a percentage
fraction of the activities shown in column 5 of Table 1. Note that in the case of low
surface coverage (1 pmol of each of the two enzymes), the relative increase in
activity is higher than in the case of a denser surface coverage (2 pmol).


a comparison of the two cases in which Luc is either bound in
proximity to, or at a distance from, the surface (columns 1 versus
4, and 2 versus 3, in Table 2).
In conclusion, we have shown that DNA-directed immobiliza-


tion of proteins can be used for the efficient generation of
artificial bienzymic complexes. This approach allows for the
rational construction of spatially well-defined oligofunctional
protein assemblies on the nanometer length scale. Further
studies will concern the detailed investigation of the catalytic
properties of DNA-linked NFOR/Luc bienzymes. In particular,
kinetic measurements at substrate concentrations below the
Michaelis ±Menten constant KM will provide deeper insights into
substrate channeling and neighbourhood effects of multien-
zyme complexes. Potential applications of such supramolecular
systems include their use as signal amplification devices in
biosensors as well as novel catalysts for enzyme process
technology capable of regenerating cofactors, or enzymes to
perform multistep chemical transformations.


Experimental Section


Overexpression of the NFOR and Luc fusion proteins was carried out
as described.[7] The individual activities of NFOR and Luc were
determined spectrophotometrically by the consumption of NADH or
by dodecanal oxidation-dependent generation of light.[7] Details on
the structure of the DNA vectors, the expression procedure, yields,
extent of biotinylation, and enzymatic activity of the fusion proteins
are available in the Supporting Information. Synthesis and purifica-
tion of covalent DNA±STV conjugates, SA and SB, were carried out
from the corresponding thiolated oligonucleotides, 5�-thiol-TCC TGT
GTG AAA TTG TTA TCC GCT� (SA) and 5�-thiol-GTA ATC ATG GTC ATA
GCT GTT-3� (SB), respectively, and recombinant streptavidin (IBA,
Gˆttingen), by a method similar to that already described.[8]


Preparation of the oligonucleotide-coated capture plates was carried
out as described in ref. [10a]. The sequences of the biotinylated
capture oligomers were 5�-biotin-AGC GGA TAA CAA TTT CAC ACA
GGA-3� (bcA), 5�-biotin-AAC AGC TAT GAC CAT GAT TAC-3� (bcB), 5�-
biotin-AGC GGA TAA CAA TTT CAC ACA GGA AAC AGC TAT GAC CAT
GAT TAC-3� (bcAB), 5�-biotin-AAC AGC TAT GAC CAT GAT TAC-AGC
GGA TAA CAA TTT CAC ACA GGA-3� (bcBA), and 5�-biotin-GGA TCC
TCT AGA GTC GAC CTG-3� (bcD).


DNA conjugates of bNFOR and bLuc were obtained from stock
solutions of the enzymes (1 �M), mixed with similar amounts of the
DNA±STV conjugates, SA or SB (1 �M in a buffer containing 10 mM


Tris-HCl (tris(hydroxymethyl)aminomethane-HCl), 1 mM ethylenedi-
aminetetraacetate, pH 7.5), and incubated for 15 min at room
temperature. Equimolar amounts of the two DNA±enzyme con-
jugates, for example SA± Luc and SB±NFOR, were mixed and diluted
with the Tris buffer (final enzyme concentration of 10 nM). This
mixture (250 �L) was applied to microplate wells that contained DNA
capture oligomers and incubated for 45 min at room temperature.
Phosphate reaction buffer (225 �L, pH 6.3), which contained FMN
(4 �M) and dodecanal (0.0001% v/v), was then added. The reaction
was started by addition of NADH (1 mM) in phospate buffer (25 �L).
Light intensities were measured with a Victor Multilabel-Counter
(Wallac) and the activity was reported as relative light units (RLU).
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Advances in the various genome sequencing projects promise to
provide fresh impetus to the target-oriented search for novel
drugs to treat human ailments.[1] Crucial to this pursuit is the fast
and efficient identification and optimization of new lead
compounds. Current approaches to identification rely heavily
on high-throughput screening and increasingly on virtual
computer screening. Optimization is driven largely by chemical
intuition complemented by the translation of structural con-
straints (for example, pharmacophore patterns) into molecular
skeletons. Typical compounds arising from experimental screen-
ing exhibit binding constants of the order of 10�5M with respect
to their target receptors or enzymes. To further develop any hits,
it is necessary to coordinate the experimental binding data with
chemical features of the ensemble of ligands found to be
responsible and determinant for receptor binding. Thus, a
frequent assumption for lead development is that the hits found
by screening can be associated with a definitive binding mode
common to all inhibitors (pharmacophore hypothesis). Here we
explore the link between affinity and binding mode and the
extent to which lead development might be influenced by
choice of experimental system.
We investigated the structural requirements for the inhibition


of Factor Xa, a serine protease involved in blood clotting.[2±4]


Most synthetic inhibitors for this enzyme contain a basic group
that binds in the primary specificity (S1) pocket, although such
moieties are generally detrimental to oral uptake and systemic
bioavailability.[5] Zeneca have patented a series of Factor Xa
inhibitors[6] that contain a weakly basic pyridine group such as
that in 1 (Scheme 1). We investigated the interaction of 1 with
the archaetypal serine proteinase trypsin to try to understand
how 1 inhibits Factor Xa. Compound 1 inhibits bovine �-trypsin


Scheme 1. Chemical formulae of two Factor Xa inhibitors for which structural
data are available: compound 1 (Zeneca)� the subject of this investigation;
compound 2 (Daiichi)�DX9065a.[2, 14]


in the �M range; therefore, this interaction may serve as a
paradigm for initial lead compound± receptor interactions.
Compound 1 shows IC50 values of 3 nM and 34 �M for human


Factor Xa and human thrombin, respectively (IC50� concentra-
tion required for 50% inhibition).[6] Potentiometric pH titration[7]


of 1 indicates that the compound possesses a pKa value of 7.5,
which we assign to the pyridinyl group. The inhibition constant
Ki (dissociation constant for the enzyme± inhibitor complex in
the presence of the enzyme substrate) of 1 for bovine trypsin,
measured in a photometric assay[8] at pH 8.0, was 13.4 �M
(compare with benzamidine, Ki�21.3 �M). Ki values at lower pH
could not be measured reliably due to the reduced activity of
bovine �-trypsin (optimum pH value �9.5). In addition, the
dissociation constant if the enzyme–inhibitor complex was
measured with isothermal titration calorimetry[9] and exhibited a
slight pH dependency: Kd(pH 5.0)� 50�10 �M, Kd(pH 7.8)� 15�
5 �M.
Cocrystallization of 1 with bovine trypsin[10] resulted in two


clearly distinguishable crystal forms: a cubic A form at pH 7 and
an orthorhombic B form at pH 8 (Figure 1). Analysis of the A
crystals reveals that the pyridine ring of 1 occupies the specificity
pocket of the enzyme (Figure 2a). Contrary to the situation in
inhibitor complexes based on thrombin–pyridine interac-
tions,[11] the pyridinyl nitrogen atom of 1 does not interact


Figure 1. Cocrystals of 1 with bovine trypsin grown at a) pH 7 (cubic form A) and
b) pH 8 (orthorhombic form B).
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Figure 2. a) Binding mode of 1 in crystal form A. The pyridine moiety occupies the S1 pocket, with its nitrogen atom interacting with the S190 O� atom and water
molecule 416D (termed Wat416 in the text). This is in contrast to the binding of 2 in trypsin (b),[2] where there is a salt bridge to the D189 carboxylate group. In crystal
form B, 1 binds with the chloronaphthyl function deep in the pocket (c). The Cl atom displaces the ™conserved∫ water molecule 416D, which in turn relocates to the
external surface of trypsin (416Z). The hydroxy group of the S190 residue rotates by 120�, so that the inhibitor Cl atom sees only the C� atom of the S190 residue and the
aromatic ring of the amino acid Y228 (yellow dashed line). The peptide bond S217�G219 rotates around 120�, such that its hydrophobic surface abuts that of the
piperazinyl group of the inhibitor. Rotation of the 1B structure by 90o about a horizontal axis (d) reveals that the pyridinyl group reaches over the side chain of W215,
reminiscent of the acetimidoyl group of 2 in Factor Xa (e).[14] The three typical point interactions seen for other Factor Xa inhibitors[2±4, 14±16] are displayed for 2 in (e):
occupation of the proximal S1, the intermediate aromatic, and the distal electrophilic pockets.[16] Transfer of 1 to Factor Xa (f) shows that piperidinyl ± pyridinyl moieties
would be ideally suited to occupy the hydrophobic box (Y99, F174, and W215) of Factor Xa in the B crystal form. Three-letter nomenclature is used for residues in the
text.
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directly with the carboxylate group of the Asp189 residue in
bovine trypsin. Instead, it shows a short contact (distance�
2.77 ä) to the Ser190 O� atom that we assume acts as a weak
hydrogen-bond acceptor for the pyridine nitrogen atom. In
addition, the interaction is bridged by a ™conserved∫ water
molecule, Wat416 (see below). All other intermolecular contacts
occur over distances greater than 3.2 ä. Outside the S1 pocket,
the rest of the inhibitor wraps around the side chain of Gln192
(without contacting it), so that the chloronaphthyl group
reaches towards the S1� site (S� is the region normally occupied
by the substrate residue on the C-terminal side of the cleavage
bond).
The inhibitor binds to the orthorhombic B crystal form in a


completely different way to that described for the A crystals. The
hydrophobic chloronapthyl group of the inhibitor is found deep
in the S1 pocket (Figure 2c), with its C�Cl bond pointing towards
the Tyr228 residue. The chlorine atom occupies the position of
water molecule Wat416 (conserved in all trypsin structures
solved to date). There is no hydrogen-bonding partner in the
inhibitor molecule for the side chain of the Asp189 residue. A
new water molecule (provocatively also termed Wat416)
appears on the external surface of the specificity pocket,
coordinated by the Asp189 O�2 (O�2�one of the two
carboxylate oxygen atoms in the side chain), Lys224 O, and
Gly219 O atoms and the Wat415 molecule. Concomitant with
the displacement of the Wat416 molecule, the side chain of the
Ser190 residue (hydrogen-bonded to the Wat416 molecule and
the Tyr228 O� atom in the A form crystals) rotates through 120o,
to form a new hydrogen bond with the Tyr228 O� atom and
make a van der Waals' contact (3.15 ä) with the Ile138 C�2 atom.
Finally, the Ser217�Gly219 peptide bond[12] rotates such that the
hydrophobic surface (parallel to the amide plane) is presented to
the edge of the inhibitor, and the hydroxy group of the Ser217
residue rotates through 120�. An almost 90� bend at the
sulphonamide moiety causes the remaining piperidinyl/pyridinyl
portions to extend over the side chain of the Trp215 residue at
the base of the S2/S3 pockets (Figure 2d).
Two structures and two binding modes appear possible.


Which one is ™correct∫, and which one corresponds to the
situation in Factor Xa? To answer the former question, we must
address the significance of individual crystal forms. To date, we
have investigated 32 different compounds with bovine trypsin


(Ki� 10�5 ± 10�9M) by using a narrow crystallization screening
method(pH 7±8, 0.1 ± 0.3M ammonium sulphate, 20 ± 30% poly-
ethylene glycol (PEG6/8k) ; Table 1).[2, 4] The most frequently
observed crystal forms are either the B or the trigonal T
modifications, obtained with roughly equal frequency at both
pH 7 and pH 8. The B form also makes up 50% of bovine
trypsin ± ligand complexes found in the Protein Databank,[13]


while the T form comprises a further 15%. In contrast, the A
form obtained here has been observed only once before.[4]


Hence, the most likely outcome of our crystallization screening
system is either form B or T, regardless of pH, so that pH effects
can be ruled out as the driving force behind the formation of the
various crystal forms. The fact that the rare cubic A form results
only at pH 7 indicates that the binding mode found in these
crystals predominates under the applied crystallization condi-
tions. Our structural data indicate that the A form occurs only if
the space occupied by the bound inhibitor precludes molecular
packing in the B or T lattices because of collision with symmetry-
related molecules. The binding mode observed in the A crystal
form when the crystals are grown at lower pH suggests that a
protonated pyridinyl group is favored in the S1 pocket of trypsin
under these conditions. The remarkable lack of specific secon-
dary interactions outside this pocket suggests that the hetero-
cycle contributes little to the observed affinity, at least for trypsin.
The reverse binding mode observed in the B crystal form is


highly reminiscent of the three-point interactions seen for other
Factor Xa inhibitors[2±4, 14±16] (Figure 2e). Comparison with
DX9065a (2 ; Scheme 1) reveals a deeper penetration of the
specificity pocket by 1 (Figure 2b, c).[2] This penetration involves
displacing the ™conserved∫ water molecule Wat416 and relocat-
ing the hydroxy function of the Ser190 residue into a hydro-
phobic environment. This rearrangement is the most likely cause
for the low affinity of 1 for trypsin. On the other hand,
residue 190 is an alanine in both Factor Xa and thrombin–the
only difference within the S1 pocket between trypsin and these
two coagulation enzymes. The more hydrophobic environment,
which leads to less tight binding of Wat416 in the case of
thrombin,[11, 17] is conducive to favorable burial of the chloro-
naphthyl group.
Similar interactions to those described for the B crystal form


have been observed between a haloaromatic compound and
thrombin,[18] compensated by favorable contacts outside the


Table 1. Crystal forms and pH conditions for bovine trypsin ± ligand complexes.


Form[a] Cell constants Space group No. of crystal structures at pH:[b] Total no. of
crystal forms[b]


PDB[d]


[ä] [�]
a b c � � � 6.5 7.0 7.5 8.0


A 125.8 125.8 125.8 90 90 90 I213 1 1 2 0
B 54.1 58.6 63.1 90 90 90 P212121 3� 3e 6�3e 9� 6e 24
T 55.1 55.1 109.2 90 90 120 P3121 1 7 7�1e 15� 1e 7
O 4 1 1 6 15[c]


Total 1 18 2 18 39 46
N 5


[a] A and B: the cubic and orthorhombic forms observed here, T: the frequently observed trigonal form, O: five other crystal forms different from those given
explicitly, N: no crystals obtained. Forms B and T have closed active sites (the inhibitors are enclosed by symmetry contacts), while the inhibitors in form A and
some of the O form compounds are freely accessible to bulk solvent. [b] Suffix ™e∫ implies that the crystal was ™empty∫ (disordered or no density for the
inhibitor). [c] These crystals represent the open orthorhombic form, which is often used for soaking experiments. [d] No. of crystal forms found in the Protein
Data Bank.
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primary specificity pocket. In Factor Xa, the aromatic pocket
formed by the side chains of the Tyr99, Trp215, and Phe174
residues would be occupied by the piperidinyl and pyridinyl
portions of the inhibitor (Figure 2 f). The distal electrophilic
pocket of Factor Xa, formed by the carbonyl groups of the amino
acids Glu97, Thr98, and Ile175 (with a possible contribution from
the side chain of the Glu97 residue), acts as a receptor for weakly
basic groups, in this case pyridine.
The complexes presented here highlight some of the prob-


lems associated with structure-based drug design; in particular,
the existence of distinct protonation dependent binding modes
and the importance of multiple polymorphic forms. Weak
binding, as typically observed for initial lead compounds, may
result from unfavorable interactions and mutual adaptations of
an as yet not optimized ligand to its receptor. Although multiple
near-isoenergetic binding orientations adopted by a single
ligand might appear to be a hindrance to drug discovery,
observation of these arrangements can also serve as a guideline
to map favorable alternative sites in a binding pocket. Consid-
eration of these sites can then be used to increase the chances of
obtaining ligands with improved affinity during the optimization
process.


We are grateful to Dr. Soheila Anzali, Dr. Horst Juraszyk, and
Dr. Gerhard Barnickel at Merck KgaA for stimulating discussions.
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Shigellosis (bacillary dysentary) is a bacterial disease that results
in more than one million deaths each year.[1] Enteric infections
caused by the Shigella organisms have traditionally been treated
with antibiotics.[2] However, the emergence of multi-drug-
resistant strains and a longstanding lack of vaccine availability
demands the development of novel therapeutic strategies.[3] To
this end, tRNA-guanine transglycosylase (TGT, EC2.4.2.29) has
been recognized as a key enzyme in the regulation of bacterial
virulence and a target for de novo drug design, as shown by
Gr‰dler et al.[4]


TGT is involved in the biosynthesis of the highly modified
nucleobase queuine (Q; Scheme 1) found in the anticodon loop
of some tRNAs.[5] Prokaryotic TGT catalyzes the exchange of
guanine from the anticodon loop with the queuine precursor
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Scheme 1. Structures of TGT substrates.


preQ1.[6, 7] Although the precise physiological role of queuine has
yet to be determined, it is certainly involved in codon± antico-
don interactions during translation.[8] The use of specific
inhibitors to block the biological effect of TGT is expected to
result in tRNAs that lack queuine in the anticodon. Inefficient
translation would then interfere with virulence regulation and
produce the desired bacterial apathogenicity.[9]


We became interested in the development of a new family of
inhibitors of TGT as part of our continuing program of X-ray
structure based de novo design of enzyme inhibitors and
exploration of molecular recognition principles at biological
receptor sites.[10, 11] We used the X-ray crystal structure of the
TGT±preQ1 complex of Zymomonas mobilis[12] and the modeling
program MOLOC to visualize and analyze the substrate binding
pocket[13] and thereby identified 2-amino-3H-quinazolin-4-one
(Scheme 1) as a promising new scaffold for TGT inhibitors. This
heterocycle preserves the hydrogen bonding pattern of the
natural substrates guanine and preQ1. Specific recognition in the
active site should arise from hydrogen bonding between the
C(4)�O group of the inhibitor and both the backbone NH group
of Gly230 and the side chain amide NH2 group of Gln203
(Scheme 2); additional hydrogen bonds should form between
the carboxylate of the Asp156 residue and the N(3)�H and
C(2)�NH2 groups of the lead structure. The NH2 group attached
at position 6 is expected to interact with the C�O group of
Leu231.[4] In the projected complex, the aromatic heterocycle is
sandwiched between the flexible phenolic side chain of Tyr106
and the side chain of Met260.[4, 14]
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Scheme 2. Active site of TGT (Z. mobilis) with designed inhibitor 1d. Distances in
pm.


Gr‰dler et al. identified the polar side chains of Asp102,
Asp280, and Asn70 (Scheme 2) as targets for additional affinity-
and selectivity-enhancing hydrogen-bonding contacts by using
the de novo design program LUDI.[4] Our strategy exploits
specific nonpolar contacts in enzyme active sites to enhance
binding free energy. Our analysis indeed revealed a lipophilic
pocket at the bottom of the active site, defined by Leu68, Val45,
and Val282, which can accommodate residues up to the size of
aromatic rings (Scheme 2). The modeling showed that side
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chains attached to position 8 of the 2-aminoquinazolinone
scaffold could potentially point exactly into this pocket. There-
fore, we prepared a small series of inhibitors 1a ± f (Schemes 3
and 4) with diverse lipophilic residues in position 8 in order to
exploit the binding free energy contributions that result when
this pocket is filled. Here, we report the synthesis of these new
lead compounds, which have demonstrated up to submicro-
molar activity, as well as the X-ray structural characterization of
two of the complexes formed with TGT (Z. mobilis).
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Scheme 4. Synthesis of inhibitor 1 f. Reagents and conditions : a) Guanidinium
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c) phenylacetylene, [Pd(OAc)2] , P(o-tol)3 , CuI, NEt3 , MeCN, �, 15 h, 23%; d) H2, Pd/
C (10%), EtOH, 70 �C, 4 h, 46%; e) HCl, EtOH, 70 �C, 4 h, 93%. o-tol�o-tolyl.


Inhibitors 1a ±e (Scheme 3) were synthesised from commer-
cially available 3-methyl-2-nitrobenzoic acid which was esterified
(HCl, MeOH) to the methyl ester and subsequently hydro-
genated (H2, Pd/C, MeOH) to give amino ester 2 (77%).
Quinazoline 3 was formed by treatment of 2 with chloroform-
amidinium hydrochloride (98%).[15] Nitration, introduction of the
pivaloyl protecting group, and radical bromination furnished the


bromomethyl derivative 4. Substitution with various
thiols afforded 5a ±d,[16] while reaction with phenol
gave aryl ether 5e. Reduction of the nitro group and
N-deprotection finally provided 1a ±e.
The phenethyl derivative 1 f was prepared from


2-amino-5-nitrobenzoic acid which was transformed
by esterification (SOCl2 , MeOH, 77%) and bromina-
tion (Br2, AcOH, 92%) into amino ester 6 (Scheme 4).
Ring closure with guanidinium hydrochloride fol-
lowed by nitration furnished 2-aminoquinazolinone
7,[17] which was protected to form compound 8 and
subjected to Sonogashira cross-coupling with phe-
nylacetylene to give 9.[18] Hydrogenation and depro-
tection afforded the desired inhibitor 1 f.
The binding affinities of the target compounds


1a ± f for TGT (Z. mobilis) were measured by using the
procedure described by Gr‰dler et al.[4] All derivatives
were highly active against TGT (Scheme 5). Thio-
phenyl ether 1d showed one of the highest activities
reported to date for TGT inhibitors (binding affinity
for TGT, Ki� 100 nM).
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Scheme 5. Binding affinities (Ki values, 37 �C) for inhibitors 1a ±1 f.


For the structural characterization of the complexes, TGT
(Z. mobilis) was crystallized as described in ref. [19] and soaked
with the inhibitors. X-ray crystal structures of the complexes
formed by 1b and 1c were solved and nicely confirmed the
inhibitor binding mode predicted at the design stage.[20] Fig-
ure 1a shows inhibitor 1c complexed with TGTat a resolution of
1.8 ä; the complex of inhibitor 1b at 1.7 ä resolution is shown
from a different viewpoint in Figure 1b. Binding geometries are
nearly identical in both complexes with the aminoquinazolinone
moiety sandwiched between the side chains of Tyr106 and
Met260. In both structures the Met260 S atom is located below
the center of the heterocyclic ring of the quinazoline scaffold,
with intermolecular distances to the six heavy atoms of this ring
between 4.0 and 4.3 ä.[4, 14] As designed, the side chain at
position 8 of the scaffold directs the thioimidazole ring (in 1b)
and the thiopropyl side chain (in 1c) into the hydrophobic
pocket defined by Leu68, Val45, and Val282. Both structures
reveal crystallographic disorder about these molecular frag-
ments, which perhaps indicates some additional space available
in the hydrophobic pocket. Computer modeling suggests that
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hydrochloride, dimethylsulfone, 150 �C, 1 h, 98%; b) HNO3, H2SO4, 20 �C, 6 h, 72%; c) PivCl, Py,
DMA, 110 �C, 12 h, 82%; d) NBS, (PhCOO)2, CCl4 , �, 12 h, 59%; e) RSH, nBuLi, THF, 20 �C, 3 h, 70 ±
75%; f) phenol, NaH, THF, 0�20 �C, 4 h, 52%; g) SnCl2 , EtOH, 70 �C, 4 h, ca. 50% (X� S); h) Zn,
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R� 2-imidazolyl, 1c : R�propyl, 1d, 1e : R�phenyl.
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Figure 1. Experimentally determined structures of inhibitors 1c (a) and 1b (b)
complexed at the active site of TGT (Z. mobilis) based on X-ray analysis. a) The
binding of the thiopropyl side chain in 1c in the lipophilic pocket shown by its
Connolly surface (blue spheres are isolated water molecules). b) The position of
the aminoquinazolinone scaffold of 1b between Tyr106 and Met260 (water
molecules are omitted). Hydrogen bonding patterns and distances are similar to
those shown in Scheme 2. Color code: N: blue, O: red, S: yellow, C: grey.


the other four inhibitors adopt similar binding geometries to
those observed by the X-ray analysis of 1b and 1c, with their
phenyl and cyclohexyl residues pointing into the lipophilic
pocket.
The activity of the sulfur compound 1d (Ki�100 nM) showed


56- and 36-fold enhancement in activity compared to its oxygen
(1e ; Ki� 5.6 �M) and carbon (1 f ; Ki�3.6 �M) analogues. We
rationalize these activity differences as a combination of hydro-
phobicity, electronic, and conformational effects. Differences in
clogP values (a measure of hydrophobicity ; c� concentration,
P�partition function; 1d : 2.03; 1e : 1.47; 1 f : 2.37)[21] point
toward a reason for some of the binding difference between the
O and S derivatives, since the latter clearly partitions more
efficiently from the aqueous solution into the less polar enzyme
active site. It is likely that the sulfur compound possesses a
significantly different free energy of solvation since S atoms have


less capacity to operate as hydrogen bond acceptors than O
atoms. The side chain at position 8 of the inhibitor is transferred
from an aqueous environment to a hydrophobic pocket which
lacks direct hydrogen-bonding interactions with the ligand.
Secondly, bonding of the S derivative 1d also benefits from the
larger polarizability of sulfur compared to oxygen or carbon (S:
3.00 ä3, O: 0.63 ä3, CH2: 1.80 ä3),[22] which leads to stronger
dispersion interactions. A search of related small-molecule
structures within the Cambridge Structural Database (CSD)[23]


was the basis for an evaluation of the structural and conforma-
tional differences between 1d ± f. The phenyl rings of the three
inhibitors should not all reach into the lipophilic pocket to the
same depth, as predicted by their C�X bond lengths (C(sp2)�S:
1.77 ä, C(sp2)�O: 1.37 ä, C(sp2)�C: 1.51 ä). These differences are
only partially compensated by the smaller C(sp2)�X�C(sp3) bond
angle at sulfur (approximately 103� versus 118� for X�O and
113� for X�CH2). Moreover, the CSD identifies a conformational
preference of the thioanisole moiety in 1d which may also
explain part of its superior inhibitory power compared to the
equally lipophilic carbon derivative 1 f. The dihedral angle
C(sp2)ortho�C(sp2)ipso�X�C(sp3) required for the most favorable
positioning of the phenyl ring in 1d (X� S) is about 0� (with a
low calculated rotational energy barrier of roughly 5 ± 6 kJmol�1


for the transition to the 90� arrangement).[24] While this is clearly
also the favorable angle in 1e (X�O, rotational barrier of about
15 kJmol�1),[24] the optimal dihedral angle in 1 f (X�CH2) is
approximately 90� (rotational barrier roughly 5 kJmol�1)[25] and
thus a coplanar arrangement is less favorable in 1 f.
The large S/O binding affinity difference was reproduced in


two additional cases: upon replacement of the NH2 group in
position 6 of the quinazolinone scaffold in 1d and 1e by either a
Br or an HO substituent (compounds and syntheses not shown).
In the brominated series, the O derivative had Ki� 11.9� 2.2 �M
and the S derivative Ki�1.0�0.05 �M, whereas in the hydroxy-
lated series, the O derivative showed Ki� 4.6�1.4 �M and the S
derivative Ki� 250�50 nM.
In conclusion, rational structure-based de novo design


followed by convenient synthesis has provided a new class of
inhibitors for prokaryotic TGT with promising biological activity.
We have identified a new lipophilic pocket in the active site
which opens up many avenues for further improvements of
inhibitory affinity and selectivity. The molecular recognition
properties of the pocket are still largely unexplored and are the
target of current investigations. For example, the origins of the
significant binding difference between cyclohexyl derivative 1a
and its aromatic counterpart 1d have yet to be elucidated.
Finally, we have demonstrated a remarkable ∫point mutation∫
effect on binding affinity in the context of CH2 to O to S
substitutions, a result which contributes to the general under-
standing of enzyme± inhibitor interactions.
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Polyketide synthases (PKSs) are widespread in plants, bacteria
and fungi.[1] They are responsible for the biosynthesis of an
enormous range of organic compounds, many of which have
important pharmaceutical and agrochemical properties.[2] Three
types of synthases have been documented. Type I systems
consist of very large multifunctional proteins which can be either
processive (for example the modular systems responsible for
macrolide synthesis)[3] or iterative (for example the lovastatin
nonaketide synthase from Aspergillus terreus[4] ). The iterative
Type II PKS systems consist of complexes of monofunctional
proteins exemplified by the actinorhodin (act) 1 PKS from
Streptomyces coelicolor.[5] Type III systems are responsible for the
synthesis of chalcones and stilbenes in plants and polyhydroxy
phenols in bacteria.[6] All PKS possess the key �-ketoacyl synthase
domain responsible for the C�C bond forming reaction. In Type I
and Type II systems the growing acyl chain is covalently attached
to the terminal thiol of a phosphopantetheine (PP) prosthetic
group on an acyl carrier protein (ACP).
In the act PKS a minimal set of proteins has been identified


which is capable of synthesising polyketides in vitro from
malonyl CoA.[7] These proteins are KS� , responsible for C�C bond
formation, KS� responsible inter alia for starter unit production[8]


and the ACP (Figure 1).[9] We have extensively studied these
components and their biochemical activities in vitro. In short,
these proteins load malonyl units onto the terminal PP thiol of
the ACP (Scheme 1).[10] KS� then produces acetyl-ACP and KS�
performs seven decarboxylative condensations to produce a
putative ACP-bound octaketide. The subsequent cyclisation and
release of this octaketide, probably controlled by the minimal
PKS, yields SEK4 (2) and SEK4b (3) as the products.
We studied the acyl ACP intermediates formed during PKS


catalysis. Novel acyl ACPs could act as surrogate intermediates or
starter units for PKS and may lead to the synthesis of novel
compounds in vitro. Acyl ACPs could also be substrates for other
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Figure 1. Cartoon model of act ACP showing the location of the conserved Ser42
with its attached PP prosthetic group and the site of the C17S mutation. The
model was created by using act apo-ACP coordinates[9] and manually modelling
the PP group between Ser42 and Ser17. The VMD[22] and Swiss PDB Viewer[23]


programs were used to create the model and rendering was performed with the
program POVRAY.


PKS-catalysed reactions such as keto-reduction or cyclisation.[5]


We therefore set out to investigate the synthesis and properties
of acyl ACP conjugates.


Several methods can be used for the acylation of ACPs. Acyl
CoA derivatives can be used as the source of both PP and acyl
groups as the enzyme holo-ACP synthase (ACPS) can transfer the
acyl PP intact to the conserved serine of the apo-ACP.[11]


Alternatively acyl imidazolides can transfer acyl groups to holo-
ACP directly, but these compounds can be difficult to synthe-
sise.[12] We have previously observed that �-oxoacyl groups such
as malonyl and acetoacetyl can also transfer to act holo-ACP
from either CoA or N-acetylcysteamine (NAC) thiolesters, but the
generality of the reaction has not been explored.[13] We decided
to investigate the scope of this reaction for the synthesis of
potential PKS intermediates bound to ACP.


In order to explore this process in more detail we synthesised
a range of acyl NACs to test their ability to load onto act ACP.


Scheme 1. The biochemical roles of the constituent proteins of the actinorhodin
minimal PKS.


Compounds 4a ±d and 4g were prepared according to
literature procedures from Meldrum's acid and the correspond-
ing acyl chlorides.[14] The acyl Meldrum's acid derivatives then
underwent thiolysis with NAC in refluxing toluene to give their
respective novel �-oxoacyl N-acetylcysteamine thiolesters
(SNACs) 5a±d and 5g in good yields after chromatography
and recrystallisation (Scheme 2).[15] As expected, the thiolesters
5a ±d and 5g existed as a mixture of keto (major) and enol
(minor) tautomers in CDCl3 . We also synthesised malonyl SNAC
(5e)[16] and acetoacetyl SNAC (5 f)[17] by standard methods.


Actinorhodin holo-ACP was prepared in the usual way by
coexpression of actI ORF3(C17S) with Escherichia coli ACPS in an
E. coli host, followed by purification to homogeneity.[18][19] The
purified SNAC thiolesters 5a ±gwere incubated with purified act
C17S holo-ACP monomer (5mM 5a ±g, 100 �M ACP) in 50 mM


Scheme 2. Synthesis of �-ketoacyl SNACs. See Experimental Section for yields and conditions.
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phosphate buffer at pH 7.5. The reactions were followed by high-
performance liquid chromatography (HPLC) analysis (Figure 2A)
and the purified proteins were examined by electrospray mass


Figure 2. A) HPLC trace of act ACP/5b reaction mixture after 5 min, 5 h and 10 h.
See Experimental Section for HPLC details. B) ESMS of 6b ; m/z 9540�act holo-
ACP-5b. C) ESMS of S. coelicolor FAS ACP/5b reaction mixture after 4 h (identical
results were obtained in the presence of MCAT); m/z 9126� FAS holo-ACP;
9224� FAS holo-ACP-5b ; 9245� FAS holo-ACP-SNAC. See Table 1 for calculated
Mw.


spectrometry (ESMS; Figure 2B). In the majority of cases the acyl
SNACS loaded smoothly onto the holo-ACP (Table 1) in 4 ± 5 h to
produce the �-ketoacyl ACPs 6a ±6 f in approximately 50%
yield. Malonyl SNAC (5e) was more reactive and the yield
approached 100%. After 4 h the proportion of acyl ACP fell, but
by desalting the reaction mixture and treating it with a second
portion of 5a ± f the yield could be increased to 65%.


In the case of the phenylketone 5g, however, no acyl transfer
was observed and the only newly formed protein product was a
disulfide between ACP and NAC, observed after 24 h incubation.
This is presumably formed after slow hydrolysis of 5g over time.
Phenyl ketone 5g is more sterically restricted at the �-carbonyl
group than the other compounds and its inability to acylate the
act ACP may be indicative of specific substrate/protein inter-
actions at this position. It is clear that the �-carbonyl group is
important for transfer because we have previously shown that
acetyl CoA and butyryl CoA cannot undergo this reaction.[13] The
newly formed �-ketoacyl ACPs 6a ± f were purified by a standard
desalting procedure.


In parallel experiments we examined whether the S. coelicolor
malonyl CoA: holo-ACP acyl transferase (MCAT)[20] from the fatty
acid synthase (FAS) cluster could transfer �-ketoacyl groups from
SNACs to ACPs. The S. coelicolor FAS ACP was expressed and
purified analogously to the act ACP. The assays contained
purified recombinant MCATat 1nM, FAS ACP at 100 �M and 5b at
1mM.[21] The FAS ACP was examined by ESMS after 4 h.
Interestingly some slow transfer was observed, showing 5 ±
10% formation of acyl ACP and an equivalent amount of NAC
disulfide (Figure 2C). However in a control reaction containing
no MCAT, identical results were observed. In a further control
reaction incubation of FAS ACP (100 �M) with MCAT (1 nM) and
malonyl CoA (1 mM) led to full conversion into malonyl-ACP
indicating that the MCAT was fully active (Table 1). Acetoacetyl
SNAC (5 f) was not a substrate for MCAT transfer to FAS holo-ACP,
but malonyl SNAC (5e) could serve as a substrate for this
reaction, albeit very much less efficiently than malonyl CoA (data
not shown).


Thus the ability of act ACP to transfer �-carbonyl acyl groups
from synthetic SNACS onto its PP thiol appears to be an
extremely useful synthetic tool for the preparation of PKS
intermediates and their analogues. Analogous SNACs not
possessing �-carbonyl groups and compounds sterically more
encumbered at the �-carbonyl are not substrates for this
reaction, and the reaction is very slow with FAS ACP. The �-
keto acyl SNACs do not appear to be substrates for MCAT-
catalysed reactions. �-Keto acyl ACPs 6 are currently undergoing
functional studies in PKS assays, as well as structural studies.


Table 1. ESMS and HPLC data for acyl-ACP conjugates.


Species t [min] Calculated
mass [Da]


Observed
mass [Da]


act holo-ACP 14.8 9441 9441� 2.6
6a 15.9 9601 9602� 1.1
6b 15.2 9539 9540� 1.9
6c 15.6 9581 9584� 3.3
6d 16.6 9595 9595� 2.0
6e 14.7 9527 9527� 1.2
6 f ± 9525 9527� 2.4
6g ± 9587 ±
act holo-ACP-SNAC 14.8 9558 9556� 3.6
FAS holo-ACP ± 9125 9126� 1.2
FAS holo-ACP-5b ± 9223 9224� 1.2
FAS holo-ACP-SNAC ± 9242 9245� 1.2
malonyl FAS holo-ACP ± 9211 9212� 1.0
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Experimental Section


HPLC was performed with Beckman System Gold pumps and a
Phenomenex ™Jupiter∫ column (250� 4.6 mm C5/300 ä) at a rate of
1 mLmin�1. Buffer A�0.1% trifluoroacetic acid (TFA) in deionised
water, buffer B�0.05% TFA in CH3CN (HPLC grade). Eluents: 0 ±
2 min 10% B in A; 2 ± 5 min 10 ± 35% B; 5 ±15 min 35-52% B; 15 ±
16 min 52 ± 90% B; 16 ± 17 min 90% B; 17 ± 18 min 90 ± 10% B; 18 ±
22 min 10% B. Absorbance at 218 nM was monitored and product
peaks were collected manually. The samples were freeze-dried,
resuspended in water and analysed by ESMS.[16]


Representative procedure: 3-oxo-4-phenylbutanoic acid SNAC
(5a): A solution of NAC (0.23 g, 1.95 mmol) in toluene (5 mL) was
added to a solution of phenylacetyl Meldrum's acid (4a ; 0.50 g,
1.95 mmol) in toluene (5 mL), and the reaction mixture was stirred
under nitrogen at 80 �C for 5 h. Once judged to be complete by thin-
layer chromatography (TLC), the solvent was removed in vacuo and
the crude product was purified by flash column chromatography
(EtOAc) then recrystallised from EtOAc/petrol to afford the desired
compound as a colourless crystalline solid (0.34 g, 1.21 mmol, 62%).
mp 80.5 ± 81.5 �C; IR (solid): ��max� 1716 (m, C�O), 1687, 1635 cm�1;
1H NMR (270 MHz, CDCl3, 25 �C, TMS, keto isomer): ��1.96 (s, 3H,
COCH3), 3.06 (t, 3J(H,H)� 6.3 Hz, 2H, SCH2), 3.44 (m, 2H, CH2NH), 3.70
(s, 2H, COCH2CO), 3.81 (s, 2H, ArCH2CO), 5.99 (br s, 1H, CH2NH), 6.81 ±
7.84 (m, 5H, Ar) ; 13C NMR (75 MHz, CDCl3, 25 �C, TMS, keto isomer):
��22.9 (CH3CO), 28.9 (CH2), 38.9 (CH2), 50.1 (CH2), 55.9 (COCH2CO),
126.6 (Ar C), 127.5 (Ar CH), 128.0 (Ar CH), 128.7 (ArCH), 170.6 (amide
C�O), 192.0 (thiolester C�O), 199.8 (ketone C�O); MS (ES�) m/z
(%): 280 (100) [M�H]� , 302 (37) [M�Na]� ; elemental analysis calcd
(%) for C14H17NO3S: C 60.19, H 6.13, N 5.01; found: C 60.30, H 6.33, N
5.04.


3-oxopentanoic acid SNAC (5b): By using the procedure described
above 5b (36%) was obtained as a colourless solid. mp 54.5 ± 55.5 �C;
IR (nujol): ��max� 1721 (m, C�O), 1687, 1682, 1652 cm�1; 1H NMR
(270 MHz, CDCl3, 25 �C, TMS, keto isomer): �� 1.08 (m, 3H, CH3CH2),
1.98 (s, 3H, COCH3), 2.57 (m, 2H, CH3CH2CO), 3.11 (m, 2H, SCH2), 3.44
(m, 2H, CH2NH), 3.71 (s, 2H, COCH2CO), 6.19 (s, 1H, NH); 13C NMR
(75 MHz, CDCl3, 25 �C, TMS, keto isomer): �� 17.3 (CH3CH2), 22.9
(CH3CO), 29.0 (CH2), 36.6 (CH2), 40.0 (CH2), 56.8 (COCH2CO), 170.3
(amide C�O), 192.2 (thiolester C�O), 202.6 (ketone C�O); MS (ES�)
m/z (%): 218 (100) [M�H]� , 240 (37) [M�Na]� ; elemental analysis
calcd (%) for C9H15NO3S: C 49.75, H 6.96, N 6.45; found: C 49.59, H
6.86, N 6.37.


3-oxo-octanoic acid SNAC (5c): By using the procedure described
above 5c (69%) was obtained as a colourless solid. mp 87-88 �C; IR
(nujol): ��max� 1715 (m, C�O), 1687, 1635 cm�1; 1H NMR (270 MHz,
CDCl3, 25 �C, TMS, keto isomer): �� 0.89 (m, 3H, CH3CH2), 1.30 (m,
4H, 2�CH2), 1.59 (m, 2H, CH2), 1.98 (s, 3H, COCH3), 2.53 (2H, t,
3J(H,H)� 7.2 Hz, CH2CO), 3.09 (m, 2H, SCH2), 3.45 (m, 2H, CH2N), 3.70
(s, 2H, COCH2CO), 6.19 (br s, 1H, NH); 13C NMR (75 MHz, CDCl3, 25 �C,
TMS, keto isomer): �� 13.9 (CH3), 22.3 (CH3), 23.3 (CH2), 28.5 (CH2),
28.7 (CH2), 31.3 (CH2), 39.1 (CH2), 43.4 (CH2), 56.8 (COCH2CO), 170.4
(amide C�O), 192.3 (thiolester C�O), 202.2 (ketone C�O); MS (ES�)
m/z (%): 260 (100) [M�H]� , 282 (37) [M�Na]� ; elemental analysis
calcd (%) for C12H21NO3S: C 55.57, H 8.16, N 5.40; found: C 55.67, H
8.29, N 5.33.


3-oxononanoic acid SNAC (5d): By using the procedure described
above 5d (43%) was obtained as a colourless solid. mp 88 ± 90 �C; IR
(nujol): ��max� 1716 (m, C�O), 1687, 1636 cm�1; 1H NMR (270 MHz,
CDCl3, 25 �C, TMS, keto isomer): �� 0.82 (m, 3H, CH3CH2), 1.22 (m,
6H, 3�CH2), 1.50 (m, 2H, CH2), 1.91 (s, 3H, COCH3), 2.45 (m, 2H,
CH2CO), 3.02 (m, 2H, SCH2), 3.38 (m, 2H, CH2N), 3.70 (s, 2H,
COCH2CO), 6.19 (br s, 1H, NH); 13C NMR (75 MHz, CDCl3, 25 �C, TMS,


keto isomer): �� 13.9 (CH3), 22.3 (CH3), 23.3 (CH2), 28.5 (CH2), 28.7
(CH2), 31.3 (CH2), 31.4 (CH2), 39.1 (CH2), 43.4 (CH2), 56.8 (COCH2CO),
170.4 (amide C�O), 192.3 (thiolester C�O), 202.2 (ketone C�O);
MS (ES�) m/z (%): 274 (100) [M�H]� , 296 (37) [M�Na]� ; elemental
analysis calcd (%) for C13H23NO3S: C 57.11, H 8.48, N 5.12; found: C
57.23, H 8.80, N 5.38.


3-oxo-3-phenylpropionic acid SNAC (5g): By using the procedure
described above 5g (71%) was obtained as a colourless solid. mp
87 ± 88 �C; IR (nujol): ��max� 3309, 3061, 2919, 1646, 1606, 1574, 1544,
1494; 1H NMR (270 MHz, CDCl3, 25 �C, TMS, keto isomer): ��1.99 (s,
3H, CH3CO), 3.15 (m, 2H, CH2), 3.50 (m, 2H, CH2), 4.26 (2H, s,
COCH2CO), 6.15 (br s, 1H, NH), 7.45 (m, 3H, Ar), 7.8 (m, 1H, Ar), 7.95 (m,
1H, Ar) ; 13C NMR (75 MHz, CDCl3, 25 �C, TMS, keto isomer): ��23.2
(CH3), 28.1 (CH2), 39.2 (CH2), 53.6 (COCH2CO), 126.6 (2�ArCH), 128.9
(2�ArCH), 132.0 (ArCH), 132.6 (ArC), 169.4 (CONH), 192.0 (CO), 192.8
(COS); MS (ES�) m/z (%): 266 (100) [M�H]� , 288 (5) [M�Na]� , 531
(12) [M2�H]� ; elemental analysis calcd (%) for C13H15NO3S: C 58.85, H
5.70, N 5.28; found: C 59.23, H 5.92, N 5.29.


3-oxo-4-phenylbutanyl-ACP (6a): A solution containing 5a (5 mM)
and act C17S holo-ACP (100 �M) in phosphate buffer (50 mM, pH 7.5,
1 mL final volume) was incubated at 30 �C for 6 h. The progress of the
reaction was monitored hourly by reversed-phase HPLC (50 �L
injected onto a C5 column and eluted according to the standard
protocol). A single peak was collected and analysed by ESMS. See
Table 1 for HPLC and ESMS data. When no further reaction was
observed the reaction mixture was desalted by standard procedures
(Pharmacia Hiprep 26/10 column eluted at 5mLmin�1).
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and Technology at the University of Illinois at Urbana-Cham-
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�-Peptides have been shown to fold into stable
secondary structures similar to those observed in
natural peptides and proteins.[1] The finding that �-
peptides are completely stable to proteolytic degra-
dation renders them candidates for use as peptido-


mimetics.[2] In fact, �-peptides have been demonstrated to mimic
�-peptidic hormones,[3] to inhibit cholesterol uptake,[4] and to
possess antimicrobial[5] and antiproliferative properties.[6]


The bioavailability of pharmacologically active compounds,
for instance, peptides and proteins, depends significantly on
their physical properties, as their uptake correlates with
solubility in the polar extracellular medium and passive diffusion
through the nonpolar lipid bilayer. Recently, methods have been
developed for the delivery of proteins, biological active com-
pounds, and DNA into living cells with the help of membrane-
permeable carrier peptides (oligomers containing basic side
chains).[7]


In order to determine the structural requirements for cellular
uptake of �-peptides, a series of fluorescein-labeled �-peptides
1 ±6 has been prepared (Scheme 1). The substitution pattern of
the �-peptides was selected for the following reasons: the �-
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peptides 1 ±3 should be able to form a 314 helix[8] (1 has two
positively charged, 2 has two negatively charged, and 3 has both
positively and negatively charged side chains). While the �-
peptide 3 has been designed to form a saltbridge-stabilized 314
helix,[9] the �-heptalysine 5 and the �-heptaarginine 6 are not
expected to form a helix because of the destabilizing effects of
adjacent cationic side chains.[10] �-Peptide 4 consists of alternat-
ing �2- and �3-amino acids, a substitution pattern that has been
shown to induce a nonpolar 10/12-helical structure.[11] The �-
peptides 1 ±6 were synthesized by standard solid-phase meth-
ods and fluorescein-labeled at the N terminus prior to cleavage
from the Rink amide resin.
The ability of the fluorescence-labeled peptides to enter the


cells was analyzed by fluorescence microscopy. 3T3 mouse
fibroblast cells were cultured as exponentially growing mono-
layers in RPMI1640 medium, without phenol red, supplemented
with 10% (v/v) fetal calf serum (FCS) and 1 mM glutamine, at
37 �C under 5% CO2. Fluorescence-labeled peptides (up to a final
concentration of 1 �M) were added to fibroblast cells grown on
chambered cover glasses in FCS medium and incubated for 10 ±
40 min at 37 �C. Subsequently, cells were rinsed twice with
phosphate-buffered saline (pH 7.3) at room temperature and
suspended in FCS medium for measurements. All live-cell
measurements were done at 20 �C by using a laser scanning
microscope with a 63� oil immersion objective. The internal-
ization of free fluorescein under the same conditions was tested
simultaneously.
For �-peptides 1 ±4, as well as for the free fluorescein, no


uptake into the cells was observed with the described exper-
imental conditions in any of the experiments. However �-
peptides 5 and 6, the polycationic �-oligolysine and �-oligoar-
ginine, were translocated through the membrane, with the
arginine derivative 6 internalizing to a much greater extent. After
treatment with fluorescein-labeled �-heptaarginine 6 (1 �M) for
40 min accumulation was observed in the cytosol and nucleus,
with concentration in the nucleoli (Figure 1).
No toxicity was observed, even with longer incubation times


(12 h), at 1 �M concentrations at 37 �C in 10% (v/v) FCS
medium.[12] Interestingly, some compartments in the cytoplasm
showed lower fluorescence intensities. Most probably these
compartments represent mitochondria where the fluorescein
moieties are protonated due to the lower pH value and,
therefore, exhibit only low fluorescence quantum yields.
When the cells were incubated with �-heptaarginine 6 at 20 �C


and analyzed after just 2 min without washing, weak fluores-
cence is detected (Figure 2a); after 5 min the fluorescence is
almost as intensive as after 40 min (Figure 2b). These data
suggest that saturation is already occurring a few minutes after
treatment with 1 �M �-heptaarginine solutions. Incubation of
cells with 6 for 10 min in the temperature range from 4±37 �C
exhibited comparable translocation activity. Consistent with
previous measurements on arginine-rich peptides,[7] these data
indicate that cell penetration by �-heptaarginine does not
depend on endocytosis. The experiments described prove the
ability of polycationic �-peptides to internalize into cells. �-
oligoarginine 6 was significantly more effective in entering cells
than �-oligolysine 5.


Figure 1. Fluorescence microscopy investigation of cells treated with fluorescein-
labeled �-oligoarginine 6 (1 �M) for 40 min. After incubation the cells were rinsed
twice. Accumulation of 6 is observed in the cytosol and nucleus, with nucleolar
concentrations.


Figure 2. Time-dependent uptake measurements of �-oligoarginine 6 (1 �M, no
washing) at 20 �C already show a little internalization after 2 minutes of
incubation (a); the cells show much intense fluorescence after 5 minutes (b).


Due to their resistance towards enzymatic degradation[2, 13] �-
oligoarginine derivatives might be used for long-term binding to
cell nuclei ; this technique could lead to applications for
diagnostic purposes or for transport of antisense DNA-binding
structures. Also, �-oligoarginine could be used to internalize
otherwise nonpenetrating compounds (peptides, proteins) into
cells. The higher stability of �-oligoarginine, as compared to the
�-peptidic analogues,[14] might be useful for elucidating the
mechanism by which oligoarginines pass the cell walls.[15]
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