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Isolated from ginger, phenolic �-diketones such as 1 have been
studied, and the molecular mechanism of their antioxidant
action has been postulated on the basis of in vitro experiments,
pulse radiolytic studies and product analysis of the oxidative
process. The involvement of both the phenolic and the 1,3-
diketone groups is suggested, while the superior antioxidant
activity of the monophenolic �-diketone 1 relative to curcumin
is attributed to its better lipophilicity.
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CORRIGENDA AND ADDENDUM


In the communication by J. A. Robinson, G. Pluschke, and co-workers in Issue 11, 2001, pp. 838±843, the structures of
peptidomimetics 2 and 5 were incorrect. The correct structures are shown below. The mimetics 1 and 4 were coupled through a
�-alanine linker to a regioisomer of phosphatidylethanolamine (PE�, rac-1-palmitoyl-3-oleoyl-phosphatidylethanolamine), to afford
the conjugates 2 and 5, ready for incorporation into immunopotentiating reconstituted influenza virosomes (IRIVs). The conclusions
of the work are not altered by the incorrect structures.
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The central picture shows the structure of 5-methylcytosine, the major methylated base in metazoa. The other pictures
(clockwise from the bottom left) show: 1) An E. coli cell together with a bacteriophage. Protection of bacteria from phage
infection is a central function of DNA methylation in prokaryotic restriction/modification systems. 2) A view into the major
groove of a methylated CG site in B-DNA. The methyl groups of 5-methylcytosine are labeled with arrows. 3) Changes of flower
phenotype caused by methylation of the Superman gene in A. thaliania. 4) Dividing E. coli cells. Control of DNA replication and
cell division is a second important function of prokaryotic DNA methyltransferases. 5) A mouse embryo. DNA methylation is
essential in mammals; animals in which one of the three known active methyltransferases is inactivated die during
embryogenesis or after birth. 6) A prostatic adenocarcinoma as an example of a human tumor. Alterations in the pattern of DNA
methylation are often found in tumor cells. 7) The structure of the M.HhaI DNA methyltransferase complexed with DNA.


The Chemistry and Biology of DNA Methylation







ChemBioChem 2002, 3, 274 ± 293 ¹ WILEY-VCH-Verlag GmbH, 69451 Weinheim, Germany, 2002 1439-4227/02/03/04 $ 20.00+.50/0 275


Beyond Watson and Crick:
DNA Methylation and Molecular Enzymology
of DNA Methyltransferases
Albert Jeltsch*[a]


DNA methyltransferases catalyze the transfer of a methyl group
from S-adenosyl-L-methionine to cytosine or adenine bases in DNA.
These enzymes challenge the Watson/Crick dogma in two
instances: 1) They attach inheritable information to the DNA that
is not encoded in the nucleotide sequence. This so-called epigenetic
information has many important biological functions. In prokar-
yotes, DNA methylation is used to coordinate DNA replication and
the cell cycle, to direct postreplicative mismatch repair, and to
distinguish self and nonself DNA. In eukaryotes, DNA methylation
contributes to the control of gene expression, the protection of the
genome against selfish DNA, maintenance of genome integrity,
parental imprinting, X-chromosome inactivation in mammals, and
regulation of development. 2) The enzymatic mechanism of DNA


methyltransferases is unusual, because these enzymes flip their
target base out of the DNA helix and, thereby, locally disrupt the
B-DNA helix. This review describes the biological functions of DNA
methylation in bacteria, fungi, plants, and mammals. In addition,
the structures and mechanisms of the DNA methyltransferases,
which enable them to specifically recognize their DNA targets and
to induce such large conformational changes of the DNA, are
discussed.


KEYWORDS:


DNA methylation ¥ enzyme catalysis ¥ epigenetics ¥
gene expression ¥ protein ±DNA interactions


1. Introduction: DNA Methylation as an
Extension of the Genetic Code


It has been known for decades that DNA from various sources
contains the methylated bases N6-methyladenine, 5-methylcy-
tosine, and N4-methylcytosine in addition to the four standard
nucleobases (Scheme 1). It should be noted that these methy-
lated bases are natural components of DNA; this distinguishes
them from a large variety of chemically modified bases that can
be formed by alkylation or oxidative damage of the DNA. DNA
methylation is introduced enzymatically by DNA methyltransfer-
ases (MTases) after DNA replication. These enzymes use S-
adenosyl-L-methionine (AdoMet) as the donor of an activated
methyl group and modify the DNA in a sequence-specific
manner, usually at palindromic sites (Table 1). The methylation
does not interfere with the Watson/Crick pairing properties of
adenine and cytosine but the methyl group is positioned in the


Scheme 1. Structures of methylated bases occurring in DNA.


major groove of the DNA, where it can easily be detected by
proteins interacting with the DNA. Thereby, methylation adds
extra information to the DNA that is not encoded in the
sequence, and the methylated bases can be considered the 5th,
6th, and 7th letters of the genetic alphabet.
The process of DNA methylation is intimately interwoven with


DNA replication, which inherently destroys DNA methylation
because the newly synthesized DNA strand does not carry any
methylation. Since it is usually palindromic sequences that are
modified, a methylation mark is present on both strands of the
DNA (for example: GmATC/GmATC� ™fully methylated∫). During
semiconservative DNA replication, these sites are converted into
hemimethylated ones (GmATC/GATC), which are re-transformed
by a DNA methyltransferase into the fully methylated state.
The focus of this review is the chemistry, enzymology, and


biological function of DNA methylation. There exist several other
excellent reviews on DNA methylation to whom the reader is
referred for additional details on structures and mechanisms of
DNA MTases,[1±5] DNA methylation in prokaryotes,[6±8] and
eukaryotic DNA methylation.[9±15]
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35392 Giessen (Germany)
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E-mail : Albert.Jeltsch@chemie.bio.uni-giessen.de
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2. The Role of DNA Methylation in Prokaryotes


In prokaryotes, all three types of DNA methylation described
above are observed. Here, DNA methylation has three major
biological roles: 1) distinction of self and nonself DNA, 2) direc-
tion of postreplicative mismatch repair, and 3) control of DNA
replication and cell cycle. The first of these issues is associated
with restriction/modification systems (RM systems)[16, 17] which
function as a defense against infection of bacteria by bacter-
iophages and are the source of the overwhelming majority of
DNA methyltransferases found in prokaryotes. In addition to a
methyltransferase, RM systems also contain a restriction endo-
nuclease that specifically cleaves DNA invading the cell at
defined recognition sites.[18±20] The cellular DNA is protected
against this attack by methylation within the recognition site. If a
phage DNA escapes from cleavage, the phage can infect the cell
and its progeny carries the same methylation pattern as the host


cell. Then, other bacteria containing the same RM system are no
longer protected against infection. Therefore, it is advantageous
that different bacteria carry RM systems with different recog-
nition sequences and, as a result, a large diversity of RM systems
with different recognition sequences has been developed
through the billions of years of bacteria/bacteriophage coevo-
lution. So far, over 2000 different RM systems are known, 700
different DNA MTases have been sequenced which recognize
and methylate almost 300 different DNA sequences (see: http://
www.neb.com/rebase[21] ). In these systems the sequence con-
text of the DNA methylation carries the information that allows
the cell to discriminate between self and nonself DNA.
The role of DNA methylation in DNA repair and control of DNA


replication is best understood in the Escherichia coli dam system,
where DNA is modified at adenine residues in GATC sequen-
ces.[22, 23] Similar systems are present in other �-proteobacteria. In
these bacteria the methylation status of GATC sites cycles
between hemimethylation (GATC/GmATC) immediately after
DNA replication and full methylation (GmATC/GmATC) after
remethylation by the dam MTase; at most sites this occurs 2 ±
4 s after replication.[24] During the short time span between DNA
replication and dam methylation, a directed repair of replication
errors is possible, because the methylation mark allows the
unmethylated daughter strand which must be repaired and the
methylated original template strand whose nucleotide sequence
is correct to be distinguished. Moreover, dam methylation is
used to couple the bacterial cell cycle to DNA replication,
because a number of gene promotors are induced in the
hemimethylated state.[23, 25] The only DNA region that remains
hemimethylated for a longer period (�20 min) is the origin of
DNA replication,[26, 27] because the SeqA protein binds to it and,
thereby, prevents dam methylation. This is used for the control
of DNA replication, because hemimethylated origins of repli-
cation are not active. Taken together, hemimethylation of dam
sites is used to encode two kinds of information: 1) it indicates
that a DNA molecule already has been replicated, and 2) it labels
the parental strand after DNA replication. Moreover, dam
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received his doctoral degree in 1994 in
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Gerhard-Hess award of the Deutsche Forschungsgemeinschaft in
1999 and the BioFuture award of the Bundesministerium f¸r
Bildung und Forschung in 2001.


Table 1. Properties of typical DNA MTases.


Recognition sequence Size[a] Classification Comment


prokaryotic enzymes:
M.HhaI GCGC 327 cytosine-C5 part of an RM system
M.HaeIII GGCC 330 cytosine-C5 part of an RM system
M.EcoRV GATAC 298 adenine-N6 (� type) part of an RM system
E. coli dam GATC 278 adenine-N6 (� type)
M.PvuII CAGCTG 336 cytosine-N4 (� type) part of an RM system
M.TaqI TCGA 421 adenine-N6 (� type) part of an RM system


eukaryotic enzymes:
Dnmt1 (mouse) CG 1620 cytosine-C5 high preference for hemimethylated CG/mCG sites[228]


Dnmt2 (mouse) ? 415 ? catalytic activity has not yet been shown
Dnmt3a (mouse) CG 908 cytosine-C5 also methylates non-CG sites with high activity[136, 206]


Dnmt3b (mouse) CG 859 cytosine-C5 specificity has not yet been investigated in detail
Met1 (A. thaliana) CG 1537 cytosine-C5 Dnmt1-type
CMT3 (A. thaliana) CNG 839 cytosine-C5 chromomethylase
DRM2 (A. thaliana) ? 626 cytosine-C5 ? Dnmt3-type
Masc1 (A. immersus) ? 537 cytosine-C5 de novo DNA MTase in vivo, inactive in vitro
Masc2 (A. immersus) ? 1356 cytosine-C5 active in vitro, function in vivo unknown


[a] Size is given as the number of amino acid residues.
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methylation plays a role in the segregation of the E. coli
chromosome. Despite these important functions, dam
methylation is not essential in E. coli, but it is involved in
the pathogenicity of different bacteria like Bordetella
pertussis,[28] E. coli,[29] Salmonella thyphimurium,[30±33] and
Neisseria meningitidis,[34] a fact that suggests that
inhibitors of dam methylation might be effective as
antibacterial drugs.
A similar system of DNA methylation is observed in


Caulobacter cresentus and other �-proteobacteria.[35] The
CcrM MTase modifies adenine residues within GANTC
sequences. Its biology is less clear understood than that
of the dam system, but it is known that the expression of
the CcrM MTase is correlated with the cell cycle of
C. cresentus ; this suggests that DNA methylation is
involved in cell cycle control in these organisms. In
contrast to the dam enzyme, the CcrM MTase is an
essential protein in �-proteobacteria.[36] Since the group
of �-proteobacteria contains important human patho-
gens and adenine-MTases appear not to exist in higher
eukaryotes, the CcrM MTases are attractive drug tar-
gets–promising inhibitors that are specific for adenine
MTases have just been described.[37]


2.1. The structure of prokaryotic DNA
methyltransferases


According to the chemistry of methylation, C-MTases
which form a C�C bond (cytosine-C5 MTases) can be
distinguished from N-MTases which form a C�N bond
(adenine-N6 and cytosine-N4 MTases). In general, both
types of MTases are two-domain proteins comprising
one large and one small domain with the DNA binding
cleft being located at the domain interface. The large
domain contains a set of up to ten conserved amino acid
motifs, which differ between C- and N-MTases.[38±40]


N-MTases can be further subdivided into three classes
(�, �, and �) that differ from each other with respect to
the position of insertion of the small domain into the
framework of the large domain as well as by a circular
permutation of the amino acid sequence of the large
domain.[4, 38, 40, 41] These differences result in a different
arrangement of the most conserved amino acid se-
quence motifs that is characteristic for each class. The
C-MTases are most similar to the � class of N-MTases.
Most cytosine-N4 MTases are members of the � group of
N-MTases, but some examples of cytosine-N4 MTases are
also found in the � and � groups.


2.1.1. The structure of the large domain


The large domain of DNA MTases forms the binding site
for the AdoMet and the catalytic center of the enzyme.
The large domains of all DNA MTases share a common
structural core which consists of a six-stranded parallel � sheet
with a seventh strand inserted in an antiparallel fashion between
the fifth and sixth strands (Figure 1A). The � sheet begins in the


middle with strand 1 (6 � 7� 5� 4 � 1 � 2 � 3 � ). This center to
right, center to left architecture generates a topological switch-
point in the middle which separates two subdomains from each


Figure 1. Comparison of the topologies and location of conserved motifs in DNA MTases of
different families. A) Locations of the conserved motifs displayed on the framework of the
structure of the large domain of cytosine-C5 MTases. B) Topology and locations of important
amino acid residues in cytosine-C5 MTases. C) Topology and locations of important amino
acid residues in �-N MTases. D) Topology and locations of important amino acid residues in
�-N MTases. E) Topology and locations of important amino acid residues in �-N MTases.
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other. The structure of both the subdomains is based on a �


sheet that is flanked by 1 ± 2 � helices on either side with a
doubly wound open �/�/� sandwich as the core structure. The
right subdomain (�1 ±�3) creates the AdoMet binding site, the
left one (�4±�7) the binding site for the extrahelical target base
(see below). Both binding sites are hydrophobic pockets that are
located at equivalent positions within the subdomains, a fact
which suggests that the catalytic domain might
have arisen by a gene duplication.[40] This type of
structure is also observed in other AdoMet-
dependent MTases like RNA MTases, protein
MTases, and small-molecule MTases.[4, 5] The large
subdomains of C- and N-MTases contain up to
ten characteristic amino acid motifs, where the
motifs I (DXFXGXG), IV (GFPCQ), and VI (ENV) are
most conserved in C-MTases[42] and the motifs I
(DXFXGXG) and IV ((D/N/S)PP(Y/F)) in N-MT-
ases.[40] Although only motif I is similar between
both classes of enzymes, it has been found that
corresponding motifs are located at structurally
equivalent positions in the proteins and form
similar interactions to the cofactor and other
parts of the protein[4, 5]–a clear example of
proteins with almost no similarity at the amino
acid sequence level that share a remarkably
conserved structure. For example, in both types of enzymes
residues located within the motifs IV and VI interact with the
flipped target base and play the most important roles in catalysis
(see below).


2.1.2. The structure of the small domain


The small domains of different DNA MTases are dissimilar in
amino acid sequence, size, and structure. So far structures of two
bacterial C-MTases (M.HhaI[43] and M.HaeIII[44] ) are known.
Although the catalytic domains of both proteins can be easily
superimposed on each other, the structures of the small domains
are dissimilar. The small domain of M.HhaI comprises 81 amino
acid residues and consists of 7 � strands whereas that of M.HaeIII
(92 amino acid residues) has no extensive secondary structure.
The heterogeneity is even larger in the family of N-MTases,
where, so far, four structures are known: M.TaqI,[45] M.PvuII,[46]


DpnM,[47] and M.RsrI.[48] The size of the ™small∫ domain of the
M.TaqI MTase is 177 amino acid residues. It mainly consists of �
strands with three � helices forming a three helical bundle on
one end. In contrast the small domain of M.PvuII just comprises
one � helix with the two adjacent loops (26 amino acid residues
in total). In DpnM the small domain (91 amino acid residues) is
composed of an �-helical cluster comprising four � helices, and
in M.RsrI approximately 40 amino acid residues are folded into a
short 310-helix and two � helices arranged in a helical bundle.
This divergence in structure goes in parallel with a difference in
function, because the small domains of DNA MTases form many
but not all of the sequence-specific contacts between the DNA
and the MTase (see Section 2.2.5). These contacts mediate the
recognition of the DNA sequence of the target site that is
characteristic for each enzyme.


2.1.3. Target-base flipping


The most interesting structural and mechanistic feature of DNA
MTases became apparent with the first crystal structure of a DNA
MTase in complex with substrate DNA, because these enzymes
completely flip the target base out of the DNA helix (Figure 2)
and bind it into a hydrophobic pocket in the large domain of the


enzyme that creates the active site for methyl group trans-
fer.[44, 49, 50] The target-base binding pocket is formed by residues
from motifs IV, VI, and VIII which are located in the large domain
of the MTase at the ends of �4 and �5 and at the beginning of �7,
respectively. The reason for this unusual mechanism might be in
the catalytic mechanism of C- and N-MTases (see below) which
requires an intimate contact of the enzymes to the aromatic ring
system of the target base; this contact would not be possible if
the base were located inside the DNA double helix. Later, other
DNA-interacting enzymes were identified that also make use of
base flipping, perhaps because they also require a close contact
to the bases of the DNA or they must open up space for the
catalytic machinery working at the backbone of the DNA. These
include many DNA repair enzymes like uracil-DNA glycosylase
and T4 endonuclease V.[51±54]


So far, structures of three different DNA MTases in complex
with target DNA are available. Base flipping is observed in all of
them, however, the structural adaptations of the DNA after base
flipping are dissimilar in all three cases. In M.HhaI (GCGC, the
modified base is underlined), the DNA retains an almost B-DNA-
like structure with the exception of the flipped target base. The
N1, N2, and O6 positions of the orphan guanine base are
contacted by a glutamine residue from the small domain of the
enzyme that is inserted into the DNA and occupies the space of
the flipped cytosine.[49] In the M.HaeIII ±DNA structure, the bases
of the recognition sequence (GGCC) undergo extensive rear-
rangements. The orphan guanosine is tilted and pairs with the
cytosine in the 3� direction from the target cytosine. Thereby, the
guanine usually paired to this residue is left orphan and a large
cleft is created in the DNA that is filled in part with solvent.[44]


Finally, in the M.TaqI ±DNA structure (TCGA), the orphan
thymidine residue is shifted towards the center of the double


Figure 2. Structure of the M.HhaI ± DNA complex. On the right-hand side, the DNA is displayed alone
to allow the target base, rotated out of the DNA helix, to be easily seen.
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helix in a manner leads to a compression of the DNA backbone.
In its new position, the thymidine in part occupies the space of
the rotated adenine.[50] Thus, the structural adaptations of the
enzyme±DNA complex after base flipping are dependent on the
protein and the sequence of the DNA and are different in each
case. For example, in the M.HaeIII ±DNA complex the orphan
guanine can only ™steal∫ a cytosine for base pairing, because the
recognition sequence of M.HaeIII is GGCC.


2.1.4. The AdoMet binding site


The AdoMet binding site is remarkable conserved in all DNA (and
also non-DNA) MTases. It is created by residues from the
motifs I ± III and X, which form conserved contacts to almost
every hydrogen-bond donor and acceptor of the AdoMet and, in
addition, several hydrophobic interactions to the cofactor
(Scheme 2). (A detailed compilation of the atomic contacts
between MTases and AdoMet as seen in different MTase/AdoMet
co-crystal structures can be found in ref. [47] .) The roles of many
of these residues have been confirmed by mutagenesis experi-
ments (see refs. [7, 55] , and references cited therein). There is just
one exception to this general similarity : the Phe residue in motif I
(DXFXGXG) is not present in �-type N-MTases, like M.TaqI. In
these enzymes, a highly conserved Phe in motif V closely


approaches the position of the missing Phe residue of motif I
and functionally replaces it. Many DNA MTases bind so strongly
to AdoMet that it is copurified over several chromatography
steps. In M.TaqI it has been shown that the product of the
methylation reaction S-adenosyl-L-homocysteine (AdoHcy),
which does not carry a positive charge at the sulfur center,
binds to the MTase in a different conformation than AdoMet,
such that its homocysteine moiety interacts with the active site
residues located in motif IV.[56] A similar result was obtained with
sinefungin (adenosyl-L-ornithine), a natural inhibitor of DNA
MTases, which has an inverted charge configuration at the
�CH�NH�


3 center as compared with the �S��CH3 center of
AdoMet, but otherwise is isoelectronic to AdoMet. These results
explain why most MTases show a pronounced product inhibition
by AdoHcy and a strong inhibition by sinefungin. Also AdoMet
can bind to the binding pockets of MTases in two different
modes (see ref. [57] , and references cited therein). The functional
relevance of this observation is still not known.
More than one AdoMet binding site has been observed in


some DNA MTases.[46, 58±61] It has been shown in several instances
that binding of a second AdoMet can allosterically influence the
active site of the MTase. However it is not known if the second
AdoMet has mechanistic relevance, for example, if it can it be
channeled into the active site. Since the cofactor binding site of


MTases is embedded in the enzyme±DNA
complex, there has to be a channel for the
cofactor to diffuse through if cofactor exchange
is possible when the DNA is bound. The
efficiency of such exchange processes would
be greatly enhanced if these channels had
binding sites for the AdoMet that have a lower
affinity than the active-site binding pocket. One
could speculate that such sites are observed in
the above-mentioned cases, which is in agree-
ment with the finding that the affinities of the
allosteric sites for AdoMet are usually signifi-
cantly lower than that of the catalytic binding
site.


2.2. The mechanism of DNA
methyltransferases


2.2.1. Catalytic mechanism
of cytosine-C5 MTases


Although AdoMet is a very effective donor for
methyl groups, methylation of cytosine residues
at position 5 is not a trivial reaction, because
cytosine is an electron-poor heterocyclic aro-
matic ring system and position 5 of cytosine is
not capable of making a nucleophilic attack on
the methyl group of AdoMet. Therefore, the
reaction catalyzed by the enzyme follows the
reaction pathway of a Michael addition
(Scheme 3).[62, 63] Initially a cysteine SH group
from the active site of the enzyme makes a
nucleophilic attack at position 6 of the cytosine


Scheme 2. Structure of the cofactor of the DNA MTases, AdoMet, and its potent competitor sinefungin.
In the lower panel the AdoMet binding site of the DpnMMTase is shown schematically.[47] The positions of
atoms (N�main-chain nitrogen atom; OD, OE, NE�delta (D) and epsilon (E) side-chain oxygen and
nitrogen atoms of Asp, Glu, and Trp, respectively) and numbers of amino acid residues in contact with the
AdoMet are indicated, the numbers of the motifs are given in parenthesis. Hydrogen bonds are indicated
by dotted lines and hydrophobic contacts by dashed wedges.
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ring to yield a covalent complex between the DNA and the
enzyme as an intermediate of the methylation reaction. The
attacking cysteine residue is located in the highly conserved PCQ
motif (motif IV; Cys81 in M.HhaI). The enzyme facilitates the
nucleolytic attack on the C6 atom by a transient protonation of
the cytosine ring at the endocyclic nitrogen atom N3;[64] this
protonation is mediated by Glu119 from the highly conserved
motif VI (ENV) with the help of Arg165 from motif VIII in the case
of M.HhaI.[65] Thereby, position 5 of the cytosine is strongly
activated and attacks the methyl group. The covalent enzyme±
DNA complex is resolved by deprotonation at position 5 which
leads to the elimination of the cysteine SH group and
reestablishes aromaticity. The nature of the proton abstracting
base is not known with certainty, involvement of a phospho-
diester group has been discussed.[65] This reaction mechanism is
analogous to that of 2�-deoxyuridine monophosphate methyl-
ation by thymidylate synthetase.[66] An interesting feature of this
mechanism is that the enzyme requires access to both sides of
the aromatic ring system of the cytosine, because the initial
attack of the SH group on the cytosine and the nucleophilic
attack of the cytosine ring system on the AdoMet methyl group
occur at different sides of the ring system. Therefore, the
catalytic mechanism of C-MTases can explain why DNA MTases
developed a base-flipping mechanism.


2.2.2. Catalytic mechanism of N-MTases


The methylation reaction at the exocyclic amino groups of
adenine and cytosine rings proceeds with inversion of the
configuration of the methyl group in an SN2 reaction without a
covalent intermediate.[67] Like methylation of cytosine
residues at position 5, methylation of the exocyclic
amino groups of cytosine and adenine is not an easy
task, because neither adenine nor cytosine displays
nucleophilicity at the exocyclic amino group, since their
free electron pairs are conjugated with the aromatic
systems. In fact, detectable nucleophilicity is only
observed at the N1 and N3 positions of adenine and
the N3 position of cytosine, which in DNA are not the
targets for enzyme-mediated methylation reactions.
Given the observation that the specificity of adenine-N6


and cytosine-N4 MTases overlaps (adenine-N6 MTases
also accept cytosine as a target for methylation,
cytosine-N4 MTases also accept adenine),[68, 69] it is quite
likely that the reaction mechanisms of both types of


enzymes are very similar. This conclusion is supported by the
finding that cytosine-N4 MTases are found in the �, �, and �


groups of N-MTases.[40, 70] Moreover, both these findings suggest
that the target-base specificity of N-MTases has been changed
several times during molecular evolution.[68, 70]


Adenine-N6 and cytosine-N4 MTases are characterized by a
conserved (D/N/S)PP(Y/F) motif (motif IV), that is located in the
active site of the enzyme at a position structurally analogous to
the PCQ motif of the C-MTases. Mutations within this region
strongly reduce the catalytic activity of different DNA MT-
ases.[55, 71±74] According to the structure of the adenine-N6 MTase
M.TaqI,[50] the most important function of this tetrapeptide is that
the side chain of the D/N/S residue and the main-chain carbonyl
group of the first proline serve as hydrogen-bond acceptors for
the protons of the exocyclic amino group. Since the acceptor
groups are presented in a tetrahedral geometry, a change in
hybridization of the nitrogen atom from sp2 to sp3 is induced
which localizes the free electron pair at the N6 position
(Scheme 4). It is likely that the D/N/S residue also functions as
proton acceptor during the reaction,[46, 48] because in M.PvuII the
serine residue is connected to a glutamic acid residue by a
charge relay system, that might allow the serine to act as a
base.[46] Most likely, the D/N/S residue is only transiently
protonated and immediately transfers the proton to other
residues and finally to water. Given the pKa values of the N6 atom
of the adenine or the N4 atom of cytosine and an aspartic acid,
asparagine, or serine residue, it is likely that the proton transfer
occurs late in the reaction when the N�CH3 bond has been
almost completely formed. Therefore, a cationic transition state
has to be envisaged which is further stabilized by cation ±�


Scheme 3. Catalytic mechanism of C-MTases. The figure is based on the structure of the M.HhaI ± DNA complex.[49, 65] The cysteine residue is from motif IV (PCQ), the
glutamic acid residue is from motif VI (ENV) of the C-MTase.


Scheme 4. Catalytic mechanism of N-MTases. The figure is based on the structure of the
M.TaqI ± DNA complex.[50] The aspartate and proline residues in the figure are from motif IV of
the N-MTase (D/N/S)PP(Y/F).
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interactions with surrounding aromatic amino acid residues.[75]


This model is supported by the observation that the active sites
of all N-MTases contain at least one or evenmore aromatic amino
acid residues that contact the flipped base,[76±79] like the Y/F
residue in the catalytic tetrapeptide, whereas C-MTases usually
do not show aromatic amino acid residues near the active site. It
has been shown in several cases that an exchange of these
aromatic residues to a nonaromatic residue reduces the catalytic
efficiency much more than an exchange by another aromatic
residue,[55, 72, 74, 76, 80, 81] as one would predict from the cation ±�
interaction model.


2.2.3. Kinetic mechanism of DNA MTases


DNA MTases form a ternary complex with both substrates, the
DNA and the cofactor AdoMet. In principle, these substrates can
bind to the enzyme either randomly or sequentially ordered, in
the latter case either the DNA or the cofactor can bind first. So
far, all of these mechanisms have been observed with different
DNA MTases: M.EcoP15I[82] and M.EcaI[83] follow a random
mechanism, M.EcoRI,[84] M.EcoRV,[85] and M.RsrI[86] follow a se-
quential mechanism in which the AdoMet is bound first. Recent
results for T4 dam MTase suggest that the enzyme exits in two
conformations: one can bind AdoMet and DNA in a random
order, the other first binds to AdoMet and then to DNA.[87] In
contrast, M.HhaI,[63, 88] M.MspI,[89] and E. coli dam[90] follow a
sequential mechanism where the DNA binds first. The mecha-
nism for M.HhaI has recently been challenged and evidence for a
random mechanism has been provided.[91] Perhaps here, as in
T4 dam, alternative conformations of the enzyme require differ-
ent orders of substrate binding.


2.2.4. Processivity of DNA methylation


Since DNA MTases have the ability to slide on the DNA by linear
diffusion,[85, 92, 93] the question arises of whether they are able to
catalyze the methylation of several recognition sites located on
one substrate molecule in a processive manner without leaving
the DNA. This issue has been investigated for some MTases that
are components of bacterial RM systems (M.HhaI, M.HpaII,
M.EcoRI, and M.EcoRV). In all cases it turned out that the enzymes
were not able to catalyze several rounds of DNA methylation on
one target molecule in a processive manner.[85, 93, 94] In contrast,
the CcrM and M.SssI MTases were shown to methylate DNA
processively[94, 95] and similar results were recently obtained with
the dam MTase;[90] these are solitary MTases that are not part of
an RM system. This difference could be an important adaptation
of the enzymes to the biological function of RM systems which is
to cleave invading phage DNA by the restriction endonuclease.
Since methylation protects the DNA from cleavage, it is
important that the endonuclease reaches a restriction site on
the phage DNA, before it is modified by the corresponding
MTase. However, since the phage DNA usually contains more
than one recognition site and the endonuclease is able to scan
the DNA by linear diffusion, methylation of some recognition
sites does not prevent restriction of the phage DNA. The only
way to protect the invading DNA from cleavage would be to


modify all recognition sites before an endonuclease has bound
to the substrate. However, this event (undesirable, from the
point of view of the RM system) is efficiently prevented by the
distributive mechanism of the DNA MTases, because after each
turnover they first have to release the DNA and exchange the
cofactor, and only then can they rebind to the DNA. Given this
line of arguments it is likely that other DNA MTases that are parts
of type II RM systems also will show a distributive mechanism of
DNA methylation.


2.2.5. DNA binding and DNA recognition


Like other types of enzymes that specifically recognize DNA (for
example, restriction endonucleases[19, 20] ) DNA MTases interact
with the DNA in a multistep reaction: after nonspecific binding
the DNA is scanned by linear diffusion for the target sites.[85, 93, 96]


Specific binding is accompanied by large conformational
changes of the enzyme±DNA complex (see below) that finally
activate the enzyme and lead to methyl group transfer and
product dissociation. There are many reports of conformational
changes of DNA MTases during DNA binding: substantial
conformational changes are visible in the structures of M.HhaI
and M.TaqI, so far the only enzymes whose structures are solved
in both the DNA-bound and DNA-free forms,[43, 45, 49, 50] and DNA
bending has been demonstrated by different techniques for
many DNA MTases.[97±100] Therefore, DNA binding is accompanied
by large conformational changes of the DNA.[85, 101, 102] Finally, it
has been shown that the M.EcoRV and T4 dam enzymes exist in
open and closed conformations that are in slow equilibri-
um.[85, 87, 103] The dynamics of target-base flipping are discussed in
Section 2.2.6.
Like other DNA interacting enzymes, DNA MTases achieve


sequence specificity by a multitude of direct and water-
mediated contacts of the enzyme to the DNA substrate. M.HhaI
contacts the DNA in the major groove with two recognition loops
located in the small domain of the enzyme. With the exception
of one contact in the minor groove (formed by Glu76 located in
motif IV of the catalytic domain), M.HaeIII also contacts the DNA
from the major-groove side with residues located in the small
domain of the MTase. Biochemical results suggest a similar contact
pattern for other C-MTases.[104] In contrast, the M.TaqI enzyme
directly contacts the DNA both from the major-groove side with
residues of the small domain and also from the minor-groove side
with residues located in the large domain in motif IV and immedi-
ately before motif V. Therefore, in N-MTases the large domain
appears to be intimately involved in sequence recognition, a fact
which is also shown by biochemical results with M.EcoRV.[105]


Restriction endonucleases, which are a paradigm of enzymes
interacting with DNA in a highly specific manner, usually saturate
all possible hydrogen-bond contacts in the major groove of the
recognition sequence.[19, 20] In contrast to this, the number of
specific interactions observed between the MTases and the DNA
is smaller. This may explain the general observation that the
specificity of DNA MTases is not as high as that of restriction
enzymes. DNA methylation studies have shown that many DNA
MTases (DpnA,[106] M.EcoRI,[107] M.FokI,[78] and M.EcoRV[105] ) meth-
ylate sites that differ by one base pair from their canonical sites
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with rates only reduced by factors of 5 ± 10. Such sites usually are
cleaved at least 100 ±1000 times more slowly by restriction
enzymes. Moreover, even sites that differ in more than one base
pair from the specific site are modified with rates only reduced
by 1 ±2 orders of magnitude (EcoRV,[105] M.FokI[78] )–similar
results were never obtained with a restriction enzyme.


2.2.6. Base flipping


Apart from the three crystal structure analyses already men-
tioned there is now biochemical evidence confirming that DNA
MTases in general make use of a base-flipping mechanism. This
includes the demonstration of very high cross-linking yields of
reactive base analogues located at the target position,[77, 78] high
accessibility of the target base towards chemical probes like
permanganate,[108] the observation of an increase in fluorescence
of 2-aminopurine when it is located at the position of the target
base,[61, 86, 102, 109, 110] and the observation that many DNA MTases
bind more strongly to substrates in which the target base has
been replaced by a base analogue or another base such that a
base mismatch is created.[78, 86, 101, 111±114] Although these studies
were carried out with different enzymes and none of them finally
proves that a base rotating mechanism is operative, when taken
together the available evidence strongly suggests that all DNA
MTases make use of base flipping as an integral part of their
reaction mechanism.
The thermodynamics of base flipping is illustrated by the


preference of several MTases for binding to substrates which
contain a base mismatch at the target position. The most
straightforward explanation for this observation is that base
flipping requires disruption of the Watson/Crick hydrogen bonds
of the target base, which makes flipping more favorable if the
target base is not engaged in a regular base pair. On the other
hand the rotated target base, as well as the partner base in the
DNA helix, could be contacted by the MTase, a process that
should provide interaction energy and specificity, because such
contacts are diminished in cases where the nature of one of
these bases is altered. The general observation that the balance
of these energetic contributions is almost always favorable with
mismatched substrates demonstrates that no strong, specific
interactions are formed between the enzyme and the target
base pair. The absence of a specific interaction with the target
base is also demonstrated by the following two observations:
1) Structures of M.HhaI with oligonucleotides containing mis-
matches at the target position show that, in addition to cytosine,
adenine and uracil are also flipped by the enzyme and bound in
the same hydrophobic pocket.[115] 2) Several adenine-N6 and
cytosine-N4 MTases can modify adenine and cytosine target
bases[68, 69] and cytosine-C5 MTases can also methylate uracil,
albeit at low efficiency.[112, 113]


The dynamics of base flipping have been most intensively
studied with the M.HhaI cytosine-C5 MTase and the M.EcoRI
adenine-N6 MTase. For M.HhaI it has been shown that base
flipping comprises at least two steps: first, the base is rotated out
of the DNA helix, but not tightly bound by the enzyme and then
it is inserted into the hydrophobic binding pocket of the
enzyme.[116] This result is in good agreement to the general


finding that base flipping is not very specific (see above). Also, in
M.EcoRI, base flipping is a two-step process[111] with very fast rate
constants, of the order of 100 s�1, for the first step.[117]


The mechanism of base flipping is particularly enlightened by
the structure of a complex of the M.HhaI MTase with a substrate
containing an abasic nucleotide at the target position.[118] Even in
this case the sugar moiety is flipped out of its normal position
and located outside of the DNA helix, in a very similar manner to
that observed if a base is present. In the light of this result,
™nucleotide flipping∫ would be a more appropriate designation
for the phenomenon. It shows that no interaction between the
flipped base and the enzyme is required for base flipping. Since
the conformational adaptations that lead to a stabilization of the
orphan base in the DNA are different in all the MTase structures,
the ™relaxation∫ of the complex structure after nucleotide
rotation is also not likely to play a vital role in the process. This
presumption has been verified in part for M.HhaI, where it has
been shown that Gln237, the amino acid residue that is inserted
into the DNA to fill the place of the flipped cytosine and that
forms all contacts to the partner guanine, can be replaced by
other residues with moderate loss of activity.[119] So, it is most
likely that contacts of the enzyme to the phosphodiester groups
on either side of the flipped nucleotide are involved in base
flipping.[52] During base flipping, the phosphodiester groups are
rotated and the distance between them must be transiently
increased. Both of these processes could be induced or
supported by contacts of the enzyme to the nonbridging
oxygen atoms which do not necessarily have to persist in the
final conformation where ™back-rotation∫ is prevented by the
structural adaptations of the complex. Interaction of the enzyme
with the phosphodiester groups flanking the flipped base could
also serve to synchronize nucleotide rotation and conforma-
tional changes of the protein.


3. The Role of DNA Methylation in Eukaryotes


3.1. DNA methylation in higher eukaryotes


In higher eukaryotes DNA methylation is the only known
covalent modification of the DNA. It has a plethora of important
different functions and many biological processes including
human diseases are influenced by DNA methylation. So far, in
metazoa only cytosine-C5 methylation has been found in DNA;
this methylation mainly occurs at CG sequences, about 60 ±90%
of which are modified in mammals (corresponding to 3 ± 8% of
all cytosine residues). Thereby, a pattern of modified and
unmodified CG sites is created. Thus, unlike the case in
prokaryotes where the DNA sequence alone determines the
site of methylation, in eukaryotes a pattern of modified and
nonmodified recognition sites exists (Figure 3). Since methyla-
tion takes place in both DNA strands at palindromic sites, DNA
replication transforms the pattern of unmodified and fully
methylated sites into a pattern comprising unmodified and
hemimethylated CG sites. Therefore, after DNA replication the
information encoded in the pattern of DNA methylation is still
available and the initial pattern of methylation can be reestab-
lished by a maintenance MTase that specifically modifies hemi-
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Figure 3. Dynamics of DNA methylation in mammals. Unmethylated CG sites
are indicated by gray boxes. Fully methylated CG sites are colored black, with the
methyl groups are represented by two small, black rectangles. Hemimethylated
CG sites are colored gray and black and carry only one black rectangle.


methylated but not unmethylated target sites. Therefore, the
pattern of DNA methylation is stable over cell divisions and
somatically inherited (occasionally even through the germ line).
Nevertheless, it can be edited, either by de novo methylation or
by demethylation, which makes DNA methylation a unique way
to encode information in a stable but reversible manner. Given
these properties, DNA methylation is ideally suited to control
processes like cellular differentiation or development.
Certainly, DNA methylation is a central mechanism in epige-


netic inheritance (that is, transmission of inheritable information
not encoded in the DNA sequence). Epigenetics is a rapidly
developing field with a great impact on gene regulation,
development, and important therapeutic perspectives[120] . Other
epigenetic mechanisms include covalent modifications of the
histone proteins (like acetylation, methylation, and phosphor-
ylation) which influence the accessibility of the chromatin and
gene expression[121] and the expression of noncoding RNA
molecules that lead to specific gene silencing.[122] Although the
detailed relation of DNA methylation, silencing by noncoding
RNAs, and histone modification is not entirely clear, evidence is
accumulating that these processes are interdependent and act
in a synergistic fashion.[123±128] However, DNA methylation, so far,
is the only epigenetic process whose mechanism of inheritance
(maintenance methylation) is understood at a molecular level.
Currently, it is unknown how the pattern of DNA methylation


is generated and edited by a combination of specific de novo
methylation and demethylation. In principle, there are four
alternative mechanisms which do not exclude each other: 1) The
MTases and demethylases could have an intrinsic specificity for
certain target regions, as is the rule for prokaryotic DNA MTases.
However, so far there is no evidence in favor of such a
mechanism being available. 2) The MTases and demethylases
could be directed by other proteins to the sites of methylation
and demethylation. This model is supported by the observation
that all active DNA MTases known in mammals have large
N-terminal regions that interact with other proteins and are
involved in targeting the enzymes to certain cellular locations
(see below). 3) Binding of other proteins could protect regions of
the DNA from de novo methylation or demethylation, a model
that is also supported by convincing experimental evi-


dence.[129±132] 4) The accessibility of the chromatin might control
which regions of the DNA are subject to methylation or
demethylation. This model is supported by the general relation
between DNA methylation and chromatin remodeling. More-
over, chromatin boundary elements which restrict methylation
and demethylation to certain domains of the DNA have recently
been identified.[133]


Unlike in mammals, DNA methylation in plants is also
observed at CNG sites (where N is any base), a fact that suggests
the presence of two independent codes of DNA methylation in
this kingdom of life.[134] It has been shown recently, that CNG
methylation, like CG methylation (see below), serves to repress
gene expression.[135] Methylation of non-CG (and non-CNG)
sequences has also been observed in mammals, in particular in
early phases of development (see ref. [136], and references cited
therein). The biological relevance of this type of methylation,
which does not have a straightforward mechanism of main-
tenance as it does not occur at palindromic sites, is not known
yet. Finally, very recently evidence for methylation of CCWGG
sites (where W is A or T) in human DNA has been reported (see
ref. [137] , and references cited therein).


3.2. DNA demethylation


In mammals the pattern of DNA methylation is set not only by
DNA MTases but also by DNA demethylation.[138±140] In this
process 5-methylcytosine is converted back into cytosine.
Demethylation occurs if a second round of DNA replication
takes place before maintenance methylation has been completed
(passive demethylation). In this case one of the daughter strands
is hemimethylated and one is unmethylated. Therefore, passive
demethylation is a rather slow process (5 replication cycles are
required to reduce the methylation level to �5%). In contrast to
this, in active demethylation the removal of 5-methylcytosine is
initiated by a demethylase enzyme. So far, only one active
mechanism of DNA demethylation has been established bio-
chemically. In this mechanism the methylated base is excised by
a glycosidase and the resulting lesion is repaired by the cellular
repair machinery. However, the observation of a genome-wide
demethylation within hours that is not accompanied by large
amounts of DNA replication and repair[141] suggests that it is also
possible to convert methylcytosine directly into cytosine,
although breaking a C�C bond is energetically difficult. This
process could follow a mechanism that resembles the methyl-
ation reaction itself and would be initiated by a nucleophilic
attack of the enzyme on the C6 position of the 5-methylcytosine
and formation of a covalent enzyme±DNA intermediate.[142]


Alternatively, an oxidative mechanism appears possible, that
would finally release the methyl group as carbon dioxide.


3.3. Dynamics of the DNA methylation pattern in mammals


During the development of mammals DNA methylation and
demethylation are orchestrated to achieve major changes in the
methylation pattern.[143] The DNA is methylated in oocytes and
sperms. After fertilization, before the onset of the first cleavage
divisions, the paternal DNA is rapidly demethylated by an active
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mechanism within hours. The maternal genome is also demeth-
ylated but by a passive mechanism during the first cleavage
divisions, because Dnmt1 is excluded from the nucleus in this
period. Despite an almost complete demethylation of large parts
of the genome the imprint is maintained even during this phase,
which requires the presence of Dnmt1o, an oocyte specific
isoform of Dnmt1.[144] Later in embryogenesis, remethylation by
de novo methylation of DNA occurs. In this phase, high
expression levels of the Dnmt3a and 3b de novo MTases are
observed. In germ cell development a similar reprogramming
(almost complete demethylation followed by remethylation)
takes place which erases the original and sets a new, sex-specific
imprint on the DNA.


3.4. Deamination of 5-methylcytosine and CG islands


The presence of 5-methylcytosine in the DNA of higher
eukaryotes has the important disadvantage that it is potentially
mutagenic, because it promotes deamination of cytosine to
uracil.[145] Hydrolytic deamination of cytosine residues in double-
stranded DNA occurs at a relatively slow rate with a half life of
about 30,000 years. It is initiated by a hydroxy ion attack on the
C4 position in a cytosine base that is protonated at the N3
position. 5-methylcytosines are deaminated 2 ±4 times more
rapidly than cytosines.[146, 147] The rate of deamination of cytosine
and 5-methylcytosine residues can be accelerated by DNA
C-MTases, in particular at low AdoMet concentrations.[148±151] This
is understandable in the light of the mechanism of DNA MTases,
which rotate the target base out of the DNA helix such that it
becomes more accessible and protonate the extrahelical cyto-
sine at the N3 position. However, similar enzyme-catalyzed
deamination reactions are not observed with the human enzyme
Dnmt1.[152] If this difference is due to the different assay systems
used in the various reports or if it reflects a special property of
the Dnmt1 enzyme remains to be seen.
The mutational damage of deamination of 5-methylcytosine is


augmented by the lower repair efficiency of T/G mismatches
(arising from deamination of 5-methylcytosine) as compared to
U/G mismatches (arising from deamination of unmethylated
cytosine). Uracil is a nonnatural base in DNA and is efficiently
recognized and excised by the repair enzyme uracil-DNA
glycosylase.[153] In contrast, thymidine is a natural component
of DNA that cannot be repaired by a global mechanism.
However, at least two repair enzymes exist for T/G mismatches
in a CG context: one mismatch specific thymine glycosylase[154]


and the 5-methylcytosine binding protein MBD4.[155] Despite
these repair systems, methylation-mediated mutagenesis events
apparently had a strong influence on the genome of vertebrates,
because most CG sequences have been removed from the
genome during evolution. In mammals, CG dinucleotides are 5 ±
10 fold underrepresented with respect to their expected normal
frequency. No CG depletion is observed in CG islands, which are
found in the promotor regions of about 60% of all genes
including most housekeeping genes and 40% of the tissue-
specific genes.[156] The CG sequences in CG islands are not
methylated in normal cells and in the germ line.[157±159]


Deamination of 5-methylcytosine is also a predominant cause
of mutations observed in somatic tissues. For example, meth-
ylated CG dinucleotides are the single most important muta-
tional target in the p53 tumor-suppressor gene,[160] which is
affected in approximately 50% of all human cancers. Given this
mutational burden, the fact that DNA methylation is still
observed in most animals, plants, and fungi indicates that it
must play important biological roles.


3.5. The functions of DNA methylation in higher eukaryotes


Methylation of CG sites is involved in gene regulation, with
methylation of CG sites in the promotor regions of genes usually
leading to a reduction of gene expression.[161, 162] Repression of
gene expression occurs at three levels of control : 1) Several
transcription factors, like AP-2, c-Myc/Myn, E2F, and NF�B, are
not able to bind to methylated target sites. 2) DNA methylation
recruits 5-methylcytosine binding proteins that act as repressors
of gene transcription. 3) DNA methylation triggers histone
deacetylation and thereby induces chromatin condensation
which leads to a strong and stable repression of gene expression.
Therefore, DNA methylation is a general tool for gene regulation
that can be considered as an evolutionary device involved in
many different biological functions.[11] In mammals, genomic
imprinting and X-chromosome inactivation are mediated by
DNAmethylation, as described in detail in the following sections.
However, these are specialized processes that, in this form, are
characteristic for mammals. Therefore, these functions cannot
explain the almost ubiquitous occurrence of DNA methylation in
biology. Three other models on the general function of DNA
methylation have been put forward: It has been suggested that
DNA methylation contributes to the protection of the genome
against selfish genetic elements, that it is involved in devel-
opmental processes, or that it is a tool to reduce transcriptional
noise in organisms with a complex genome. All three models
agree that DNA methylation serves as a general mechanism for
gene repression. However, they attribute different main func-
tions to this process: in the noise-reduction model general gene
repression itself is the main function of DNA methylation, in the
genome-protection model silencing of selfish genetic elements
by methylation is considered the main function of methylation,
and in the development model gene and cell type specific
methylation and demethylation of promotor regions is the most
important function of DNA methylation.


3.5.1. DNA methylation and genomic imprinting


In mammals, a small number of genes (�50) carry an imprint,
that allows the paternal and maternal copies of these genes to
be distinguished. Imprinted genes are only expressed from one
chromosome, for example, only the maternal copy of H19 and
only the paternal copy of Igf2 are active.[163, 164] The involvement
of DNA methylation in imprinting is shown by several observa-
tions: differences in the pattern of methylation of imprinted
genes are observed in many cases, Dnmt1 knock-out mice which
show a strongly reduced level of DNAmethylation have lost their
imprint,[165] and imprinting in plants also requires DNA methyl-
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ation.[166] The mechanism of imprinting of the H19/Igf2 pair has
recently been determined: it involves one enhancer whose effect
is directed to the nearby H19 in the maternal genome. Its
influence on the Igf2 gene is prevented by binding of the CTCF
protein between the enhancer and the gene; CTCF functions as a
chromatin boundary element. In the paternal genome, the H19
promotor sequence and the CTCF binding site are methylated
and thereby inactivated. Under these conditions, CTCF does not
bind and the enhancer acts on the Ifg2 gene.[167±169] The imprint is
transmitted as a certain pattern of methylation of imprinted
genes which is set in the gonads during spermatogenesis and
oogenesis. After fertilization the imprint persists in the somatic
cells for the whole life of the individual. In contrast, in the germ
cells the imprint must be erased and reset, because the new
imprint depends on the sex of the individual. So, the paternal
and maternal copies of imprinted genes will obtain a female
imprint in oocytes and a male imprint in sperms. Therefore, this
process depends on both characteristic features of DNA
methylation: stable and inheritable silencing of genes and the
possibility to alter the encoded information if required.


3.5.2. DNA methylation and X-chromosome inactivation


In mammals, females carry two X chromosomes while males
have only one. Therefore, dose compensation is required for the
genes encoded on the X chromosome. To this end, one X
chromosome is inactivated in a process that involves specific
expression of the Xist RNA from the inactivated chromosome, as
well as dense methylation and histone deacetylation of the
inactivated chromosome.[170, 171] All these processes act syner-
gistically to ensure the extreme stability of the inactive state,[124]


but it is known that DNA methylation is required for X-chromo-
some inactivation[172, 173] and it has been shown that mouse
embryos deficient in Dnmt1 do not show stable maintenance of
X-chromosome inactivation.[174] The initial choice of which X
chromosome is inactivated is made in early embryogenesis. In
embryonic tissues one chromosome is selected for inactivation
in a random fashion whereas in extraembryogenic tissues the
paternal chromosome is always chosen for inactivation. There-
fore, X-chromosome inactivation is also an example of parental
imprinting. Interestingly, X-chromosome inactivation, like im-
printing, depends on the CTCF repressor protein that detects the
methylation state of the DNA.[268, 269]


3.5.3. DNA methylation and protection from selfish genetic
elements


The human genome is challenged by different types of selfish
genetic elements, like transposons, retrotransposons, and virus-
es. Surprisingly �40% of our genome is made of such selfish
DNA.[175] Since a random integration of transposable elements
into the genome is an important source for mutations,
prevention of transposon mobility by transcriptional silencing
of these sequences is crucial for life. It has been suggested that
DNA methylation is involved in protection of the genome
against genetic parasites.[176] Today, a role of DNA methylation in
genome protection is beyond reasonable doubt: transposons


and other repetitive DNA sequences are usually relatively rich in
CG sequences and heavily methylated[175] and an increase in
transcription of transposons is observed in Dnmt1 knock-out
embryonic stem cells[177] and cell lines.[178] These cells also show
an elevated rate of mutations involving gene rearrange-
ments.[179] Similar observations were made in plants where
reduction of DNA methylation leads to the expression and
mobilization of transposons.[180] Moreover, the function of DNA
methylation in the fungus Ascobulus immersus is also to protect
the genome against foreign DNA in a process called MIP
(methylation induced premitotically).[181]


However, other mechanisms also serve to protect the genome
against parasitic DNA. One such mechanism is RNA interfer-
ence.[122, 182] At least in plants, RNA interference appears to be
connected to DNA methylation,[183±185] a fact suggesting the
presence of a programmable DNA methyltransferase which so
far has not been identified. However, RNA interference is also
observed in Saccharomyces cerevisiae and Caenorhabditis ele-
gans, which do not methylate DNA. Thus, at least in these
species, methods for genome protection exist that are inde-
pendent of DNA methylation. In other species, genome protec-
tion is unlikely to be a function of DNA methylation because
invertebrates, insects, and many fungi do not show the dense,
genome-wide methylation that is required for genome protec-
tion, and it has been shown that repetitive DNA is not
methylated in Chiona intestinalis, an invertebrate chordate.[186]


Thus, whereas it is beyond doubt that DNA methylation
contributes to genome protection in many species including
mammals and plants, it is unlikely that this is the only function of
DNA methylation.


3.5.4. DNA methylation and the reduction of transcriptional
noise


It has been proposed that DNA methylation serves to reduce
transcriptional noise in organisms with complex genomes.[187]


This model is supported by the findings that in mammals most
CG sequences are methylated and therefore the default
expression status of most genes is ™off∫. In apparent agreement
to this model, in Dnmt1 (and p53) knock-out cell lines the
expression of 4 ± 10% of the detectable genes is induced, while
only 1 ± 2% are repressed;[178] this, of course, does not rule out a
specific role of DNA methylation and demethylation during
development.
However the noise-reduction model is based on older


estimates of the number of genes in different species, which
recently have been revised considerably. According to the results
of the genome-sequencing projects, the number of genes in
C. elegans (19000) and Drosophila melanogaster (13000) is not
dramatically lower than in Arabidopsis thaliana (20000) and
humans (35000 ± 40000). Nevertheless, in humans and A. thali-
ana most of the CG sequences are methylated (in A. thaliana,
CNG sequences are also modified) but C. elegans does not have
DNA methylation and D. melanogaster does not carry genome-
wide methylation, although some methylcytosine is pres-
ent.[188, 189] Although the best way to measure the ™complexity∫
of a genome may be disputable, the question arises of whether a
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two± threefold increase in the total number of genes when
comparing C. elegans and humans makes an additional level of
gene control–with all its disadvantages (see above)–necessary.


3.5.5. DNA methylation and development


It was suggested more than 25 years ago that DNA methylation
as an inheritable but flexible epigenic mark is involved in
development.[190, 191] Although this is still under debate,[12] there
now is firm evidence from in vivo and knock-out studies in
different species that DNA methylation is involved in gene
silencing during development. Dnmt1 and Dnmt3b knock-out
mice die during early embryogenesis, Dnmt3a knock-out mice
are runted and die shortly after birth.[192, 193] It is interesting that
Dnmt1 knock-out embryonic stem cells are viable despite a
reduced level of methylation but die after induction of differ-
entiation,[178, 192] a fact which also supports a role of DNA
methylation in development. Xenopus laevis eggs depleted in
Dnmt1 show disregulation of gene expression and premature
activation of genes.[194] In zebra fish DNA methylation is required
during gastrulation and somite patterning.[195]


Recently, evidence has been provided that protein binding
protects the DNA from de novo methylation.[131, 132] This result
suggests that DNA methylation could be a tool to freeze the
transcriptional state of a cell for the future and transmit it to
following cell generations. In agreement with this model, it has
been shown that demethylation of DNA is involved in the
activation of the M-lysozyme gene during differentiation of
murine macrophage cells[196, 197] and the liver specific tyrosine
aminotransferase (Tat) gene.[198] The Tat gene is selectively
activated in response to the release of glucocorticoid hormones
before birth. After the glucocorticoid stimulus, a rapid chromatin
remodeling is observed within minutes and this is followed by
demethylation after 2 ± 3 days. In contrast to the chromatin
remodeling, the demethylation is stable after hormone with-
drawal. Furthermore, demethylation recruits additional tran-
scription factors to the DNA. This result shows that demeth-
ylation serves to memorize a regulatory event during develop-
ment and that it contributes to the fine tuning of gene
expression. An example of the involvement of DNA methylation
in tissue-specific gene expression is the endothelial nitric oxide
synthase. The exclusive expression of this enzyme in the
endothel is accompanied by a selective demethylation of its
promoter region only in endothelial cells (P. A. Marsden, personal
communication). It is likely that many more examples of tissue-
specific alterations of the DNA-methylation pattern will be found
during the genome-wide analyses of the methylation status of
gene promotor regions in different tissues that are currently in
progress.


3.6. DNA methylation and disease


Alterations in the pattern of DNA methylation are frequently
observed in cancerous tissues.[199, 200] Most often a general
hypomethylation of the DNA is accompanied by a hypermeth-
ylation at specific loci. Both of these processes can have cancer-
promoting effects. Hypomethylation leads to genomic instability


often observed in cancer cells and may lead to an activation of
retrotransposons. In addition, the expression of oncogenes may
become stimulated. Hypermethylation is often found in the
promotor regions of tumor-suppressor genes and there it has
the same effect as a mutation in the gene itself. Depending on
the tumor type, epigenetic inactivation of tumor-suppressor
genes can be the predominant method of functional gene loss in
tumor cells. It should be noticed that methylation defects in
cancer cells, at least in principle, are reversible, which makes DNA
methylation a promising target for a new generation of
anticancer drugs. A genome-wide demethylation is also ob-
served during aging and may contribute to the loss of gene
regulation in aging cells.[201]


Two genetic diseases are due to mutations in proteins related
to DNA methylation.[14] ICF is a rare autosomal, recessive disease
that is associated with immunodeficiency, centromere instability,
and facial abnormalities. It has been shown that mutations in the
dnmt3b gene are responsible for this syndrome. In ICF patients,
the DNA is hypomethylated mainly at the satellite regions 2 and
3 of chromosomes 1, 9, and 16.[193, 202, 203] Moreover, mutations in
the MeCP2 protein cause Rett syndrome, a severe neurological
regression starting 6 ±18 months after birth.[204] MeCP2 specifi-
cally recognizes 5-methylcytosine and thereby is one of the
proteins that read the methylation code and translate it into
biological effects.[205] Rett syndrome is the second most common
genetic disorder among Caucasian females, occurring once
every 10000 ±15000 live births. It is X-chromosome linked and
dominant, such that patients have one mutated and one wild-
type allele. Males having an affected X-chromosome are most
likely not viable.


4. DNA Methyltransferases in Higher
Eukaryotes


The distribution of DNA MTases in different species may also
shed light on the function of DNA methylation. While the
unicellular fungus S. cerevisiae does not have DNA methylation,
other multicellular fungi do have it (Neurospora crassa, Ascobulus
immersus). DNA methylation is found in some insects, but the
amount of methylation and the number of enzymes involved in
methylation is quite low. (D. melanogaster contains only one
putatitve cytosine-C5 MTase and the amount of 5-methylcyto-
sine is about tenfold lower than in mammals.) Evidence for DNA
methylation also exists for several other insects (see ref. [188] ,
and references cited therein) and at least one annelid.[207] Higher
levels of CG methylation and homologues of the Dnmt1
maintenance MTase are found in the deuterostomia branch of
Coelomatae, including Paracentrotus lividus (sea urchin), Danio
rerio (zebra fish), Xenopus laevis (claw frog), and mammals. In
vertebrates, a genome-wide methylation is observed, whereas in
invertebrates the genomes are predominantly unmodified with
a minor fraction of methylated DNA.[208] In contrast to all these
examples, the nematode C. elegans does not have any DNA
methylation. So far, this is the only case of a multicellular
organism clearly devoid of DNA methylation. Interestingly,
nematodes have a strictly deterministic way of development
where the fate of each cell is genetically determined. In contrast
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most animals follow a flexible way of ontogenesis that is
characterized by a position-dependent development of cells and
capabilities of regeneration. It is noticable that nematodes show
this unusual way of development and that they have renounced
DNA methylation, which is an important tool for development in
other species. Perhaps, DNA methylation is required for flexible
development as an epigenetic device for cell programming but
it is dispensable for a deterministic development.


4.1. Mammalian DNA MTases


So far, three active DNA MTases (Dnmt1, Dnmt3a, and Dnmt3b)
and one candidate protein (Dnmt2) have been identified in
mammals (Table 1, Figure 4). The properties of these enzymes are
reviewed in the next sections.


4.1.1. Dnmt1


Dnmt1 is a very large protein which comprises 1620 amino acid
residues (Table 1, Figure 4). In vivo, alternative start codons as
well as different splicing isoforms have been described.[209±212]


The Dnmt1b isoform carries 48 additional amino acid residues in
the very N-terminal part of the protein. Its methylation activity is
similar to that of the previously described form of Dnmt1 in
vitro.[211, 212] An oocyte-specific form of Dnmt1 (Dnmt1o) lacks
about 150 amino acid residues at the N terminus. It is also active
in vivo and in vitro.[209, 210] This isoform has been implicated in the
maintenance of the parental imprint during the first cleavage
divisions, where a global demethylation occurs.[144]


The C-terminal part of Dnmt1 forms the catalytic domain and
contains all the amino acid sequence motifs characteristic for
prokaryotic DNA cytosine-C5 MTases (Figure 4).[213, 214] The N-ter-
minal part of the enzyme contains a nuclear localization signal[1]


and a region that directs the enzyme to replication foci.[215]


Within this region a major phosphorylation site of Dnmt1 has
been identified.[216] Furthermore, the N-terminal part of Dnmt1
contains a zinc-binding domain[217, 218] of the CXXC zinc-finger
type. This region contains eight conserved cysteine residues and


binds to zinc.[218] Similar sequences are observed in other
proteins that bind to 5-methylcytosine and HRX-related tran-
scription factors. The N-terminal part of Dnmt1 also contains a
region homologous to the polybromo-1 protein from chicken[1]


which is built up of two BAH domains. It might be involved in
protein ±protein interactions. In Dnmt1, it is also implicated in
directing the enzyme to replication foci.[219] The N-terminal part
of Dnmt1 has been shown to interact with several other proteins,
like PCNA,[220] the transcriptional co-repressor DMAP1,[221] the
histone deacetylases HDAC1[222, 223] and HDAC2,[221] and the
transcription factor E2F1,[223] as well as the Rb tumor-suppressor
protein.[223] Thus, it appears that the N-terminal part of Dnmt1
serves as a platform for assembly of various proteins involved in
chromatin condensation and gene regulation. However, it
should be noticed that so far it has not been shown in any of
these cases that these interactions have a role in vivo what-
soever.
Dnmt1 shows a significant preference for hemimethylated


DNA,[224±228] a fact suggesting a role for the enzyme in
maintenance methylation in vivo (Figure 5). Dnmt1 knock-out
embryonic stem cells and mice show a strongly reduced level of


Figure 5. Specificity of Dnmt1. Catalytic activities are determined with duplex
oligonucleotide substrates containing one hemimethylated CG site, one un-
methylated CG site, or no CG sites at all (data were taken from ref. [228]).


DNA methylation but cells still display de novo MTase activity.[192]


The Dnmt1 knock-out animals show a recessive, lethal pheno-
type; embryos were stunted, delayed in development, and did
not survive past mid-gestation. In contrast, Dnmt1 knock-out


Figure 4. Schematic drawing of the primary structures and domain arrangement of Dnmt1, Dnmt2, Dnmt3a, and Dnmt3b. The scale bar (bottom right) indicates the
length corresponding to 200 amino acid residues.
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embryonic stem cells lines are viable, despite the reduced level
of DNA methylation. Several observations indicate that Dnmt1
also participates in cell cycle control in mammals. It has been
observed that Dnmt1 is involved in the Jun/Fos signal trans-
duction pathway as a downstream effector.[229] Moreover,
depletion of cells from Dnmt1 leads to p53-driven apopto-
sis[178, 230] and to inhibition of DNA replication.[231] If these effects
are due to demethylation of the DNA or if Dnmt1 has additional
functions in the cell that do not depend on its catalytic activity is
not yet known.
The catalytic domain of Dnmt1 is under tight allosteric control


by the N-terminal part of the enzyme, as shown by the
observations that the isolated catalytic domain does not
methylate DNA in vivo or in vitro.[228, 232, 233] Interestingly, Dnmt1
is allosterically activated to methylate unmodified target sites by
binding to methylated DNA.[228, 234, 235] Binding of methylated
DNA occurs within the N-terminal part of the enzyme, most likely
to the zinc domain, which forms a direct protein ±protein
contact to the catalytic domain of the enzyme.[228] After allosteric
stimulation, Dnmt1 has a similar activity on unmethylated and
hemimethylated DNA, which suggests that this enzyme could
also have a role in de novo methylation of DNA (Figure 6). The
allosteric activation mechanism of Dnmt1 makes DNA methyl-
ation behave in an all-or-none fashion, because some methyl-
ation will always attract more methylation. This explains the
observation that methylation tends to spread from heavily
methylated regions of the DNA into neighboring unmethylated
regions (spreading of methylation[236] ). After extensive spread-
ing, only completely unmethylated and fully methylated regions
of the DNA that are separated by chromatin boundary elements
coexist.[133] This all-or-none behavior might increase the efficien-
cy of switching on and off gene expression by DNA methylation.


4.1.2. Dnmt2


Dnmt2 belongs to a large family of proteins conserved from
Schizosaccharomyces pombe to man.[237, 238] The Dnmt2 enzymes
are relatively small (the mouse enzyme comprises 391 amino
acid residues) and resemble prokaryotic MTases in that they do
not have a large non-MTase N-terminal domain (Table 1, Fig-
ure 4). These proteins contain all the sequence motifs character-
istic for cytosine-C5 MTases. However, catalytic activity has not
yet been shown for any protein belonging to this family[238, 239]


and a knock-out of Dnmt2 in embryonic stem cells does not
show a phenotype.[240] In accordance with the sequence
homology of Dnmt2 to prokaryotic MTases, the structure of
this protein in complex with AdoHcy strongly resembles that
of the M.HhaI enzyme (both structures can be superimposed
with a root mean square deviation of �1 ä for the C�


positions).[239] Interestingly, Dnmt2 was found to interact with
DNA in a denaturant-resistant, most likely covalent manner;
Dnmt2 ±DNA complexes could not be disrupted in sodium
dodecylsulfate polyacrylamide gel electrophoresis (SDS-
PAGE).[239] However, it is not known if irreversible binding to
DNA also occurs in vivo or if it only takes place in vitro, because
the enzyme is not able to complete a catalytic cycle of DNA
methylation such that the covalent intermediate is trapped. A
role of Dnmt2 in one of the methylation dependent processes in
the cell can only be excluded by generation of a Dnmt2 knock-
out mouse strain and careful investigation of the animals over
several generations. In any case, Dnmt2 is the first MTase-like
protein from higher eukaryotes whose structure has been
solved.


S. pombe contains a gene (pmt1) for a Dnmt2 homologue that,
like the other Dnmt2 proteins, is inactive in vitro.[241] However,
the Pmt1 protein could be transformed into an active DNA
MTase that modified DNA at CCWGG sequences in vitro by just
one mutation.[242] This result, which certainly needs further
validation, suggests that other Dnmt2 proteins also might
recognize CCWGG sequences.


4.1.3. Dnmt3a and Dnmt3b


The Dnmt3 MTases were discovered in 1998.[243] Dnmt3a and 3b
are heavily expressed in embryonic tissues, whereas only low
expression is observed in differentiated cells.[243, 244] The gene
products from mice comprise 908 and 859 amino acid residues,
respectively, and share 36% amino acid sequence identity with
each other (�80% in the C-terminal part of the proteins; Table 1,
Figure 4). There are several alternative splice variants of
Dnmt3b,[243] two of which are active, one is not.[245] The Dnmt3a
and 3b enzymes contain a cysteine-rich region that is similar to
the ATRX zinc-finger. Moreover, they contain a PWWP domain
which occurs in proteins that play a role in cell growth and
differentiation. The structure of the PWWP domain from Dnmt3b
has been solved and it has been shown that this domain


interacts with DNA.[270] The ATRX domain of Dnmt3a
associates with the histone deacetylase HDAC1.[246]


Moreover, Dnmt3a interacts with RP58, a DNA-binding
transcriptional repressor protein found at transcription-
ally silent heterochromatin.[246] Mutations in human
Dnmt3b cause ICF, a severe, hereditary dis-
ease.[193, 202, 203] In ICF patients, hypomethylation of the
DNA is observed at the classical satellite regions 2 and 3
of chromosomes 1, 9 and, 16, a fact suggesting that
Dnmt3b is involved in the methylation of these
regions.[193, 202, 203] Transgenic mice lacking Dnmt3a and
Dnmt3b, singly and in combination, are hypomethylated
and die in the embryonic stages (Dnmt3a�/�/Dnmt3b�/�,
Dnmt3b�/�) or shortly after birth (Dnmt3a�/�) ; this


Figure 6. Model of functional cooperation of Dnmt3a and Dnmt1 in de novo methylation of
DNA. This model is based on two central observations: 1) Dnmt3a does not modify DNA in a
processive reaction, which makes a fast methylation of one domain of the DNA by this enzyme
difficult, and 2) Dnmt1 is stimulated by binding to methylated DNA. M�methyl group.
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indicates the critical role of these enzymes during develop-
ment.[193] The observation that the phenotype of a double knock-
out is more severe than any of the single knock-outs suggests
that Dnmt3a and 3b have partially overlapping functions.
However, both proteins are essential, neither of them can
completely replace the other. Therefore, there must be also
distinctive roles for both enzymes. Since in ICF patients and
Dnmt3b knock-out mice demethylation is mainly observed at
satellite 2 and 3 DNA, one role of Dnmt3b might be methylation
of these repetitive parts of the human genome.
Baculovirus-expressed Dnmt3a and Dnmt3b proteins, as well


as E. coli-expressed Dnmt3a, methylate CG dinucleotides without
significant preference for hemimethylated DNA,[206, 243] which
suggests a role of these enzymes in de novo methylation. De
novo methylation of DNA by Dnmt3a and 3b was also
demonstrated in vivo after expression in human cell lines[247]


and by expression of Dnmt3a in transgenic D. melanogaster.[248]


Dnmt3a and 3b have a lower preference for CG sites than Dnmt1
and also methylate DNA at asymmetric non-CG sites (CA�
CC, CT).[136, 206, 245] The biological relevance of this non-CG
methylation is not known so far.
Dnmt3a expressed in E. coli catalyzes the methylation of DNA


in a distributive manner.[206] This result, together with the
observation that Dnmt1 is allosterically activated by binding to
methylated DNA, suggests the interesting model that Dnmt3a
and Dnmt1 might functionally cooperate in de novo methylation
of DNA. In this model, Dnmt3a would be directed toward a
target region of the DNA and introduce one or a few methyl
groups. Then, Dnmt1 might be recruited and spread the
methylation over the whole domain of the DNA (Figure 6).[206, 228]


4.2. Plant DNA MTases


DNA methylation in plants also occurs at CNG sites, leading to
the modification of up to 40% of all cytosine residues (6% in
Arabidopsis thaliana).[134, 249, 250] A much higher number of DNA
MTases are known in plants than in animals (compare, for
example, 11 in A. thaliana with 4 in mice;[134] Table 1). In
A. thaliana four enzymes of the Dnmt1 family, one enzyme of
the Dnmt3 family, one member of the Dnmt2 family, three
members of the family of chromomethylases, and one member
of the masc1 family, an MTase family first identified in the fungus
Ascobulus immersus, are known. Interestingly, the Dnmt3
homologue in A. thaliana contains the conserved motifs of
cytosine-C5 MTases in a different order (a domain-rearranged
methyltransferase or DRM),[251] which suggests a circular permu-
tation of the protein, similar to that observed in prokaryotic
N-MTases.[40, 41] Chromomethylases are only present in plants.
They are characterized by the insertion of a chromodomain
between the conserved motifs II and IV of the DNA MTase.[252]


Chromodomains were first identified in Drosophila proteins
where they direct proteins to the heterochromatin. Chromo-
methylases have been shown to be responsible for methylation
at CNG sites, which only occurs in plants and contributes to
epigenetic gene silencing.[135, 253, 254]


The abundance of DNA MTases in plants, as well as the
presence of at least two independent methylation codes (CG and


CNG), might be related to the fact that plants as sessile
organisms cannot escape from unfavorable environmental
conditions. Therefore, they require a fine adaptation of their
genetic program to the microenvironment at each habitat. It is
clearly favorable if this adaptation can be inherited since most
offspring will seed nearby. However, different adaptations are
required at different locations, such that any change should be
reversible–conditions that are ideally met by epigenetic
changes mediated by DNA methylation. In fact, it is well
documented that DNA methylation is involved in genetically
stable epimutations, that is, inheritable but also reversible
phenotypic changes in plants. For example, methylated alleles of
the A. thaliana SUPERMAN locus in genetic crosses behave like
unstable mutant alleles, with a frequency of spontaneous
reversion of �1%.[255] Different epimutations affect other
morphological traits like leaf structure, time of flowering, or
flower structure.[249, 256, 257]


4.3. DNA MTases in fungi


Fungi typically have low levels of DNA methylation, approx-
imately 1.5% of all cytosine residues are modified in Neurospora
crassa[258] and 0.25% in Aspergillus flavus.[259] In fungi methylation
is restricted mostly to transposons and other repeats.[250] In some
species like S. cerevisiae and S. pombe, DNA methylation is not
detectable at all. Nevertheless, S. pombe contains a gene for a
Dnmt2 homologue (Pmt1) that could be activated by a single
mutation (see above).[242] This result suggests that the endog-
enous protein also might have some catalytic activity that
escaped detection in vitro. Then, S. pombe might contain some
5-methylcytosine, perhaps only at certain developmental stages.
In Neurospora crassa, DNA methylation is involved in a process
called repeat induced point mutation (RIP) that serves to silence
foreign DNA. In this organism a high de novo methylation
activity is detectable.[260] Methylation in N. crassa is due to only
one MTase, the dim-2 enzyme.[261] The enzymology of fungal
DNA MTases is also well investigated in A. immersus, the first
organism in which the presence of a bona fide de novo DNA
MTase has been shown, the Masc1 enzyme.[262] Masc1 is a short
protein, that lacks the large N-terminal extension typical for
mammalian DNA MTase. It is involved in a methylation-depend-
ent inactivation of repetitive DNA, MIP (methylation induced
premitotically). The enzyme turned out to be catalytically
inactive in vitro and disruption of Masc1 had no effect on
viability of A. immersus and its maintenance methylation but it
did prevent de novo methylation of DNA repeats. Knock-out
cells are arrested at early stages of sexual reproduction, which
indicates that the Masc1 protein is required for this develop-
mental process, a result that again demonstrates that DNA
methylation is involved in development. A second DNA MTase of
A. immersus, Masc2, is a large protein comprising 1356 amino
acid residues. This enzyme is catalytically active in vitro, but a
knock-out did not reveal any phenotype in vivo.[263, 264] Therefore,
an additional DNA MTase responsible for maintenance methyl-
ation must be present in A. immersus.
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5. Future Perspectives


5.1. Prokaryotic MTases


There are numerous interesting open questions regarding the
enzymology and biology of prokaryotic DNA MTases:
� Definitely more structures are needed. Structures of related
MTases with different recognition sites will help to understand
DNA recognition by these enzymes. Structures of MTases in
complex with nonspecific DNA and with specific DNA in an
unflipped state would shed light on the conformational
changes of the enzyme±DNA complex during enzymatic
turnover.


� The physicochemical mechanism of base flipping is not well
understood. Transient interactions, like interactions of the
MTases with the phosphate groups flanking the target, have
to be defined and investigated by experiments.


� Prokaryotic DNA MTases provide a unique tool to study the
molecular evolution of DNA recognition. However, the
available sequence information needs to be complemented
by enzyme±DNA structures of related enzymes with different
recognition sites and by biochemical studies to elucidate the
functional relevance of the contacts between the enzyme and
the DNA.


� Medical applications: Adenine methylation has been shown
to be important for bacteria and in certain cases involved in
pathogenicity. Since, as far as we know, adenine MTases are
not present in mammals, these enzymes could be an
interesting drug target in the future.


5.2. Eukaryotic MTases


Many aspects of the biology of DNA methylation in higher
eukaryotes are still mysterious. In addition, we are only just
beginning to collect information on the enzymology of the
eukaryotic MTases (apart from Dnmt1 which was cloned over
10 years ago and has been well investigated); this is certainly a
prerequisite for a detailed understanding of the whole process of
DNA methylation. Future issues include:
� The mechanism of DNA demethylation in eukaryotes and the
enzymes involved need to be better understood.


� The generation of the pattern of DNA methylation during
embryogenesis is not understood at a molecular level. Also,
we are only just beginning to understand the mechanisms of
directed changes of the pattern of methylation during
development by de novo methylation and demethylation.


� It is still not clear if Dnmt1 has a role in de novo methylation of
DNA in vivo although some evidence suggests this. Moreover,
it has been discussed that it might have roles independent of
its methylation activity. Many interaction partners of Dnmt1
have been found, but so far these interactions have not been
shown to be important for the in vivo function of the enzyme.
Also, the molecular enzymology of the Dnmt3a and 3b
enzymes has to be investigated in much more detail.


� DNA methylation at nonpalindromic sites (non-CG and non-
CNG) is observed in mammals and plants. In mammals,
Dnmt3a is involved in this process. However, the biological
function of this process is still completely unknown. Does it


contribute to gene silencing? Is there a mechanism to
maintain asymmetric methylation?


� Do CG and CNG (and perhaps also CCWGG) represent
independent methylation codes with distinctive biological
functions or are they functionally connected?


� Aberrant DNA methylation is often involved in carcinogenesis
and is also implicated in aging. Since DNA methylation, in
principle, is reversible, the possibility exists to correct errors in
the methylation pattern and thereby revert a pathological
phenotype. In fact, it is possible to inhibit carcinogenesis in
mice and to revert a transformed phenotype in a cell culture
by inhibition of Dnmt1 and reduction of DNA methyla-
tion.[265, 266]


� Understanding the biology of DNA methylation is very
important for cloning experiments, because if mammals are
cloned from a differentiated cell, the methylation pattern
must be reset. It is likely, that methylation errors are causative
to the low yields of cloning of mammals and developmental
abnormalities of cloned embryos.[143, 267]


Work in the authors' laboratory has been supported by the
Deutsche Forschungsgemeinschaft (JE 252/2-3, JE 252/1-2), the
BMBF (BioFuture program), the European Union (BIO4CT980328),
and the Justus-Liebig Universit‰t. It is a pleasure to thank A.
Pingoud for his advice and generous support. Comments and
suggestions on the manuscript by C. Beck, H. Gowher, and A.
Hermann are gratefully acknowledged.


[1] T. H. Bestor, G. L. Verdine, Curr. Opin. Cell Biol. 1994, 6, 380.
[2] X. Cheng, Curr. Opin. Struct. Biol. 1995, 5, 4.
[3] X. Cheng, Annu. Rev. Biophys. Biomol. Struct. 1995, 24, 293.
[4] E. B. Faumann, R. M. Blumenthal, X. Cheng in S-adenosylmethionine-


dependent methyltransferases: Structures and functions (Eds. : X. Cheng,
R. M. Blumenthal), World Scientific Publishing, Singapore, 1999, p. 1.


[5] X. Cheng, R. J. Roberts, Nucleic Acids Res. 2001, 29, 3784.
[6] M. Noyer-Weidner, T. A. Trautner in DNA Methylation: Molecular Biology


and Biological Significance (Eds. : J. P. Jost, H. P. Saluz), Birkhauser, Basel,
1993, p. 40.


[7] D. T. F. Dryden, in S-Adenosylmethionine-dependent Methyltransferases:
Structures and Functions (Eds. : X. Cheng, R. M. Blumenthal), World
Scientific Publishing, Singapore, 1999, p. 283.


[8] T. A. Bickle, D. H. Kruger, Microbiol. Rev. 1993, 57, 434.
[9] R. L. P. Adams, Bioessays 1995, 17, 139.
[10] P. M. Vertino in S-Adenosylmethionine-dependent Methyltransferases:


Structures and Functions (Eds. : X. Cheng, R. M. Blumenthal), World
Scientific Publishing, Singapore, 1999, p. 341.


[11] V. Colot, J. L. Rossignol, Bioessays 1999, 21, 402.
[12] T. H. Bestor, Hum. Mol. Genet. 2000, 9, 2395.
[13] K. D. Robertson, A. P. Wolffe, Nat. Rev. Genet. 2000, 1, 11.
[14] B. Hendrich, Curr. Biol. 2000, 10, R60.
[15] P. A. Jones, D. Takai, Science 2001, 293, 1068.
[16] G. G. Wilson, N. E. Murray, Annu. Rev. Genet. 1991, 25, 585.
[17] J. Heitman in Genetic Engineering (Ed. : J. K. Setlow), Plenum Press, New


York, 1993, p. 57.
[18] R. J. Roberts, S. E. Halford in Nucleases (Eds. : S. M. Linn, R. S. Lloyd, R. J.


Roberts), Cold Spring Harbor Laboratory Press, Cold Spring Harbor,
1993, p. 35.


[19] A. Pingoud, A. Jeltsch, Eur. J. Biochem. 1997, 246, 1.
[20] A. Pingoud, A. Jeltsch, Nucleic Acids Res. 2001, 29, 3705.
[21] R. J. Roberts, D. Macelis, Nucleic Acids Res. 2001, 29, 268.
[22] W. Messer, M. Noyer-Weidner, Cell 1988, 54, 735.
[23] F. Barras, M. G. Marinus, Trends Genet. 1989, 5, 139.
[24] I. Stancheva, T. Koller, J. M. Sogo, EMBO J. 1999, 18, 6542.







DNA Methylation


ChemBioChem 2002, 3, 274 ± 293 291


[25] M. G. Marinus, Annu. Rev. Genet. 1987, 21, 113.
[26] J. L. Campbell, N. Kleckner, Cell 1990, 62, 967.
[27] M. Lu, J. L. Campbell, E. Boye, N. Kleckner, Cell 1994, 77, 413.
[28] S. Goldman, Y. Navon, F. Fish, Microb Pathog. 1987, 2, 327.
[29] W. B. Hale, M. W. van der Woude, B. A. Braaten, D. A. Low, Mol. Genet.


Metab. 1998, 65, 191.
[30] D. M. Heithoff, R. L. Sinsheimer, D. A. Low, M. J. Mahan, Science 1999, 284,


967.
[31] M. Enserink, Science 1999, 284, 883.
[32] F. Garcia-Del Portillo, M. G. Pucciarelli, J. Casadesus, Proc. Natl. Acad. Sci.


USA 1999, 96, 11578.
[33] D. M. Heithoff, R. L. Sinsheimer, D. A. Low, M. J. Mahan, Philos. Trans. R.


Soc. Lond. Ser. B 2000, 355, 633.
[34] C. Bucci, A. Lavitola, P. Salvatore, L. Del Giudice, D. R. Massardo, C. B.


Bruni, P. Alifano, Mol. Cell 1999, 3, 435.
[35] A. Reisenauer, L. S. Kahng, S. McCollum, L. Shapiro, J. Bacteriol. 1999, 181,


5135.
[36] C. Stephens, A. Reisenauer, R. Wright, L. Shapiro, Proc. Natl. Acad. Sci. USA


1996, 93, 1210.
[37] D. C. Wahnon, V. K. Shier, S. J. Benkovic, J. Am. Chem. Soc. 2001, 123, 976.
[38] G. G. Wilson, Methods Enzymol. 1992, 216, 259.
[39] S. Kumar, W. S. Johnson, M. Tomasz, Biochemistry 1993, 32, 1364.
[40] T. Malone, R. M. Blumenthal, X. Cheng, J. Mol. Biol. 1995, 253, 618.
[41] A. Jeltsch, J. Mol. Evol. 1999, 49, 161.
[42] S. Kumar, X. Cheng, S. Klimasauskas, M. Sha, J. Posfai, R. J. Roberts, G. G.


Wilson, Nucleic Acids Res. 1994, 22, 1.
[43] X. Cheng, S. Kumar, J. Posfai, J. W. Pflugrath, R. J. Roberts, Cell 1993, 74,


299.
[44] K. M. Reinisch, L. Chen, G. L. Verdine, W. N. Lipscomb, Cell 1995, 82, 143.
[45] J. Labahn, J. Granzin, G. Schluckebier, D. P. Robinson, W. E. Jack, I.


Schildkraut, W. Saenger, Proc. Natl. Acad. Sci. USA 1994, 91, 10957.
[46] W. Gong, M. O'Gara, R. M. Blumenthal, X. Cheng, Nucleic Acids Res. 1997,


25, 2702.
[47] P. H. Tran, Z. R. Korszun, S. Cerritelli, S. S. Springhorn, S. A. Lacks, Structure


1998, 6, 1563.
[48] R. D. Scavetta, C. B. Thomas, M. A. Walsh, S. Szegedi, A. Joachimiak, R. I.


Gumport, M. E. A. Churchill, Nucleic Acids Res. 2000, 28, 3950.
[49] S. Klimasauskas, S. Kumar, R. J. Roberts, X. Cheng, Cell 1994, 76,


357.
[50] K. Goedecke, M. Pignot, R. S. Goody, A. J. Scheidig, E. Weinhold, Nat.


Struct. Biol. 2001, 8, 121.
[51] R. J. Roberts, Cell 1995, 82, 9.
[52] X. Cheng, R. M. Blumenthal, Structure 1996, 4, 639.
[53] R. S. Lloyd, X. Cheng, Biopolymers 1997, 44, 139.
[54] R. J. Roberts, X. Cheng, Annu. Rev. Biochem. 1998, 67, 181.
[55] M. Roth, S. Helm-Kruse, T. Friedrich, A. Jeltsch, J. Biol. Chem. 1998, 273,


17333.
[56] G. Schluckebier, M. Kozak, N. Bleimling, E. Weinhold, W. Saenger, J. Mol.


Biol. 1997, 265, 56.
[57] M. O'Gara, X. Zhang, R. J. Roberts, X. Cheng, J. Mol. Biol. 1999, 287, 201.
[58] G. M. Adams, R. M. Blumenthal, Biochemistry 1997, 36, 8284.
[59] A. Bergerat, W. Guschlbauer, Nucleic Acids Res. 1990, 18, 4369.
[60] A. Bergerat, W. Guschlbauer, G. V. Fazakerley, Proc. Natl. Acad. Sci. USA


1991, 88, 6394.
[61] E. G. Malygin, A. A. Evdokimov, V. V. Zinoviev, L. G. Ovechkina, W. M.


Lindstrom, N. O. Reich, S. L. Schlagman, S. Hattman, Nucleic Acids Res.
2001, 29, 2361.


[62] D. V. Santi, A. Norment, C. E. Garrett, Proc. Natl. Acad. Sci. USA 1984, 81,
6993.


[63] J. C. Wu, D. V. Santi, J. Biol. Chem. 1987, 262, 4778.
[64] L. Chen, A. M. MacMillan, G. L. Verdine, J. Am. Chem. Soc. 1993, 115, 5318.
[65] M. O'Gara, S. Klimasauskas, R. J. Roberts, X. Cheng, J. Mol. Biol. 1996, 261,


634.
[66] J. C. Wu, D. V. Santi in Biochemistry and Biology of DNA Methylation (Eds. :


G. L. Cantoni, A. Razin, A. R. Liss), Wiley-Liss, New York, 1986, p. 119.
[67] A. L. Pogolotti, A. Ono, R. Subramaniam, D. V. Santi, J. Biol. Chem. 1988,


263, 7461.
[68] A. Jeltsch, F. Christ, M. Fatemi, M. Roth, J. Biol. Chem. 1999, 274, 19538.
[69] A. Jeltsch, Biol. Chem. 2001, 382, 707.
[70] J. M. Bujnicki, M. Radlinska, Nucleic Acids Res. 1999, 27, 4501.
[71] H. Sugisaki, K. Yamamoto, M. Takanami, J. Biol. Chem. 1991, 266, 13952.


[72] D. F. Willcock, D. T. F. Dryden, N. E. Murray, EMBO J. 1994, 13, 3902.
[73] J. B. Guyot, J. Grassi, U. Hahn, W. Guschlbauer, Nucleic Acids Res. 1993, 21,


3183.
[74] H. Kong, C. L. Smith, Nucleic Acids Res. 1997, 25, 3687.
[75] G. Schluckebier, J. Labahn, J. Granzin, W. Saenger, Biol. Chem. 1998, 379,


389.
[76] T. Friedrich, M. Roth, S. Helm-Kruse, A. Jeltsch, Biol. Chem. 1998, 379, 475.
[77] B. Holz, N. Dank, J. E. Eickhoff, G. Lipps, G. Krauss, E. Weinhold, J. Biol.


Chem. 1999, 274, 15066.
[78] A. Jeltsch, M. Roth, T. Friedrich, J. Mol. Biol. 1999, 285, 1121.
[79] D. L. Wong, N. O. Reich, Biochemistry 2000, 39, 15410.
[80] H. Pues, N. Bleimling, B. Holz, J. Wolcke, E. Weinhold, Biochemistry 1999,


38, 1426.
[81] M. Roth, A. Jeltsch, Nucleic Acids Res. 2001, 29, 3137.
[82] D. N. Rao, M. G. P. Page, T. A. Bickle, J. Mol. Biol. 1989, 209, 599.
[83] L. Szilak, A. Der, F. Deak, P. Venetianer, Eur. J. Biochem. 1993, 218, 727.
[84] N. O. Reich, N. Mashhoon, Biochemistry 1991, 30, 2933.
[85] H. Gowher, A. Jeltsch, J. Mol. Biol. 2000, 303, 93.
[86] S. S. Szegedi, N. O. Reich, R. I. Gumport, Nucleic Acids Res. 2000, 28, 3962.
[87] A. A. Evdokimov, V. V. Zinoviev, E. G. Malygin, S. L. Schlagman, S.


Hattman, J. Biol. Chem. 2001, 276, 30.
[88] W. M. Lindstrom, J. Flynn, N. O. Reich, J. Biol. Chem. 2000, 275, 4912.
[89] S. K. Bhattacharya, A. K. Dubey, J. Biol. Chem. 1999, 274, 14743.
[90] S. Urig, H. Gowher, A. Hermann, C. Beck, A. Humeny, A. Jeltsch, 2002,


submitted.
[91] G. Vilkaitis, E. Merkiene, S. Serva, E. Weinhold, S. Klimasauskas, J. Biol.


Chem. 2001, 276, 20924.
[92] G. Nardone, J. George, J. G. Chirikjian, J. Biol. Chem. 1986, 261, 12128.
[93] M. A. Surby, N. O. Reich, Biochemistry 1996, 35, 2201.
[94] P. Renbaum, A. Razin, FEBS Lett. 1992, 313, 243.
[95] A. J. Berdis, I. Lee, J. K. Coward, C. Stephens, R. Wright, L. Shapiro, S. J.


Benkovic, Proc. Natl. Acad. Sci. USA 1998, 95, 2874.
[96] M. A. Surby, N. O. Reich, Biochemistry 1996, 35, 2209.
[97] S. Cal, B. A. Connolly, J. Biol. Chem. 1996, 271, 1008.
[98] R. A. Garcia, C. J. Bustamante, N. O. Reich, Proc. Natl. Acad. Sci. USA 1996,


93, 7618.
[99] A. K. Dubey, S. K. Bhattacharya, Nucleic Acids Res. 1997, 25, 2025.
[100] T. Rasko, C. Finta, A. Kiss, Nucleic Acids Res. 2000, 28, 3083.
[101] S. Cal, B. A. Connolly, J. Biol. Chem. 1997, 272, 490.
[102] Y. V. Reddy, D. N. Rao, J. Mol. Biol. 2000, 298, 597.
[103] A. Jeltsch, T. Friedrich, M. Roth, J. Mol. Biol. 1998, 275, 747.
[104] A. Kiss, G. Posfai, G. Zsurka, T. Rasko, P. Venetianer, Nucleic Acids Res.


2001, 29, 3188.
[105] C. Beck, S. Cranz, M. Solmaz, M. Roth, A. Jeltsch, Biochemistry 2001, 40,


10956.
[106] S. Cerritelli, S. S. Springhorn, S. A. Lacks, Proc. Natl. Acad. Sci. USA 1989,


86, 9223.
[107] N. O. Reich, C. Olsen, F. Osti, J. Murphy, J. Biol. Chem. 1992, 267, 15802.
[108] S. Serva, E. Weinhold, R. J. Roberts, S. Klimasauskas, Nucleic Acids Res.


1998, 26, 3473.
[109] B. W. Allan, N. O. Reich, Biochemistry 1996, 35, 14757.
[110] B. Holz, S. Klimasauskas, S. Serva, E. Weinhold, Nucleic Acids Res. 1998, 26,


1076.
[111] B. W. Allan, J. M. Beechem, W. M. Lindstrom, N. O. Reich, J. Biol. Chem.


1998, 273, 2368.
[112] S. Klimasauskas, R. J. Roberts, Nucleic Acids Res. 1995, 23, 1388.
[113] A. S. Yang, J.-C. Shen, J.-M. Zingg, S. Mi, P. A. Jones, Nucleic Acids Res.


1995, 23, 1380.
[114] D. R. Mernagh, I. A. Taylor, G. G. Kneale, Biochem. J. 1998, 336, 719.
[115] M. O'Gara, J. R. Horton, R. J. Roberts, X. Cheng, Nat. Struct. Biol. 1998, 5,


872.
[116] S. Klimasauskas, T. Szyperski, S. Serva, K. W¸thrich, EMBO J. 1998, 17, 317.
[117] B. W. Allan, N. O. Reich, J. M. Beechem, Biochemistry 1999, 38, 5308.
[118] M. O'Gara, J. R. Horton, R. J. Roberts, X. Cheng, Nature Struct. Biol. 1998,


5, 872.
[119] S. Mi, D. Alonso, R. J. Roberts, Nucleic Acids Res. 1995, 23, 620.
[120] A. P. Wolffe, M. A. Matzke, Science 1999, 286, 481; see also: Science 2001,


293 (5532), pp. 1063 ± 1102, which is completely devoted to epi-
genetics.


[121] T. Jenuwein, C. D. Allis, Science 2001, 293, 1074.
[122] M. Matzke, A. J. Matzke, J. M. Kooter, Science 2001, 293, 1080.







A. Jeltsch


292 ChemBioChem 2002, 3, 274 ±293


[123] P. Chiurazzi, M. G. Pomponi, R. Pietrobono, C. E. Bakker, G. Neri, B. A.
Oostra, Hum. Mol. Genet. 1999, 8, 2317.


[124] G. Csankovszki, A. Nagy, R. Jaenisch, J. Cell. Biol. 2001, 153, 773.
[125] F. Magdinier, A. P. Wolffe, Proc. Natl. Acad. Sci. USA 2001, 98, 4990.
[126] J. R. Dobosy, E. U. Selker, Cell. Mol. Life Sci. 2001, 58, 721.
[127] X. Yang, D. L. Phillips, A. T. Ferguson, W. G. Nelson, J. G. Herman, N. E.


Davidson, Cancer Res. 2001, 61, 7025.
[128] H. Tamaru, E. U. Selker, Nature 2001, 414, 277.
[129] M. Brandeis, D. Frank, I. Keshet, Z. Siegfried, M. Mendelsohn, A. Nemes, V.


Temper, A. Razin, H. Cedar, Nature 1994, 371, 435.
[130] D. Macleod, J. Charlton, J. Mullins, A. P. Bird, Genes Dev. 1994, 8, 2282.
[131] I. G. Lin, C. L. Hsieh, EMBO Rep. 2001, 2, 108.
[132] L. Han, I. G. Lin, C. L. Hsieh, Mol. Cell. Biol. 2001, 21, 3416.
[133] D. S. Millar, C. L. Paul, P. L. Molloy, S. J. Clark, J. Biol. Chem. 2000, 275,


24893.
[134] E. J. Finnegan, K. A. Kovac, Plant Mol. Biol. 2000, 43, 189.
[135] A. M. Lindroth, X. Cao, J. P. Jackson, D. Zilberman, C. M. McCallum, S.


Henikoff, S. E. Jacobsen, Science 2001, 292, 2077.
[136] B. H. Ramsahoye, D. Biniszkiewicz, F. Lyko, V. Clark, A. P. Bird, R. Jaenisch,


Proc. Natl. Acad. Sci. USA 2000, 97, 5237.
[137] M. C. Lorincz, M. Groudine, Proc. Natl. Acad. Sci. USA 2001, 98, 10034.
[138] A. P. Wolffe, P. L. Jones, P. A. Wade, Proc. Natl. Acad. Sci. USA 1999, 96,


5894.
[139] J. P. Jost, E. J. Oakeley, S. Schwarz in S-adenosylmethionine-dependent


methyltransferases: Structures and functions (Eds. : X. Cheng, R. M.
Blumenthal), World Scientific Publishing, Singapore, 1999, p. 373.


[140] C. Kress, H. Thomassin, T. Grange, FEBS Lett. 2001, 494, 135.
[141] J. Oswald, S. Engemann, N. Lane, W. Mayer, A. Olek, R. Fundele, W. Dean,


W. Reik, J. Walter, Curr. Biol. 2000, 10, 475.
[142] H. Cedar, G. L. Verdine, Nature 1999, 397, 568.
[143] W. Reik, W. Dean, J. Walter, Science 2001, 293, 1089.
[144] C. Y. Howell, T. H. Bestor, F. Ding, K. E. Latham, C. Mertineit, J. M. Trasler,


J. R. Chaillet, Cell 2001, 104, 829.
[145] G. P. Pfeifer, M.-S. Tang, M. F. Denissenko in DNA methylation and cancer


(Eds. : P. A. Jones, P. K. Vogt), Springer, New York, 2000, p. 1.
[146] T. Lindahl, Nature 1993, 362, 709.
[147] J. Shen, W. M. I. Rideout, P. A. Jones, Nucleic Acids Res. 1994, 22, 972.
[148] J. Shen, W. M. I. Rideout, P. A. Jones, Cell 1992, 71, 1073.
[149] W. Wyszynski, S. Garbara, A. S. Bhagwat, Proc. Natl. Acad. Sci. USA 1994,


91, 1574.
[150] C. C. Yang, B. K. Baxter, M. D. Topal, Biochemistry 1994, 33, 14918.
[151] M. J. Yebra, A. S. Bhagwat, Biochemistry 1995, 34, 14752.
[152] M. F. Chan, R. van Amerongen, T. Nijjar, E. Cuppen, P. A. Jones, P. W. Laird,


Mol. Cell. Biol. 2001, 21, 7587.
[153] R. D. Wood, M. Mitchell, J. Sgouros, T. Lindahl, Science 2001, 291, 1284.
[154] P. Neddermann, P. Gallinari, T. Lettieri, D. Schmid, O. Truong, J. J. Hsuan,


K. Wiebauer, J. Jiricny, J. Biol. Chem. 1996, 271, 12767.
[155] S. Tweedie, H.-H. Ng, A. L. Barlow, B. M. Turner, B. Hendrich, A. Bird, Nat.


Genet. 1999, 23, 389.
[156] S. H. Cross, J. A. Charlton, X. Nan, A. P. Bird, Nat. Genet. 1994, 6, 236.
[157] A. Bird, M. Taggart, M. Frommer, O. J. Miller, D. Macleod, Cell 1985, 40, 91.
[158] A. Bird, Cell 1992, 70, 5.
[159] D. F. Schorderet, S. M. Gartler, Proc. Natl. Acad. Sci. USA 1992, 89, 957.
[160] P. W. Laird, R. Jaenisch, Annu. Rev. Genet. 1996, 30, 441.
[161] S. U. Kass, D. Pruss, A. P. Wolffe, Trends Genet. 1997, 13, 444.
[162] Z. Siegfried, H. Cedar, Curr. Biol. 1997, 7, R305.
[163] S. M. Tilghman, Cell 1999, 96, 185.
[164] W. Reik, J. Walter, Nat. Rev. Genet. 2001, 2, 21.
[165] E. Li, C. Beard, R. Jaenisch, Nature 1993, 366, 362.
[166] M. D. Adams et al. , Science 2000, 287, 2185.
[167] W. Reik, A. Murrell, Nature 2000, 405, 408.
[168] A. C. Bell, G. Felsenfeld, Nature 2000, 405, 482.
[169] A. T. Hark, C. J. Schoenherr, D. J. Katz, R. S. Ingram, J. M. Levorse, S. M.


Tilghman, Nature 2000, 405, 486.
[170] P. Avner, E. Heard, Nat. Rev. Genet. 2001, 2, 59.
[171] Y. K. Kang, D. B. Koo, J. S. Park, Y. H. Choi, A. S. Chung, K. K. Lee, Y. M. Han,


Nat. Genet. 2001, 28, 173.
[172] C. Beard, E. Li, R. Jaenisch, Genes Dev. 1995, 9, 2325.
[173] B. Panning, R. Jaenisch, Genes Dev. 1996, 10, 1991.
[174] T. Sado, M. H. Fenner, S. S. Tan, P. Tam, T. Shioda, E. Li, Dev. Biol. (Orlando,


FL, USA) 2000, 225, 294.


[175] A. F. Smit, Curr. Opin. Genet. Dev. 1999, 9, 657.
[176] J. A. Yoder, C. P. Walsh, T. H. Bestor, Trends Genet. 1997, 13, 335.
[177] C. P. Walsh, J. R. Chaillet, T. H. Bestor, Nat. Genet. 1998, 20, 116.
[178] L. Jackson-Grusby, C. Beard, R. Possemato, M. Tudor, D. Fambrough, G.


Csankovszki, J. Dausman, P. Lee, C. Wilson, E. Lander, R. Jaenisch, Nat.
Genet. 2001, 27, 31.


[179] R. Z. Chen, U. Pettersson, C. Beard, L. Jackson-Grusby, R. Jaenisch, Nature
1998, 395, 89.


[180] A. Miura, S. Yonebayashi, K. Watanabe, T. Toyama, H. Shimada, T.
Kakutani, Nature 2001, 411, 212.


[181] G. Faugeron, Curr. Opin. Microbiol. 2000, 3, 144.
[182] T. Tuschl, ChemBioChem 2001, 2, 239.
[183] M. Wassenegger, Plant Mol. Biol. 2000, 43, 203.
[184] M. A. Matzke, M. F. Mette, A. J. Matzke, Plant. Mol. Biol. 2000, 43, 401.
[185] J. Bender, Cell 2001, 106, 129.
[186] M. W. Simmen, S. Leitgeb, J. Charlton, S. J. Jones, B. R. Harris, V. H. Clark,


A. Bird, Science 1999, 283, 1164.
[187] A. P. Bird, Trends Genet. 1995, 11, 94.
[188] H. Gowher, O. Leismann, A. Jeltsch, EMBO J. 2000, 19, 6918.
[189] F. Lyko, B. H. Ramsahoye, R. Jaenisch, Nature 2000, 408, 538.
[190] A. D. Riggs, Cytogenet. Cell. Genet. 1975, 14, 9.
[191] R. Holliday, J. E. Pugh, Science 1975, 187, 226.
[192] E. Li, T. H. Bestor, R. Jaenisch, Cell 1992, 69, 915.
[193] M. Okano, D. W. Bell, D. A. Haber, E. Li, Cell 1999, 99, 247.
[194] I. Stancheva, R. R. Meehan, Genes. Dev. 2000, 14, 313.
[195] C. C. Martin, L. Laforest, M. A. Akimenko, M. Ekker, Dev. Biol. (Orlando, FL,


USA) 1999, 206, 189.
[196] A. Schmitz, M. Short, O. Ammerpohl, C. Asbrand, J. Nickel, R. Renkawitz,


J. Biol. Chem. 1997, 272, 20850.
[197] O. Ammerpohl, A. Schmitz, L. Steinm¸ller, R. Renkawitz, Nucleic Acids Res.


1998, 26, 5256.
[198] H. Thomassin, M. Flavin, M. L. Espinas, T. Grange, EMBO J. 2001, 20, 1974.
[199] P. M. Warnecke, T. H. Bestor, Curr. Opin. Oncol. 2000, 12, 68.
[200] S. B. Baylin, J. G. Herman, Trends Genet. 2000, 16, 168.
[201] J. P. Issa, Curr. Top. Microbiol. Immunol. 2000, 249, 101.
[202] G.-L. Xu, T. H. Bestor, D. Bourc'his, C.-L. Hsieh, N. Tommerup, M. Bugge, M.


Hulten, X. Qu, J. J. Russo, E. Viegas-Pequignot, Nature 1999, 402, 187.
[203] R. S. Hansen, C. Wijmenga, P. Luo, A. M. Stanek, T. K. Canfield, C. M.


Weemaes, S. M. Gartler, Proc. Natl. Acad. Sci. USA 1999, 96, 14412.
[204] R. E. Amir, I. B. Van den Veyver, M. Wan, C. Q. Tran, U. Francke, H. Y.


Zoghbi, Nat. Genet. 1999, 23, 185.
[205] E. Ballestar, A. P. Wolffe, Eur. J. Biochem. 2001, 268, 1.
[206] H. Gowher, A. Jeltsch, J. Mol. Biol. 2001, 309, 1201.
[207] R. del Gaudio, R. Di Giaimo, N. Potenza, M. Branno, F. Aniello, G. Geraci,


FEBS Lett. 1999, 460, 380.
[208] S. Tweedie, J. Charlton, V. Clark, A. Bird, Mol. Cell. Biol. 1997, 17, 1469.
[209] F. Gaudet, D. Talbot, H. Leonhardt, R. Jaenisch, J. Biol. Chem. 1998, 273,


32725.
[210] C. Mertineit, J. A. Yoder, T. Taketo, D. W. Laird, J. M. Trasler, T. H. Bestor,


Development (Cambridge, UK) 1998, 125, 889.
[211] D. W. Hsu, M. J. Lin, T. L. Lee, S. C. Wen, X. Chen, C. J. Shen, Proc. Natl.


Acad. Sci. USA 1999, 96, 9751.
[212] C. Bonfils, N. Beaulieu, E. Chan, J. Cotton-Montpetit, A. R. MacLeod, J.


Biol. Chem. 2000, 275, 10754.
[213] T. Bestor, A. Laudano, R. Mattaliano, V. Ingram, J. Mol. Biol. 1988, 203, 971.
[214] S. Kumar, J. R. Horton, G. D. Jones, R. T. Walker, R. J. Roberts, X. Cheng,


Nucleic Acids Res. 1997, 25, 2773.
[215] H. Leonhardt, A. W. Page, H. U. Weier, T. H. Bestor, Cell 1992, 71, 865.
[216] J. F. Glickman, J. G. Pavlovich, N. O. Reich, J. Biol. Chem. 1997, 272, 17851.
[217] T. H. Bestor, EMBO J. 1992, 11, 2611.
[218] L. S.-H. Chuang, H.-H. Ng, J.-N. Chia, B. F. L. Li, J. Mol. Biol. 1996, 257, 935.
[219] Y. Liu, E. J. Oakeley, L. Sun, J.-P. Jost, Nucleic Acids Res. 1998, 26, 1038.
[220] L. S. H. Chuang, H.-I. Ian, T. W. Koh, H.-H. Ng, G. Xu, B. F. L. Li, Science 1997,


277, 1996.
[221] M. R. Rountree, K. E. Bachman, S. B. Baylin, Nat. Genet. 2000, 25, 269.
[222] F. Fuks, W. A. Burgers, A. Brehm, L. Hughes-Davies, T. Kouzarides, Nat.


Genet. 2000, 24, 88.
[223] K. D. Robertson, S. Ait-Si-Ali, T. Yokochi, P. A. Wade, P. L. Jones, A. P.


Wolffe, Nat. Genet. 2000, 25, 338.
[224] T. O. Tollefsbol, C. A. I. Hutchison, J. Biol. Chem. 1995, 270, 18543.
[225] T. O. Tollefsbol, C. A. I. Hutchison, J. Mol. Biol. 1997, 269, 494.







DNA Methylation


ChemBioChem 2002, 3, 274 ± 293 293


[226] J. Flynn, J. F. Glickman, N. O. Reich, Biochemistry 1996, 35, 7308.
[227] S. Pradhan, A. Bacolla, R. D. Wells, R. J. Roberts, J. Biol. Chem. 1999, 274,


33002.
[228] M. Fatemi, A. Hermann, S. Pradhan, A. Jeltsch, J. Mol. Biol. 2001, 309,


1189.
[229] A. V. Bakin, T. Curran, Science 1999, 283, 387.
[230] I. Stancheva, C. Hensey, R. R. Meehan, EMBO J. 2001, 20, 1963.
[231] J. D. Knox, F. D. Araujo, P. Bigey, A. D. Slack, G. B. Price, M. Zannis-


Hadjopoulos, M. Szyf, J. Biol. Chem. 2000, 275, 17986.
[232] C. Zimmermann, E. Guhl, A. Graessmann, Biol. Chem. 1997, 378, 393.
[233] J. B. Margot, A. M. Aguirre-Arteta, B. V. Di Giacco, S. Pradhan, R. J.


Roberts, M. C. Cardoso, H. Leonhardt, J. Mol. Biol. 2000, 297, 293.
[234] A. Bacolla, S. Pradhan, R. J. Roberts, R. D. Wells, J. Biol. Chem. 1999, 274,


33011.
[235] J. Flynn, N. Reich, Biochemistry 1998, 37, 15162.
[236] M. S. Turker, Semin. Cancer Biol. 1999, 9, 329.
[237] J. A. Yoder, T. H. Bestor, Hum. Mol. Genet. 1998, 7, 279.
[238] I. Van den Wyngaert, J. Sprengel, S. U. Kass, W. H. M. L. Luyten, FEBS Lett.


1998, 426, 283.
[239] A. Dong, J. A. Yoder, X. Zhang, L. Zhou, T. H. Bestor, X. Cheng, Nucleic


Acids Res. 2001, 29, 439.
[240] M. Okano, S. Xie, E. Li, Nucleic Acids Res. 1998, 26, 2536.
[241] C. R. M. Wilkinson, R. Bartlett, P. Nurse, A. P. Bird, Nucleic Acids Res. 1995,


23, 203.
[242] E. Pinarbasi, J. Elliott, D. P. Hornby, J. Mol. Biol. 1996, 257, 804.
[243] M. Okano, S. Xie, E. Li, Nat. Genet. 1998, 19, 219.
[244] K. D. Robertson, E. Uzvolgyi, G. Liang, C. Talmadge, J. Sumegi, F. A.


Gonzales, P. A. Jones, Nucleic Acids Res. 1999, 27, 2291.
[245] A. Aoki, I. Suetake, J. Miyagawa, T. Fujio, T. Chijiwa, H. Sasaki, S. Tajima,


Nucleic Acids Res. 2001, 29, 3506.
[246] F. Fuks, W. A. Burgers, N. Godin, M. Kasai, T. Kouzarides, EMBO J. 2001, 20,


2536.
[247] C.-L. Hsieh, Mol. Cell. Biol. 1999, 19, 8211.
[248] F. Lyko, B. H. Ramsahoye, H. Kashevsky, M. Tudor, M. A. Mastrangelo, T. L.


Orr-Weaver, R. Jaenisch, Nat. Genet. 1999, 23, 363.


[249] E. J. Finnegan, R. K. Genger, W. J. Peacock, E. S. Dennis, Annu. Rev. Plant
Physiol. Plant Mol. Biol. 1998, 49, 223.


[250] R. A. Martienssen, V. Colot, Science 2001, 293, 1070.
[251] X. Cao, N. M. Springer, M. G. Muszynski, R. L. Phillips, S. Kaeppler, S. E.


Jacobsen, Proc. Natl. Acad. Sci. USA 2000, 97, 4979.
[252] S. Henikoff, L. Comai, Genetics 1998, 149, 307.
[253] L. Bartee, F. Malagnac, J. Bender, Genes Dev. 2001, 15, 1753.
[254] C. M. Papa, N. M. Springer, M. G. Muszynski, R. Meeley, S. M. Kaeppler,


Plant Cell 2001, 13, 1919.
[255] S. E. Jacobsen, E. M. Meyerowitz, Science 1997, 277, 1100.
[256] T. Kakutani, J. A. Jeddeloh, S. K. Flowers, K. Munakata, E. J. Richards, Proc.


Natl. Acad. Sci. USA 1996, 93, 12406.
[257] P. Cubas, C. Vincent, E. Coen, Nature 1999, 401, 157.
[258] H. M. Foss, C. J. Roberts, K. M. Claeys, E. U. Selker, Science 1993, 262,


1737.
[259] H. Gowher, K. C. Ehrlich, A. Jeltsch, FEMS Microbiol. Lett. 2001, 205, 151.
[260] V. P. Miao, M. Freitag, E. U. Selker, J. Mol. Biol. 2000, 300, 249.
[261] E. Kouzminova, E. U. Selker, EMBO J. 2001, 20, 4309.
[262] F. Malagnac, B. Wendel, C. Goyon, G. Faugeron, D. Zickler, J.-L. Rossignol,


M. Noyer-Weidner, P. Vollmayr, T. A. Trautner, J. Walter, Cell 1997, 91, 281.
[263] A. V. Chernov, P. Vollmayr, J. Walter, T. A. Trautner, Biol. Chem. 1997, 378,


1467.
[264] F. Malagnac, A. Gregoire, C. Goyon, J.-L. Rossignol, G. Faugeron, Mol.


Microbiol. 1999, 31, 331.
[265] A. R. MacLeod, M. Szyf, J. Biol. Chem. 1995, 270, 8037.
[266] S. Ramchandani, A. R. MacLeod, M. Pinard, E. von Hofe, M. Szyf, Proc.


Natl. Acad. Sci. USA 1997, 94, 684.
[267] W. M. I. Rideout, K. Eggan, R. Jaenisch, Science 2001, 293, 1093.
[268] W. Chao, K. D. Huynh, R. J. Spencer, L. S. Davidow, J. T. Lee, Science 2002,


295, 345.
[269] I. Percec, M. S. Bartolomei, Science 2002, 295, 287.
[270] C. Qiu, K. Sawada, X. Zhang, X. Cheng, Nat. Struct. Biol. 2002, in press.


Received: August 22, 2001 [A287]








ChemBioChem 2002, 3, 295 ± 298 ¹ WILEY-VCH-Verlag GmbH, 69451 Weinheim, Germany, 2002 1439-4227/02/03/04 $ 20.00+.50/0 295


The development of bacterial resistance
toward commonly used antibiotics repre-
sents an increasing threat to public
health.[1] So far, resistances have been
developed to all clinically used antimicro-
bial agents. Among the antibiotics, the
glycopeptide vancomycin (1; Scheme 1) is
of great clinical importance for the treat-
ment of infections by Gram-positive bac-
teria such as Staphylococci, Enterococci,
and Streptococci. In contrast to other
antibiotics, it has been used for nearly
30 years without any observation of re-
sistance.[1] Although relatively expensive
and difficult to administer, vancomycin
has gained the reputation as an antibiotic
of last resort in the treatment of infections
with methicillin-resistant Staphylococcus


aureus (MRSA) strains.[1, 2] Major concerns
evolved, however, when resistance
against vancomycin was reported for
strains of Enterococci in 1988[3] and was
observed in staphylococcal isolates al-
most ten years later.[4]


The active principle of glycopeptides is
a highly specific, noncovalent binding to
the C-terminal D-Ala ± D-Ala peptide motif
of the UDP-muramyl pentapeptide that is
a precursor of the bacterial cell wall
biosynthesis (UDP�uridine diphos-
phate) ; this binding involves five hydro-
gen bonds. Subsequent transglycosyla-
tion (chain elongation) and transpeptida-
tion (cross-linking) steps in the cell-wall
assembly are inhibited and lethal cell lysis
of the bacterium results (Figure 1).


At present, in Enterococci three major
resistance mechanisms (VanA/VanB/
VanC) for glycopeptides have been de-
scribed (Table 1).[2, 5] The VanA Enterococ-
ci (E. faecium, E. faecalis) are resistant to
high concentrations of vancomycin and


also clinically used teicoplanin (2 ;
Scheme 1) whereas VanB Enterococci are
resistant to a wider range of vancomycin
concentrations but remain susceptible to
teicoplanin. The VanA and VanB resistan-
ces are both transposon-mediated and
both rely on the alteration of the D-Ala ± D-
Ala peptide motif of the UDP-muramyl
pentapeptide into the depsipeptide motif
D-Ala ± D-Lac. Thus, a 1000-fold decrease in
affinity of the depsipeptide toward van-
comycin confers antibiotic resistance.
Similarly, intrinsically resistant VanC Enter-
ococci (E. gallinarum, E. casseliflavus) use
this principle in producing D-Ala ± D-Ser
altered peptidoglycan presursors (Ta-
ble 1). The mechanisms of glycopeptide
resistance in Staphylococci are far less
understood than those in Enterococci.
Although enterococcal resistance has
been shown to be transferable to Staph-
ylococci in lab experiments,[6] resistance


observed in Staphylococci thus far does
not share the same mechanism as that of
Enterococci.


A major part of the past chemical and
biochemical research on glycopeptide
antibiotics focused on a deeper under-
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Scheme 1. Structures of clinically used glycopeptide antibiotics vancomycin (1) and teicoplanin (2).
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standing of the mode of action and on
structure ± activity relationship (SAR) stud-
ies in order to elucidate essential ele-
ments of molecular structure for antibiotic
activity.[7, 8] With researchers already aware
of the emergence of vancomycin-resistant
Enterococci (VRE), simple chemical mod-
ification reactions of glycopeptides, such
as deglycosylation, acylation, and alkyla-
tion reactions, predominated the first
generation of studies in the early 1990s.
This approach yielded considerable suc-
cess in the form of the highly potent


glycopeptide derivative LY333328 (3 ;
Scheme 2), which displays high antibiotic
activity against both MRSA and VRE and
has since reached clinical phase studies.[9]


While the above-mentioned binding of
D-Ala ± D-Ala peptide motifs is crucial for
antibiotic activity, the mode of action of
the glycopeptides is still more sophisti-
cated, and an ensemble of further struc-
ture-dependent effects, for example, di-
merization (with chloroeremomycin) or
membrane anchoring (teicoplanin),[10]


have been suggested. These suggestions


gave rise to the development of further
semisynthetic glycopeptide derivatives,
through the synthesis of dimers[11] and
trimers, and through the usage of differ-
ent tethers to cross-link the glycopeptide
derivatives. Other methods break down
the highly complex glycopeptide struc-
ture to a simpler and more easily syntheti-
cally accessible molecule in order to raise
strong binders to the D-Ala ± D-Ala and D-
Ala ± D-Lac peptide motifs.[12] An excellent
review by Nicolaou and co-workers pro-
vides an overview of the developments in
this field until 1999.[13]


However, the aforementioned contri-
butions all consider vancomycin as a
binding molecule and the investigations
are led by the perception that an en-
hancement of binding to either the D-
Ala ± D-Ala or the D-Ala ± D-Lac motif will
lead to a stronger antibacterial effect in
both glycopeptide-sensitive and -resist-
ant bacteria. One recent contribution by
Kahne and co-workers[14] questions this
former view, by suggesting that antibac-


Figure 1. a) Scheme of the cell wall biosynthesis of Gram-positive bacteria. Chain elongation of the UDP-muramyl pentapeptide is performed by a transglycosylase (TG)
and further cross-linked by a transpeptidase (TP). The sequence of the UDP-muramyl pentapeptide precursors varies slightly dependant on the bacterium except for the
C-terminal D-Ala ± D-Ala motif. b) Vancomycin-sensitive strains : Inhibition of the cell wall biosynthesis by vancomycin (1), teicoplanin (2), or LY333328 (3). c) VanA/VanB-
resistant Enterococci : Inhibition of transglycosylating enzymes by LY333328 (3) or 4.[14] d) VanA/VanB-resistant Enterococci : Proposed location of the inhibition of cell
wall biosynthesis by small molecule cleavers 5 and 6.[16] The necessary presence of vancomycin suggests the concommitant occurrence of a mechanism according to (b).


Table 1. Major genotypes of vancomycin-resistant Enterococci and their resistance characteristics.


VanA VanB VanC


alteration in cell wall biosynthesis D-Ala ± D-Lac D-Ala ± D-Lac D-Ala ± D-Ser
species E. faecium E. faecium E. gallinarum


E. faecalis E. faecalis E. casseliflavus
genetic determinant acquired acquired intrinsic
transferable? � � �
vancomycin MIC [�gml�1][a] 64 ± � 1000 4 ± 1024 2 ± 32
teicoplanin MIC [�gml�1][a] 16 ± 512 �0.5 � 0.5


[a] MIC�minimal inhibitory concentration.
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terial effects of some glycopeptide deriv-
atives are not necessarily based on a
strong peptide binding but rather on
interactions with proteins involved in
transglycosylation steps of the cell wall
biosynthesis (Figure 1). The study shows
that a modified disaccharide partial struc-
tural motif (4 ; Scheme 2) of the semi-
synthetic glycopeptide LY333328 (3)
alone already displays antibiotic activity
against both vancomycin-susceptible En-
terococci as well as VRE. Although one
might question that the investigation to
locate the inhibited biosynthesis step was
performed with Gram-negative E. coli, the
Kahne group used a permeabilized van-
comycin-sensitive strain and the observed
antibacterial effects in Gram-positive
Staphylococci seem to justify the extrap-
olation of results. A subsequent compa-
rative study with the intact and damaged
aglycon structure of vancomycin and
teicoplanin supports these results.[15]


Consequently, in the opinion that bind-
ing is not necessarily required, another
more recent contribution by Chiosis and
Boneca[16] approaches the resistance
problem posed by VanA/VanB-resistant
Enterococci from another viewpoint.
Herein the ester linkage of the D-Ala ± D-


Lac depsipeptide, characteristic of VanA/
VanB-resistant Enterococci, is considered
a structural motif cleavable by small
molecules. Indeed, one has to agree that
from the chemists' viewpoint, the cleav-
age of an ester is a priori a relatively easy
exercise. Janda and co-workers employed
similar considerations to those of Chiosis
and Boneca in the isolation and character-
ization of catalytic antibodies as cleavers
of the D-Ala ± D-Lac peptidoglycan.[17] This
is the first demonstration of an antibody
using this substrate; however, the feasi-
bility of advancement to a bacterial model
might be impeded by the accessibility of
the cell wall.


Starting with the above-mentioned
hypothesis, Chiosis and Boneca tested
different nonbiased tri- and tetrapeptide
libraries in an on-bead color assay and
selected some of the resulting best clea-
vers of the D-Ala ± D-Lac peptide motif. As
a basic requisite condition for a usable
readout, the screening was performed in
N,N-dimethylformamide in order to en-
sure the stability of the otherwise easily
hydrolyzed transesterification intermedi-
ate. The concomittant emergence of Lys
and Ser in positively tested beads led the
authors to the suggestion that neighbor-


ing electrophilic and nucleophilic func-
tional groups in the molecule's structure
are required for an effective cleavage of
the D-Ala ± D-Lac motif, as found for struc-
ture 5 (Scheme 2). In further refinement
studies for essential structural elements
conferring bacterial activity, N-acylated
prolinol derivatives were investigated,
with �-aminopentanoylated prolinol
SProC5 (6) found to be the most effective
compound (Scheme 2). The interaction of
SProC5 with D-Ala ± D-Lac is explained on
the basis of a computer-generated model
of a complex of both compounds. The
authors showed in subsequent biological
assays with a VanA-resistant E. faecium
strain that concommitant administration
of vancomycin and SProC5 indeed re-
duced the number of colony-forming
units. An antibacterial effect of either
SProC5 or vancomycin alone was not
observed. Comparative studies with a
vancomycin-sensitive E. faecalis strain
showed no enhanced activity for vanco-
mycin in the presence of SProC5, which
supports their hypothesis. However, as
the authors state, the SProC5 concentra-
tions of 50 mM that are necessary to
induce synergistic effects with vancomy-
cin appear quite high and in this regard
must be considered noncatalytic. Water
solubility of the presumably hydrophobic
compound SProC5 was not discussed as a
problem in the performed experiments.
Since it is known that VanA resistance is
inducible by glycopeptides,[5] however,
the authors give no explanation for the
described resensitizing effect. A possible
model would be that bacterial cell wall
biosynthesis, because of the permanent
cleavage of the D-Ala ± D-Lac motif of the
UDP-pentapeptide precursors, switches
back to the original D-Ala ± D-Ala synthesis
and becomes sensitive to vancomycin
again (Figure 1). A molecular interaction
of vancomycin and SProC5, although not
directly shown by experiments, can prob-
ably be excluded.


The contributions of Kahne and co-
workers[14] and Chiosis and Boneca[16] set
new horizons in the efforts to tackle the
glycopeptide resistance problem. While
the approach by Chiosis and Boneca
selectively focuses on VanA- and VanB-
resistant Enterococci, the approach by
Kahne and co-workers appears more
general and targets vancomycin-sensitive
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and -resistant Gram-positive bacteria.
Whereas the selective D-Ala ± D-Lac clea-
vers still rely on glycopeptides as essential
active agents, the findings of the Kahne
group might reveal new target en-
zymes[18] and new antibacterial agents,
which could point away from the use of
glycopeptides. However, both ap-
proaches seem to have the potential for
the development of new antibacterial
compounds on the basis of small mole-
cules. Lastly, considering the approach
chosen by Chiosis and Boneca, this author
is eager to stimulate work on the design
of glycopeptide derivatives recognizing
the D-Ala ± D-Lac motif but devoid of tight
binding. Such agents might induce D-
Ala ± D-Lac cleavage by acting as catalysts
rather than as binders.


In light of these viewpoints one must
pose the question of whether glycopep-
tides and their derivatives will still play a
major role in drug development or if the
recent surge of bacterial resistance her-
alds the end of the glycopeptide era.
Indeed, rising stars, like the Food and
Drug Administration (FDA) approved ox-
azolidinone-based antibiotic Linezolid,[19]


are poised to take over the field, after
having been proven as highly effective in
the VRE strains E. faecalis and E. faecium as


well as glycopeptide-intermediate S. aur-
eus strains. However, in this context it is
important to note that resistance has
already been observed for Linezolid.[20] In
the field of glycopeptides, the current
investigations to understand their biosyn-
thesis, especially the ring assembly of the
aglycons, might shed light on new ave-
nues for the synthesis of novel antibiotic
agents. Next to an ongoing vigorous
screening for new drugs that use these
approaches, much more research must be
aimed at an understanding of resistance
mechanisms–particularly in Staphylo-
cocci–in order to reveal new targets for
potential antibiotics.


I thank J. A. Moss (La Jolla, USA) for reading
the manuscript.
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NMR Solution Structure, Backbone Mobility, and
Homology Modeling of c-Type Cytochromes from
Gram-Positive Bacteria
Lucia Banci,[a, b] Ivano Bertini,*[a, b] Stefano Ciurli,[a, c] Alexander Dikiy,[a, c]


Jens Dittmer,[a] Antonio Rosato,[a, b] Giuliano Sciara,[c] and Andrew R. Thompsett[a]


The solution structure of oxidized cytochrome c553 (71 amino acid
residues) from the Gram-positive bacterium Bacillus pasteurii is
here reported and compared with the available crystal structure.
The solution structure is obtained from 1609 meaningful NOE data
(22.7 per residue), 76 dihedral angles, and 59 pseudocontact shifts.
The root mean square deviations from the average structure are
0.25� 0.07 and 0.59� 0.13 ä for the backbone and all heavy
atoms, respectively, and the quality assessment of the structure is
satisfactory. The solution structure closely reproduces the fold
observed in the crystal structure. The backbone mobility was then
investigated through amide 15N relaxation rate and 15N ± 1H NOE
measurements. The protein is rigid in both the sub-nanosecond
and millisecond time scales, probably due to the relatively large


heme:number of amino acids ratio. Modeling of eight c-type
cytochromes from other Gram-positive bacteria with a high
sequence identity (�30%) to the present cytochrome c553 was
performed. Analysis of consensus features accounts for the
relatively low reduction potential as being due to extensive heme
hydration and indicates residues 34 ± 35, 44 ± 46, 69 ± 72, and 75 as
a conserved hydrophobic patch for the interaction with a protein
partner. At variance with mitochondrial c-type cytochrome, this
protein does not experience pH-dependent coordination equilibria.
The reasons for this difference are analyzed.


KEYWORDS:


backbone dynamics ¥ cytochromes ¥ electron transfer ¥
molecular modeling ¥ solution structure


Introduction


Gram-positive microorganisms lack a true periplasmic space and
are therefore obliged to store cytochromes as membrane-bound
proteins. The difficulties associated with the study of such water-
insoluble proteins may explain why knowledge of the properties
and physiological role of c-type cytochromes in Gram-positive
bacteria is very limited as compared to the information available
for Gram-negative bacteria and eukaryotes.[1]


The present work is focused on a small (9.6 KDa), acidic (pI�
3.3) cytochrome c553 present in the soluble fraction of the Gram-
positive, alkaliphilic, and highly ureolytic soil bacterium Bacillus
pasteurii[2] and believed to be involved in electron-transfer
processes to the terminal oxidase.[3] This microorganism grows
optimally at pH 9.2 in the presence of ammonium salts[4, 5] or
urea.[6, 7] Large amounts of membrane-bound cytochromes of
the b-and c-types, characterized by low redox potentials, are
typically found in alkaliphilic bacteria. Cytochrome c553 from
B. pasteurii (denoted Bpcytc hereafter) contains a c-type heme
with a hexacoordinate low-spin Fe ion axially bound to His and
Met residues, as determined by paramagnetic NMR spectros-
copy.[8] The amino acid sequence of Bpcytc suggests that in vivo
this protein is bound to the cytoplasmic membrane through a
diacyl ± glyceryl ± cysteine anchor located at the N-terminus
random coil tail and that the soluble form is obtained by
proteolysis of the lipoprotein, which occurs during cell disrup-
tion.[3] Direct electrochemical measurements performed with a
pyrolytic graphite edge electrode have shown that this protein is


characterized by a low reduction potential (E����47 mV) as
expected for cytochromes from alkaliphiles.[8] The thermody-
namic parameters for the one-electron reduction process are
consistent with a heme highly exposed to the solvent, as well as
with solvent-reorganization effects upon reduction.[8] The Bpcytc
structure was solved at 0.97 ä resolution by using synchrotron
X-ray diffraction data on a single crystal obtained at pH 5.1 and
frozen at 100 K.[9]


The present work aims at obtaining a thorough character-
ization of oxidized Bpcytc in solution, both from the structural
and dynamic points of view, under experimental conditions
more physiologically relevant than the solid-state structure. In


[a] Prof. I. Bertini, L. Banci, S. Ciurli, A. Dikiy, J. Dittmer, A. Rosato, A. R. Thompsett
Centro di Risonanze Magnetiche
University of Florence
Via Luigi Sacconi 6, 50019, Sesto Fiorentino (Italy)
Fax: (�39)055-4574271
E-mail : bertini@cerm.unifi.it


[b] Prof. I. Bertini, L. Banci, A. Rosato
Department of Chemistry, University of Florence
Via Gino Capponi 9, 50121, Florence (Italy)


[c] S. Ciurli, A. Dikiy, G. Sciara
Department of Agro-Environmental Science and Technology
Via Filippo Re 8, 40127 University of Bologna (Italy)


Supporting information for this article is available on the WWW under
http://www.chembiochem.com or from the author.







I. Bertini et al.


300 ChemBioChem 2002, 3, 299 ±310


order to complement and extend this analysis, the structures of
cytochromes from other Gram-positive bacteria displaying high
sequence similarity to Bpcytc were modeled and comparatively
analyzed, in order to establish a broader frame for the functional
interpretation of the results. Additional hints on functionally
important features of Bpcytc are provided by the detailed
comparison of its dynamic properties with those of the
prototype mitochondrial cytochrome c, that is, Saccharomyces
cerevisiae iso-1 cytochrome c.


Results


Solution structure calculation


The present solution structure is determined for the oxidized
state of the soluble fragment of Bacillus pasteurii cytochrome c553
(Bpcytc). A very large percentage of the total number of
expected resonances (96% and 98% for 1H and 15N nuclei,
respectively) was assigned. The 1H and 15N assignment achieved
in this study, together with the stereospecific assignment, is
reported in Table 1 of the Supporting Information (see also
Figure 1), and has also been deposited in the BioMagResBank
(entry number 5172).
Table 1 reports the details of the experimental constraints


used for structure calculations; three different types of con-
straints were used: 1) proton ±proton distance constraints,
2) pseudocontact shifts, and 3) dihedral angle constraints. The
resulting average number of meaningful constraints per residue
(22.7) allowed us to obtain a reliable solution structure. Fig-
ure 2A reports the distribution of the meaningful NOEs per
residue. The pattern of sequential and medium-range NOEs
involving NH, H�, and H� protons features a series of strong
sequential dNHi±NHi�1 connectivities typical for proteins with a


high content of �-helical secondary structure (see Support-
ing Information, Figure 1S). This is confirmed by the detec-
tion of dH�±NH(i,i�3) as well as dH�±H�(i,i�3) connectivities for a large
number of amino acids. The presence of helical structure in
these regions is also consistent with the small values of
3JH�±NH constants observed, and the fact that their intra/
interresidue H� ±NH NOESY cross-peak ratios are larger than
unity.
All 30 conformers constituting the PSEUDYANA family have a


total target function smaller than 0.7 ä2 and show no consistent
violations and no residual violation exceeding 0.17 ä. Their
global root mean square deviations (RMSD) from the mean
structure are 0.25�0.07 and 0.59�0.13 ä for the backbone and
heavy atoms, respectively (for residues 24 ±89). The correspond-
ing parameters for the PSEUDOREM family are 0.24�0.04 and
0.60�0.06 ä, with a total average penalty function of 5.2�
0.8 kJmol�1. The RMSD values relative to the PSEUDOREM family
are plotted in Figure 2B. A ™sausage∫ view of the backbone is
shown in Figure 3A.
The structure quality parameters for the REM family and for


the restrained energy minimized mean structure are reported in
Table 1. The total number of meaningful constraints, the
relatively small number and size of the violations, the distribu-
tion of backbone dihedral angles in the Ramachandran plot, and
the overall G-factor (as defined in ref. [10]) indicate that the
obtained structure is of very good quality. Coordinates for the
final family of conformers are being deposited in the Protein
Data Bank (PDB codes: 1 K3H and 1 K3G).


The magnetic anisotropy tensor


58 Pseudocontact shift (PCS) values were determined for 1H
backbone amide protons. In addition, the PCS value of the H�1


proton of Trp87 was measured. These
59 input data were used in structure
calculations as described in the Materials
and Methods section. The final magnetic
susceptibility anisotropy parameters
were: ��ax� (2.20� 0.10)�10�32 m3 and
��rh� (�0.18�0.15)� 10�32 m3. The z ax-
is of the tensor was closely aligned to the
normal to the heme plane featuring a
deviation of approximately 10�, while the
x axis of the tensor formed an angle of
roughly 30� with the Fe ±pyrrole I nitro-
gen direction. The average deviation ex-
ceeding the tolerance between calculated
(by fitting to the final family) and exper-
imental PCS data was smaller than
0.03 ppm. The present tensor parameters,
and particularly ��rh , are smaller than
those previously reported for other c-type
cytochromes, whose ��ax and ��rh values
were around 2.2 ± 2.8� 10�32 and �1.0 ±
�1.4�10�32 m3, respectively.[11, 12] A dif-
ferent doming of the heme moiety and/or
a different strength of the coordination


Figure 1. 1H-15N HSQC spectrum of oxidized recombinant cytochrome c553 from Bacillus pasteurii, at 500 MHz
proton frequency, 298 K, and pH 7.5. The labels show the assignment of the peaks.
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bond of the axial methionine may be plausible reasons for this
difference. It may be worthwhile to note here that the high-
resolution X-ray crystal structure shows a very planar heme
group, with the heavy-atom RMSD from the average plane being
0.08 ä.[11]


Protein mobility from 15N relaxation and amide exchange data


Reliable 15N relaxation data to be used in the model-free analysis
were obtained for 65 out of 68 non-proline residues (excluding
also the N-terminal residue Val22) and for the N�1 of Trp87. The
average R1, R2, and heteronuclear NOE were (3.06� 0.21) s�1,
(5.50�0.84) s�1, and 0.58� 0.06, respectively, at 400 MHz and
(2.37�0.30) s�1, (6.11�1.59) s�1, and 0.79�0.06 at 600 MHz. For
the large majority of residues, six data were used as input for the
Modelfree program, that is R1, R2, and the heteronuclear NOE at
400 and 600 MHz. In a few cases only five data were used, due to
bad peak shape or low peak intensity in one of the data sets. The
data used for Modelfree calculations, together with their
uncertainty, are reported in the Supporting Information. The
reorientation of the molecule in solution was taken to be


isotropic, as the principal values of the tensor of inertia
calculated from either the crystal or the solution structure are
in a ratio of 1.00:0.98:0.92 or 1.00:0.98:0.95, respectively.
The results of the Modelfree fittings are shown in Figure 4. 63


out of the 66 input data sets could be fitted satisfactorily using
the Modelfree approach. Relaxation data for residues 48, 71, and
80 were not fitted well by any model; consequently in the final
calculations they were fitted to the simplest model. This is
commonly observed behavior for a small fraction of residues (in
the present case, approximately 4.5%).[13] In summary, all fittings
were performed with a maximum of two adjustable parameters,
by using the models involving only S2, or S2 and �e , or S2 and Rex
of the standard Modelfree analysis (Figure 4). The average S2


value over all residues was 0.86� 0.05. The large majority of
residues were adequately fitted with the simplest model. Only
four residues were fitted by using a correlation time for internal
motions, �e (ranging from 50±100 ps), as an adjustable param-
eter: Asp23, which is the second residue in the sequence, Lys31,
and the last two C-terminal residues, Lys91 and Lys92 (Figure 4).
Inclusion of an Rex term (up to 5 s�1) in the fittings was required
for Ile33, residues 39 ±41, and Ser44 (Figure 4).


Table 1. Summary of NMR constraints used for structure calculation, restraint violations, structural statistics, and energetics for the restrained energy minimized
solution structure of oxidized cytochrome c553 from B. pasteurii.


Pseudorem �Pseudorem�


Structural constraint Total no. Average no.
of violations
per conformer


RMS violation
per constraint


No. of
violations


RMS violation
per constraint


meaningful (total) NOESY 1564 (2010) 12.1� 2.5 0.009� 0.001 ä 13 0.010 ä
intraresidue[a] 263 2.2� 0.8 0.008� 0.003 ä 3 0.008 ä
sequential[a] 382 4.6� 1.4 0.010� 0.002 ä 5 0.010 ä
medium range[a],[b] 426 3.0� 1.7 0.006� 0.003 ä 3 0.008 ä
long range[a] 493 2.3� 1.3 0.010� 0.002 ä 2 0.012 ä
1D NOE 45 0.93� 0.25 0.002� 0.001 ä 1 0.015 ä
� 38 0.2� 0.4 0.19� 0.35� 1 0.67�
� 38 1.0� 0.6 0.67� 0.43� 1 0.58�
Fe ±heme ligand distances 4 0 0 ä 0 0 ä
pseudocontact shifts[c] 59 4.8� 0.9 0.007� 0.001 ppm 4 0.006� 0.001 ppm
violations between 0.1 ± 0.3 ä 3.3� 1.2 5
violations larger than 0.3 ä 0 0


largest distance violation 0.26 ä 0.23 ä
largest � violation 7� 4�
largest � violation 11� 4�
largest pseudocontact shift violation 0.42 ppm 0.19 ppm


Energetics Average value Value


total target function 0.38� 0.04 0.47
AMBER average total energy �896.1� 38.7 kJmol�1 �909.8 kJmol�1
Structure analysis Value Average value Value


completeness of 15N backbone assignment 98.5%
completeness of 1H backbone assignment 99.2%
completeness of NMR-observable proton contacts within 4 ä 81.4%
structural constraints per residue 24.6
residues in most favored regions[d] 83.3% 80.7%
residues in allowed regions[d] 14.1% 15.8%
residues in generously allowed regions[d] 2.6% 3.5%
residues in disallowed regions[d] 0% 0%
overall G-factor[e] � 0.1 � 0.09
[a] Only violations larger than 0.05 ä are taken into account. [b] Medium-range distance constraints are those between residues (i, i�2), (i, i� 3), (i, i� 4), and
(i, i� 5). [c] Only violations larger than 0.1 ppm are taken into account. [d] According to the Ramachandran plot. [e] The program PROCHECK was used to check
the overall quality of the structure. An overall G-factor larger than �0.5 is expected for a good quality structure.[10]
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The analysis of the dependence of the R2 relaxation rates of
the various residues on the Carr ± Purcell ±Meiboom±Gill
(CPMG) frequency was largely consistent with the above findings
from the model-free fittings. Indeed, the R2 relaxation rate of
residues 33 and 39±41 showed a distinct dependence on �CPMG,
which could be satisfactorily fitted with Equation (1) as defined
in the Materials and Methods section. The R2 relaxation rate of
residue Ser44 was not dependent on �CPMG, and its value is
significantly higher than the mean R2 for all other residues
(excluding 33 and 39 ±41); this implies that Ser44 experiences
conformational exchange on a time scale shorter than that
presently sampled here (approximately 50 ± 600 �s).


The protein mobility in the longer time range was
probed by using H/D exchange measurements and com-
paring the results with amide NH solvent accessibility
calculated through the program WHATIF.[58] The 1H-15N
HSQC signals for 31 residues belonging to the N terminus,
helix 2 and the following loop, the N-terminal sections of
helices 4 and 5, and the region 69± 73, which comprises the
heme axial ligand Met71, were found to totally disappear in
a spectrum acquired 10 minutes after dissolving a lyophi-
lized sample of Bpcytc in D2O. Among the remaining
40 residues, the exchange rates were found to span a range
of 10�3 ± 10�5 s�1, with the residues with the smallest
exchange rates found in helices 4 and 5. Overall, only
18 cross peaks were still observable in the 1H-15N HSQC
spectrum after two days of contact with a large excess of
D2O, a fact indicating that the corresponding protons are
not exchangeable. This is consistent with these protons
forming strong hydrogen bonds typical of � helices and
being inaccessible to the solvent. Some of the exchanging
protons (17 in total) are inaccessible to solvent, and
therefore must undergo conformational changes in order
to interact with bulk water. These latter residues are mainly
located in the hydrophobic region comprising resi-
dues 33 ± 47, that is the long loop following the N-terminal
helix, and it is significant that several residues in this region
also experience mobility in the shorter time scales, as
described above. The remaining regions are characterized


Figure 2. A) Distribution of meaningful NOEs per residue, used for structure calculation
of oxidized cytochrome c553 from Bacillus pasteurii. Intraresidual, sequential, medium-
range, and long-range NOE constraints are in white, light gray, dark gray, and black,
respectively. The NOE constraints for the heme moiety are reported as belonging to
residue 93. At the top, the residue-by-residue constraints used for the calculation, other
than NOEs, are also reported (upward bars: � and � dihedral angle constraints;
downward bars: pseudocontact shift constraints). In addition, a pseudocontact shift
constraint for the Trp87 NH� proton was also used for structure calculations.
B) Diagram of global backbone (filled squares) and heavy atom (open circles) RMSD
values per residue with respect to the mean structure for the 30 PSEUDOREM structures
of oxidized cytochrome c553 from Bacillus pasteurii.


Figure 3. A) Stereoview of the backbone of the final PSEUDOREM family of
oxidized cytochrome c553 from Bacillus pasteurii as a tube with variable
radius, proportional to the backbone RMSD of each residue. Residues in �


helices are in dark gray. The heme moiety and the side chains of the axial
ligands are also shown. B) Ribbon display of the average solution structure.
Residues displaying conformational exchange as probed by 15N-relaxation
measurements are shown as sticks (only heavy atoms). The Van der Waals
surface of the same residues is also shown. C) Ribbon display of the crystal
structure (PDB entry: 1C75).[9] This figure was prepared with the MOLMOL
program.[56]
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by both solvent-exchange phenomena and by a significant
solvent accessibility, the latter precluding a definitive conclusion
about their mobility in the longer time scales.


Sequence analysis and structural modeling


From the analysis of the results of the BLAST[14] search and of the
corresponding phylogenetic tree (not shown), it clearly appears
that Bpcytc is closely related only to other c-type cytochromes
from Gram-positive organisms of the Bacillus/Clostridium group.
The sequence identity values between Bpcytc and these
cytochromes are in the range 30 ±54% (Table 2). The two
sequences closest to Bpcytc are those of B. licheniformis and of
the thermophilic Bacillus sp. PS3 cytochrome c551 (54% and 52%
sequence identity, respectively). Identity percentages within the
present family of sequences are in the range of 20 ± 60%, which
indicates a high degree of variability (Table 2). All the above
mentioned sequences, except that of B. licheniformis, have a 40 ±
50 residue long hydrophobic N-terminal extension, whose role is


likely to be that of anchoring the cytochrome to the
membrane. This holds also for Bpcytc.[3] As the present
work is focused on the soluble portion of Bpcytc, these
N-terminal tails have not been taken into account.
Sequence identity values between Bpcytc and other
bacterial cytochromes are lower than 35%, the one with
highest similarity being a cytochrome from Paracoccus
denitrificans (32% sequence identity).
Interestingly, another distinct class of proteins to which


Bpcytc bears some similarity is the b/c subunit of mena-
quinol-cytochrome c reductase, from three different Bacil-
lus species. These proteins are approximately 250 amino
acids long and are very similar to one another, with
sequence identity values of 60 ± 75%. Their cytochrome c
like portion has a sequence identity to Bpcytc of approx-
imately 40%. Finally, some distant sequence similarity is
also found between Bpcytc and subunit II of bacterial
cytochrome c oxidases (15 ± 25%).
Structural models have been built for the various Bacillus


and Heliobacterium cytochromes mentioned above, based
on the structure of Bpcytc and sequence alignments
(Figure 5). The backbone RMSD values with respect to


Bpcytc for the models of Bacillus cytochromes are lower than
0.5 ä, while those for Heliobacterium cytochromes are of the
order of 0.7 ä. All structures display the same secondary
elements, namely five helices involving residues 24 ±31, 33 ± 36,
51 ± 54, 57 ± 66, and 78 ±89. With the exception of helix 33 ± 36,
which is a 310 helix in one structure, they are all consistently �
helices. The orientation of the iron axial ligands is strictly
maintained in all the structural models. An interesting feature is
the conservation of the hydrogen bond between the NH moiety
of the imidazole ring of the axial His36 and the backbone
carbonyl oxygen atom of Pro46, as also found in c-type
cytochromes in eukaryotes.[15]


Discussion


Description of the structure and comparison with the X-ray
crystal structure


The mean solution structure of Bpcytc is characterized by five
�-helix regions: Ala24 ±Gln29 (helix 1), Ile33 ±His36 (helix 2),


Figure 4. Per-residue plots of the best-fit model-free parameters obtained from 15N-
relaxation data for oxidized cytochrome c553 from Bacillus pasteurii.


Table 2. Percentage sequence identity values (upper part) and backbone RMSD values (ä) for the structural models (lower part) of c-type cytochromes from different
Gram-positive bacteria.[a]


B.p. c553 B.l. c551 B.PS3 c551 B.h. c551 B.h. c551 prec. B.s. c550 (cccA)[b] B.s. c551 (cccB)[b] H.m. c553 H.g. c553


B.p. c553 ± 53.6 52.1 43.7 33.8 29.6 45.1 36.6 42.2
B.l. c551 0.28 ± 50.0 45.8 39.7 45.1 63.9 33.3 43.1
B.PS3 c551 0.15 0.27 ± 32.4 32.4 34.2 41.4 35.1 31.5
B.h. c551 0.16 0.29 0.13 ± 27.0 33.3 33.9 28.7 22.8
B.h. c551 prec. 0.19 0.25 0.16 0.17 ± 27.9 34.9 25.2 21.8
B.s. c550 (cccA) 0.14 0.28 0.18 0.18 0.19 ± 33.9 24.6 22.7
B.s. c551 (cccB) 0.15 0.28 0.17 0.21 0.21 0.15 ± 35.7 33
H.m. c553 0.70 0.71 0.71 0.69 0.69 0.71 0.67 ± 60.6
H.g. c553 0.71 0.70 0.72 0.71 0.67 0.66 0.72 0.35 ±


[a] B.p.�Bacillus pasteurii ; B.l.� Bacillus licheniformis ; B.PS3� Bacillus PS3; B.h.� Bacillus halodurans ; B.s.� Bacillus subtilis ; H.m.�Heliobacillus mobilis ; H.g.�
Heliobacterium gestii. [b] The name with which the corresponding gene is labeled in the genome sequence is given in parentheses.
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Ala51 ±Asn54 (helix 3), Glu57 ± Leu65 (helix 4), and Gly76 ±
Glu90 (helix 5) (Figure 3B). This secondary structure compares
very well with that observed in the crystal structure (Figure 3C).
The RMSD values between these two structures are 0.61 and
1.15 ä, for the backbone and heavy atoms, respectively. The
largest deviations occur for resides 68 ± 70, where a displace-
ment of this loop region with respect to the solid-state structure
is observed. The backbone amide protons of residues 69 ±70 do
not show significant mobility in the model-free analysis, and
their large exchangeability in D2O cannot be taken as an
indication of the presence of possible slow conformational
rearrangements in solution because of their concomitantly large
solvent accessibility. A possible contribution to this displacement
in solution may be simply due to the lower than average number
of structural constraints in this region, which is in turn due to the
location of these residues on top of a long loop. Other regions
featuring relatively high backbone RMSD values with respect to
the crystal structure are Ser34, Gly74, Ala78, and Glu79. The
latter two residues correspond to a maximum of the RMSD
within the present family itself (Figure 2B). Some of the differ-
ences observed may also be due to the relative paucity of long-
range NOEs for these residues (Figure 2A). Thus, it may be
concluded that the backbone of the protein in solution has a
conformation very similar to that observed in the solid state


(Figure 3). As far as the metal site is concerned, the only
significant rearrangement is that of propionate-7. In the solid-
state structure, solved at pH 5.1, its conformation suggests that it
is protonated and hydrogen-bonded to the carbonyl oxygen
atom of Ala47.[9] The pH dependence of the reduction potential
and NMR chemical shifts of Bpcytc suggested the presence of a
pKa value of �5.5, ascribed to the protonation equilibrium of
propionate-7.[8] Consistently, in the calculated solution structure
at pH 7.5 the propionate appears to protrude into the solvent,
not forming any consistent hydrogen bonds (see also Figure 2S
in the Supporting Information). This rearrangement is consistent
with the lack of NOE data. In spite of the conformational
rearrangement of propionate-7, the solvent accessibility of the
heme moiety in the present structure and in the solid-state
structure is essentially identical.


Homology modeling


The complete lack of structural information (except for the
crystal structure of the present protein[9] ) on cytochromes from
Gram-positive bacteria prompted us to obtain the structures of
several cytochromes belonging to this bacterial class through a
building-by-homology molecular-modeling approach. The mod-
eled structures of six Bacillus cytochromes as well as those of two


Figure 5. Sequence alignment of c-type cytochromes from different Gram-positive bacteria (see also Table 2). Stars indicate conserved residues. The numbering used is
that of the complete sequence of cytochrome c553 from Bacillus pasteurii.
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cytochromes from Heliobacteria are extremely similar to that of
Bpcytc, as shown by their low backbone RMSD (Table 2). This
similarity can be partially overestimated by the present model-
ing approach, which was based on the use of a single template
structure. However, PROSA[16] analyses indicate that the predict-
ed fold of these proteins corresponds to a minimum in energy,
thereby indicating that they are substantially correct. The
Heliobacterium and Heliobacillus models display somewhat
higher backbone RMSD values because they have several
insertions in the sequence. In particular, modeling of the
N-terminal tail and of the region aligning with residues 45 ± 47
of Bpcytc turns out to be quite difficult. This leads to less-
satisfactory, but still acceptable, results in the analysis with
PROSA.[16]


In agreement with the low RMSD between the various
structures, all elements of secondary structure are well main-
tained within this family. The hydrophobic core of the protein is
also well conserved, consistently involving residues 27 ±28, 32,
35 ± 37, 40, 45, 48, 51, 60, 64, 67, 71, 81, 84 ± 85, and 88 (Bpcytc
numbering). Additional residues which are part of the hydro-
phobic core only in some of the structures are 24, 39, 52, 55, 61 ±
63, 75 ± 76, 83, and 89. The residues which are consistently in the
hydrophobic core are, as expected, always hydrophobic and are
either strictly conserved or conservatively substituted (with the
exception of residue 51 which is deleted in one of the two
B. halodurans cytochromes). On the other hand, the residues
belonging to the core in only some structures show non-
conservative substitutions in some sequences. With only a few
exceptions, for the cytochromes in which there are hydrophilic
residues at these positions, these residues are solvent accessible,
which constitutes an indication of the reliability of the results of
the modeling approach followed in this work. The residues that
are absolutely conserved, or conservatively substituted,
throughout the sequence are hydrophobic core residues or
other hydrophobic residues contacting them. Residues found in
positions 59, 66, and 80 always possess hydrophilic side chains
(Glu or Lys, Asn, His, or Lys, Glu, Asp or Lys, respectively), and are
consistently solvent exposed, a fact which suggests that they
may play a role in molecular recognition processes. This could be
particularly the case for residues 59 and 66 lying on the protein
patch which is also the face surrounding the heme propionates.
The observed reversals in the charge of the side chain may be
correlated to variations of the amino acid type in the interaction
region of the partner.
It is known that surface electrostatic potentials are often


important in guiding the interaction between cytochromes and
their partners (see ref. [15], and references cited therein). The
analysis of the surface potentials in the present family of
sequences reveals a significant variability from one sequence to
another, in agreement with the high variability of amino acid
type for the solvent-exposed residues. In addition, very marked
differences are observed between the Heliobacterium and
Heliobacillus sequences on one side and the Bacillus sequences
on the other side, probably due to the various insertions
occurring in the Heliobacteria sequences. As a consequence, we
restrict the following analysis of surface electrostatic potentials
to the family of Bacillus cytochromes. Figure 6 shows two views


Figure 6. Surface electrostatic potentials of cytochrome c553 from Bacillus
pasteurii (A) and cytochrome c551 (cccB) from Bacillus subtilis (B). The orientation
of the protein is such that the heme plane is normal to the page, and the
Fe�N�2(His) bond is oriented towards the top of the page. In the left column the
exposed side of the heme where the thiomethyl 4 and methyl 5 moieties lie faces
the observer. In the right column the protein is rotated by 90� around the
Fe�N�2(His) bond, so that the exposed side of the heme where the propionates lie
faces the observer. The oxygen atoms of the heme carboxylates are shown as
spheres of 2 ä radius (in green). This figure was prepared by using the default
values for electrostatic potential calculations of the program MOLMOL [56] and by
imposing a charge of �0.5 to each oxygen of the propionates.


of the two most diverse potential surfaces, that is, that of Bpcytc
and that of B. subtilis c551 (cccB). It can be seen (Figure 6A) that
the protein patch surrounding the heme propionates always
shows a negative surface potential, while the regions further
from the heme display a large charge variability (from very
negative to very positive). The other Bacillus sequences display
intermediate properties. Rotation of the protein around the
Fe�N�2(His) bond by approximately 90� reveals that a large
nonpolar patch is conservatively present, surrounding the other
consistently exposed heme edge (Figure 6B). This patch com-
prises residues 34 ± 35, 44 ± 46, 69 ± 72, and 75. Some minor
variations of the potential in the regions surrounding the patch
in the two structures are apparent, but overall the gross surface
features of this side of protein are conserved. This suggests that
such a nonpolar patch, which also features backbone mobility in
the long time scales (as discussed below), essential to protein
recognition processes, is a likely site for the physiological
electron-transfer processes involving Bacillus c-type cyto-
chromes. The present suggestion is also consistent with the
fact that Bpcytc is thought to be anchored to the cell membrane
of this Gram-positive bacterium, with the soluble globular
domain protruding into the extracellular space[3] and therefore
exposed to the typical high ionic strength medium used for the
growth of B. pasteurii.[2] Such high dielectric medium would
reduce the efficiency of protein recognition through electro-
static interactions. In addition, it should be mentioned that
Bpcytc, although isolated from a mesophilic organism, is
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thermostable[8] and features a high sequence homology with
Bacillus PS3, a thermophile. Hydrophobic protein ±protein inter-
actions are favored at high temperatures as compared to
electrostatic interactions, and this concept has been utilized to
rationalize the large hydrophobic patch present on the surface
of the terminal cytochrome c oxidase in Thermus thermophilus[17]


as well as the partner cytochrome c552 .[18] These observations
further strengthen the hypothesis that Bpcytc is the electron
donor to the terminal oxidase also in B. pasteurii[3] and support
the present proposition for the interaction surface involved in
the process.
All modeled cytochrome structures display a hydrogen bond


between the H�1 proton of the side chain of axial His36 and the
backbone carbonyl oxygen atom of Pro46. This structural
feature corresponds to the conserved hydrogen bond between
the H�1 proton of His18 and the carbonyl oxygen atom of Pro30
observed in all mitochondrial cytochrome c proteins.[15] Its role is
believed to be that of ensuring the proper orientation of the
plane of the axial His in solution. Finally, the solvent accessibility
of the metal site is also a conserved feature within the present
protein family. The solvent accessible area of the heme indeed
varies from 110 ±190 ä2, which is only slightly larger than the
range observed for the experimental family of conformers
representing the solution structure of Bpcytc (135 ± 160 ä2); this
suggests that the low redox potential observed for Bpcytc may
be a conserved feature of this class of c-type cytochromes from
Gram-positive bacteria.[8, 9]


Analysis of the mobility of Bacillus pasteurii and comparison
with other oxidized c-type cytochromes


Bpcytc shows relatively constant S2 values along the sequence
(Figure 4), with two more rigid regions being the stretches 36 ±
38 and 67± 69, which are close to the heme binding site.
Enhanced mobility is instead observed for the C-terminal tail,
and, to a smaller extent, for the N terminus, plus residues 54 and
73 ±74. The two termini can be fitted satisfactorily only if a �e
value for their internal motions is explicitly included in the
fittings. This observation suggests that the N- and C-terminal
residues are involved in motions at the slow end of the range
accessible through the model-free analysis. Interestingly the S2


value of the NH vector of the side chain of Trp87 is as low as 0.83,
which suggests that it is somewhat mobile in solution. Indeed,
this side chain is quite solvent-exposed, and the H�1 proton is
readily exchanged in D2O. The solvent exchangeability of
backbone amide protons varies quite significantly along the
polypeptide chain, showing a good degree of correlation with
the presence of secondary structure elements (besides helix 2,
where all backbone amide protons are exchanged in D2O in less
than 10 minutes). Residues at the N termini of helices have a
tendency to exchange more readily than those at the C termini,
possibly because of the insertion of the C-terminal helix 5
between helices 1 and 4.
Overall, the most striking dynamic feature of Bpcytc is the


existence of conformational exchange processes in the �s ±ms
time scale, as independently highlighted by both the Modelfree
fittings and the �CPMG dependencies for residues 33, 39 ± 41, and


44. Residue 33 immediately follows the first heme-bound Cys,
and is the N-terminal residue of the short � helix 2, which
extends up to the axial His. Residues 39 ±41 are at the N-terminal
region of a loop following the axial His and are in contact with
Ile33 (through Leu40 and the backbone of Asp39). Ser44, on the
other hand, is in the center of the same loop and not in direct
contact with any of the above-mentioned residues. Interestingly,
only Ser44 displays a deviation between the conformation
observed in solution and in the crystal larger than the average
for the rest of the protein. The conformational equilibrium which
involves residues 33 and 39±41 could play a role in modulating
the interactions of the polypeptide chain with the heme
cofactor, for example, by affecting its doming. Indeed, the
residues located between the two heme-bound Cys residues
(Ile33 and Ser34 in the present case) are essential in this
respect,[19] a fact that might be relevant for biological function.
The protein region formed by residues 33 and 39 ±41 lies above
the heme, extending in the direction opposite to the propio-
nates, and is in close contact with residues 47 ±48, which lie in
the vicinity of the heme propionates. It is noteworthy that
residue 44 is located in the central region of the exposed
hydrophobic patch involving the side of the heme where
thiomethyl 4 and methyl 5 lie (Figure 6). Ile33 is also close to this
interface. This suggests a possible influence of the conforma-
tional equilibria detected here in the recognition of and/or
interaction with the partner, as discussed above. It is also
possible that residues 33 and 39 ±41 play a role in the interaction
with the partner by making contacts in the region close to the
axial His. This would be particularly important in the case of
Bpcytc interacting with its partner through binding in a cleft.
Mobility studies on oxidized, paramagnetic, c-type cyto-


chromes are available only for yeast iso-1 cytochrome c, for
which 15N relaxation data have been used to probe both motions
in the sub-ns time scale[20] and in the �s ±ms time scale.[21] The
Modelfree analysis for oxidized yeast iso-1 cytochrome c shows
that fast internal motions (as described by the order parameter
S2) vary significantly along the sequence, the residues in loops
between helices being significantly more flexible than those in
an element of regular secondary structure.[20] This mobility
pattern is different from that observed in Bpcytc, for which the
pattern of S2 values is quite uniform throughout the sequence.
Additionally, several residues in oxidized yeast iso-1 cytochrome
c, belonging mainly to helical regions, experience motions in the
�s ±ms time scale (that is, conformational exchange process-
es),[21] while none of the corresponding residues in Bpcytc
(aligned from the point of view of the sequence, by using the
CLUSTAL program,[22] or of the structure, by using the DALI
program[23] ) shows any exchange contribution to R2 . Moreover,
the 39± 41 loop region displays conformational exchange in
Bpcytc, while no conformational exchange processes are de-
tected for the corresponding region 21 ±25 in yeast iso-1
cytochrome c. The same holds for Ile33 in Bpcytc and the
corresponding Leu15 in the yeast cytochrome. In summary, no
correlation exists for the mobility patterns determined by the
model-free analysis in the two cytochromes. On the other hand,
in both Bpcytc and yeast iso-1 cytochrome c[24] the pattern of
backbone amide exchange rates (or protection factors), which
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sample time scales for protein flexibility of the order of a minute
or longer, correlates broadly with the pattern of secondary
structure elements. This confirms that hydrogen exchange rates
are mainly influenced by local structure.[25, 26]


The above mobility studies may be significant with respect to
the observation that eukaryotic cytochrome c proteins, such as
yeast iso-1, give rise to a so-called alkaline form at high pH
values.[27] The formation of the alkaline form involves the
detachment of the axial Met and its replacement by another
side-chain ligand (most likely a Lys).[27±30] Indeed, several residues
in the proximity of Met80 in the yeast-oxidized cytochrome
experience conformational averaging,[21] which indicates that
different conformers with comparable energy are in equilibrium.
This observation suggests that there may be some structural
strain in this region, which prevents the polypeptide from
folding into a single well-defined minimum. In Bpcytc the region
around axial Met71 does not display any conformational
exchange. Residues in this region have order parameter values
ranging from above to below the average of the entire protein.
The absence of a global trend suggests that local mobility is
dominated only by residue-specific interactions, analogously to
the other parts of the sequence, and thus that there are no
structural strains in this protein region. It should also be
considered that the absence of Lys residues in Bpcytc in
positions corresponding to those of the most likely candidates
for binding to the iron in the alkaline form of yeast iso-1
cytochrome c proteins certainly contributes to the relative
stability of the axial Met ligation in Bpcytc at high pH value, as
evidenced by the pH dependence (up to pH 10) of the signals in
the 1H NMR spectrum.[8] However, Lys77 is within reach of the
iron center, and in the presence of protein flexibility could have,
in principle, also given rise to the alkaline form for Bpcytc. This
stability of Bpcytc at high pH values is consistent with the fact
that the extracytoplasmatic region of cell, where Bpcytc is likely
to be localized, is exposed to the high pH (�9.2) medium in
which Bacillus pasteurii optimally grows.


Conclusion


The solution structure of Bpcytc was solved by NMR spectros-
copy at pH 7.5 and compared with the crystal structure at pH 5.1.
It was shown that the overall folding of the protein is extremely
well maintained when passing from the crystal to solution. A
possible pH-dependent conformational change of propionate-7
was suggested. The structures of homologous c-type cyto-
chromes from another six Bacillus and two Heliobacterium
species were modeled and analyzed in order to single out
conserved features which might have a functional role or a role
in stabilizing the protein fold. It was found that the hydrophobic
core is well defined and conserved within this family. In addition,
two conserved solvent-accessible patches located in the sur-
roundings of the heme moiety were identified. These regions
may play a role in the biological processes of recognition and
interaction with the partners (for example, the aa3 terminal
oxidase).
The mobility of the protein backbone was characterized


through 15N relaxation measurements. The protein displays


uniform mobility, with the exception of a few residues and of the
N- and C-terminal tails, which have S2 values lower than the
average, and of two more rigid stretches close in sequence to
the axial ligands. The most prominent dynamic feature of this
protein is the presence of conformational exchange processes
for residues 33, 39 ± 41, and 44, both in the �s ±ms and longer
(minutes) time scales. These residues are close to, or part of,
conserved nonpolar exposed patches around the heme moiety,
identified from the comparative modeling. This suggests that
the conformational process observed may have some influence
on Bpcytc physiological interactions. A comparison of the
dynamic behavior of Bpcytc and of oxidized mitochondrial yeast
iso-1 cytochrome c revealed that these two proteins have largely
different characteristics in the regions around the axial Met
ligand. This difference may be indicative of the presence of some
structural strain in yeast iso-1 cytochrome c, which, in turn,
would at least partly explain the fact that in the yeast protein the
axial Met gets displaced at high pH value, while this does not
happen for Bpcytc.


Materials and Methods


Preparation of recombinant Bacillus pasteurii cytochrome c sam-
ples: The gene coding Bpcytc has been amplified by polymerase
chain reaction (PCR) from genomic DNA and sequenced by standard
dideoxy sequencing methods (Genbank entry AJ318066). The
sequence coding the soluble portion (residues 22 ±92) of Bpcytc
was cloned between the NcoI and XhoI sites of the expression vector
pET20b (Novagen), resulting in pAT1. In this way, the pelB leader
sequence is fused to the Bpcytc, directing the newly synthesized
polypeptide to the periplasmic space, where heme attachment
occurs.[31] The pelB leader peptide is removed in the process of heme
attachment. E. coli strain DH5� was used for subcloning and the
BL21(DE3) derivative strain C41[32] was used for expression of Bpcytc.


For protein expression, C41 competent cells were cotransformed
with pAT1 and pEC86, kindly provided by Dr. Thˆny Meyer. Plasmid
pEC86 encodes the complete ccmA-H gene cluster from E. coli, which
is needed for incorporation of the heme moiety in the expressed
cytochrome, under the control of the tet promoter,[33] and carries a
marker for chloramphenicol. Cells harboring both plasmids were
selected for their ability to grow on 2xYT plates containing ampicillin
(100 �gmL�1) and chloramphenicol (50 �gmL�1). Rich media cultures
were performed with the 2xYT culture medium supplemented with
antibiotics. Cultures were usually incubated overnight with shaking
at 37 �C, then induced with isopropyl-�-D-thiogalactopyranoside
(IPTG; 0.5 mM) and finally harvested after 24 h by centrifugation at
4 �C. For preparation of 15N-enriched samples, cultures were grown
on minimal medium consisting of M9 salts supplemented with
MgSO4, trace metal, and vitamin solutions, and also containing �-
aminolevulinic acid (0.1 mM) and 2-mercaptoethanesulfonic acid
(1 mM). The nitrogen source was (15NH4)2SO4 (1.2 gL�1) and the
carbon source was glucose (4 gL�1).


The protein was extracted from E. coli cells by isolating the
periplasmic contents, which were loaded directly onto a DE52 col-
umn equilibrated with 2 mM sodium ascorbate and 0.1M tris(hydroxy-
methyl)aminomethane (Tris)-HCl at pH 8.0 and eluted with a 0±
300 mM NaCl gradient in the same buffer. Red fractions were
concentrated, applied to a gel filtration column, and then eluted with
15 mM sodium phosphate buffer (pH 7.5).
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Samples for NMR spectroscopy were at a concentration of 1.0 ±
1.5 mM protein in the elution buffer of the gel filtration column.
Immediately prior to NMR experiments on oxidized Bpcytc, O2 was
bubbled into the sample solution for 15 ± 30 minutes. Reduction of
Bpcytc was achieved by addition of an equimolar amount of sodium
dithionite to the solution under anaerobic conditions.


NMR structural data acquisition and processing: NMR experiments
were performed on Bruker Avance spectrometers operating at 400,
600, and 800 MHz proton Larmor frequencies. Data acquisition and
processing was performed by using a standard Bruker software
package (XWINNMR).


1D NOE spectra on hyperfine-shifted signals were recorded as
previously described[34] by using repetition and irradiation times of
75 ms. Two-dimensional (2D) 1H homonuclear TOCSY[35] and NO-
ESY[36] experiments were acquired at 288, 293, and 298 K, in phase-
sensitive TPPI mode[37] by using unlabeled Bpcytc. Water suppression
was achieved with the WATERGATE pulse sequence[38] or, alterna-
tively, through solvent presaturation in spectra tuned to detect
connectivities involving hyperfine-shifted signals. The values for the
spin-lock time in TOCSY experiments varied from 15±50 ms, and the
mixing time in NOESY spectra from 55 ±100 ms. 2D 1H-15N HSQC
spectra[39] were performed at 278, 288, 298, and 308 K. A three-
dimensional (3D) WATERGATE NOESY±HSQC spectrum[40] was re-
corded with a mixing time of 100 ms. A 3D HNHA experiment[41] was
collected in order to determine the 3JH�±NH coupling constants. For
reduced Bpcytc, a 2D 1H-15N HSQC spectrum[39] was recorded at 298 K
at 600 MHz. For all heteronuclear spectra, 15N decoupling was
performed during acquisition. Other experimental details are given
in Table 3.


Peak assignment and structural constraints: The program XEASY[42]


was used for spectral analysis and for NOESY cross-peak integration.
The assignment of the 1H and 15N NMR signals of protein residues not
directly coordinated to FeIII was achieved with standard proce-
dures[43] through the analysis of 2D and 3D homo- and heteronuclear
spectra. The assignment of the signals of protons of the hememoiety
or of the coordinating iron residues was obtained from 1D NOE
spectra, acquired upon saturation of the hyperfine-shifted signals,
and from paramagnetic 2D TOCSY and NOESY experiments, accord-
ing to previously published procedures.[44] The latter assignment is in
complete agreement with that already reported.[8]


The volumes of the NOESY cross-peaks assigned for the oxidized
form were transformed into 1H± 1H upper distance limits by using
the program CALIBA.[45] Standard calibration was performed by using
backbone, side-chain, and methyl classes, with a (1/r)6 distance
dependence. 1D NOEs were calibrated separately by classifying them
as either weak or strong. In the first case, upper distance limits of 5.5
and 6.5 ä were used for single protons and methyl groups,
respectively. In the case of strong NOEs, an upper distance limit of


3.5 ä was used for both proton and methyl classes. Stereospecific
assignments (33 in total) were obtained by using the program
GLOMSA.[45]


38 � dihedral angle constraints were obtained, either from the
analysis of 3JHN±H� coupling constants obtained from the HNHA
spectrum[41] or from the relative intensities of the intra- and
interresidue H� ±NH NOESY cross-peaks measured in the NOESY
spectra.[46] 38� dihedral angle constraints were obtained from the
relative intensities of the intra- and interresidue H� ±NH NOESY
cross-peaks.[46]


For the reduced protein, resonance assignments of the 1H ± 15N HSQC
peaks were performed following a procedure reported previous-
ly.[47] , [48] This is based on the temperature dependence of the
observed shifts of the signals in the already assigned oxidized
species (which, for residues not bound to the hememoiety, is entirely
due to the pseudocontact contribution). At infinite temperature, the
hyperfine (paramagnetic) contribution to the shifts extrapolate
nothing, and the observed chemical shift is thus the diamagnetic
shift. By raising the temperature, the peaks thus shift towards the
corresponding position in the diamagnetic reduced form. This
permits, by comparison with the 1H± 15N HSQC spectrum of the
reduced protein, the unambiguous assignment of an initial set of
resonances for the reduced cytochrome. These chemical shifts are
used to calculate the PCS values by taking the difference between
the corresponding shifts in the oxidized and reduced form.[11] A
magnetic susceptibility anisotropy tensor is then calculated based on
these data. The assignment is then extended to other nuclei, whose
shifts extrapolated to crowded regions of the spectrum. The
corresponding diamagnetic shifts were discriminated by comparing
the experimental and predicted hyperfine shifts.


PCS values were used in structure calculations following standard
protocols.[49] The 15N PCS values were not used for calculations,
because it is known that the variation of 15N chemical shifts between
the oxidized and reduced forms of cytochromes depends not only on
the pseudocontact contribution, but also on other, still uncharac-
terized, factors.[50, 51]


Structure calculation and refinement: 400 random structures were
generated by using the PSEUDYANA module[52] of the program
DYANA[53] and annealed in 8000 steps by using the standard DYANA
annealing protocol. All constraints were used simultaneously from
the beginning of the annealing procedure. The porphyrin cofactor
was included in the structure calculations as previously de-
scribed.[52, 54] The axial and rhombic magnetic susceptibility aniso-
tropies were given as input values and kept constant during the
minimization. The 30 conformers with the lowest target function
were then used to determine again the anisotropy parameters of the
magnetic susceptibility tensors with the program FANTASIA,[49] for
the next calculation round. Few cycles of 1) structure calculation,


Table 3. Acquisition parameters for multidimensional NMR experiments performed on oxidized recombinant cytochrome c553 from Bacillus pasteurii.


Experiment Acquired data matrix (nucleus) Spectral width (ppm) Ref.
T1 T2 T3 F1 F2 F3


[1H ± 1H] NOESY[a] 1024(1H) 4096(1H) 20 20 [32]
[1H ± 1H] NOESY[a] 1024(1H) 2048(1H) 70 70 [32]
[1H ± 1H] TOCSY[b] 1024(1H) 4096(1H) 20 20 [31]
[1H ± 1H] TOCSY[b] 1024(1H) 2048(1H) 70 70 [31]
1H± 15N HSQC[a],[b] 256(15N) 1024(1H) 38 10 [35]
1H± 15N NOESY±HSQC[a] 320(1H) 64(15N) 1024(1H) 10 40 7 [36]
HNHA[a] 256(1H) 48(15N) 1024(1H) 15 38 7 [37]


[a] Data acquired on a 800 MHz spectrometer. [b] Data acquired on a 600 MHz spectrometer.
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2) recalibration by using CALIBA, and 3) FANTASIA fittings yielded an
ensemble of structures satisfying all experimental constraints. The
30 conformers with the lowest total target function were selected as
the PSEUDYANA family.


The PSEUDYANA family was then subjected to restrained energy
minimization with the SANDERPC[49] module of the AMBER program
package,[55] to yield the PSEUDOREM family. Calculations were
performed as previously described.[11, 49] In addition, the mean
structure of the PSEUDOREM family was calculated by using the
program MOLMOL,[56] and the restrained energy was minimized.


The quality of the structure was checked with the PROCHECK,[10, 57]


WHATIF,[58, 59] and AQUA programs.[57] The coordinates of the
PSEUDOREM family and of the minimized mean structure have been
deposited in the PDB (PDB codes: 1K3H and 1K3G).


NMR mobility data acquisition and processing: The NMR experi-
ments for determination of 15N longitudinal and transversal relaxa-
tion rates and 1H± 15N NOE were recorded at 298 K at 400 MHz and
600 MHz. The 15N R1 and R2 relaxation rates and 1H± 15N NOEs were
measured by using, respectively, inversion-recovery,[60] CPMG,[61] and
saturation[62][63] experiments. In all experiments, solvent suppression
was achieved with the water flip-back scheme, which avoids water
saturation.[64]


The dependence of the 15N R2 relaxation rates on the CPMG
repetition rate was probed by measuring these rates at 400 MHz with
six different CPMG frequencies (�CPMG): 435, 500, 588, 714, 909, and
1111 Hz. The data measured with the latter CPMG frequency were
used in Modelfree calculations. The present experimental conditions,
together with the choice of magnetic field and the small size of the
protein (�r�3.6 ns), are such that off-resonance effects on the
present measurements are negligible.[65]


Backbone amide exchange data were obtained by dissolving a
lyophilized 15N-labeled sample in buffered D2O and acquiring HSQC
spectra at regular time intervals over a period of three days. The first
point was acquired ten minutes after sample preparation.


Analysis of 15N relaxation data: R1 and R2 relaxation rates were
obtained by fitting the cross-peak volumes (I), measured as a
function of the relaxation delay, to a single exponential decay by
using the Levenberg ±Marquardt algorithm,[66, 67] as described in the
literature.[68] Uncertainties had been evaluated by using a Monte
Carlo approach.[68±70] Heteronuclear NOE values were calculated as
the ratio of peak volumes in spectra recorded with and without 1H
saturation. The heteronuclear NOE values and their errors were
estimated by calculating the mean and the standard error of the
values obtained from the various data sets available.
15N relaxation data were analyzed in terms of the model-free
formalism[71] through the Modelfree program, version 4.0, following
the reported protocol.[13] The amide proton±nitrogen backbone
distance was taken to be 1.02 ä, and the 15N chemical shift anisotropy
(CSA) was taken to be ���172.[72] For the tryptophan side chain NH
moiety, the CSA was taken to be 89 ppm.[73] Model selection for the
Modelfree calculations was performed according to the procedure
previously described.[13] In the last stage of calculations �m was
optimized together with all other Modelfree parameters.


The contribution from conformational exchange to 15N R2 shows a
dependence on �CPMG, which can be approximated by Equation (1),
where pA and pB are the populations of the two states a and b
between which the exchange process occurs, �� is the difference in


Rex � pApB��2�ex


�
1�4�CPMG�ex tanh


1


4�CPMG�ex


� ��
(1)


the chemical shift of the 15N in the two states, and �ex is the time
constant for the exchange process.[74, 75]


R2 relaxation rate values were obtained by adding the Rex contribu-
tion of Equation (1) to the R2 value in the absence of conformational
exchange; these values were calculated for each residue through the
model-free formalism from experimental R1 and heteronuclear NOE
data.[75, 76] This calculated sum was used to least square fit the
experimental dependence of the R2 relaxation rates, by using �ex and
the product pApB��2 as adjustable parameters. Backbone amide
exchange data were fitted to an exponential decay.


Sequence analysis and structural modeling: Sequences similar to
that of Bpcytc were searched for in the SwissProt and TrEMBL (for
protein sequences translated from genomic codes) databases by
using sequence similarity criteria. The sequence of B. licheniformis
cytochrome c was taken from the literature.[3] The program used to
perform the search was the ™Basic Local Alignment Search Tool∫
(BLAST) program.[14] The pattern-hit initiated BLAST (Phi-BLAST)
version of the program[14] was also used, in order to identify
sequences more distantly related to Bpcytc, but still showing the
CXXCH heme-binding pattern.


The sequences identified were selected and organized by perform-
ing alignments through the ClustalX program,[22] installed on local
machines. The service at: http://bioweb.pasteur.fr[77] was used to
draw phylogenetic trees. Modeling was performed with the standard
parameters of the model-default option of the program MODELLER
v. 4.0,[78] based on the alignment obtained for all sequences from
ClustalX. No further refinement was carried out. Models were
analyzed with the program PROSA.[16]
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Ratcheting Up vir Gene Expression in
Agrobacterium tumefaciens : Coiled Coils
in Histidine Kinase Signal Transduction
Yulei Wang,[a] Rong Gao,[a] and David G. Lynn*[a, b]


The transmembrane histidine kinase VirA is responsible for the
recognition of information from several plant-derived xenognostic
signals that control gene transfer between Agrobacterium tume-
faciens and its eukaryotic host. As with other histidine autokinases,
VirA appears to exist as a homodimer within the inner membrane
of the bacterium. In this study, we identify the putative homodi-
meric coiled-coil-like motifs Helix TM2 (amino acids (aa)259 ± 288)
and Helix C (aa293 ± 327) within the previously assigned signal
input domain. The functional importance of these coiled-coil
interactions in signal-mediated VirA activation is investigated by
the construction of fusion proteins with the leucine zipper domain
of the transcription factor GCN4. Replacement of the membrane-
spanning and periplasmic domains of VirA with the GCN4 leucine
zipper gave functional proteins with increased signal-induced vir


gene expression. When the GCN4 fusion was used to conforma-
tionally bias the interface of the Helix C coiled coil, constitutively
active chimeras were created. The activity of these constructs was
dependent on the interface of the Helix C coiled coil, and a ratchet
model is proposed in which VirA activation is achieved by signal-
induced switching of the interfaces of the homodimer. Since VirA
functions as a transducer and integrates various host cues
indirectly, these data highlight its role as an ™antenna∫ for the
tumor-inducing (Ti) plasmid, able to monitor the host proteome so
as to select for successful xenognostic signaling strategies.


KEYWORDS:


pathogenesis ¥ protein engineering ¥ signal transduction ¥
two-component system ¥ VirA


Introduction


Sophisticated cellular signaling mechanisms have evolved to
detect environmental conditions and elicit appropriate adaptive
responses. The histidine kinase sensor/transducers and aspartic
acid receiver/response regulators form two-component regula-
tory systems which are the primary mediators of these signal
transduction events in prokaryotes.[1±3] When harbored within
Agrobacterium tumefaciens, the tumor-inducing (Ti) plasmid
expresses a typical two-component system in which the integral
membrane histidine kinase VirA catalyzes the transfer of
phosphate to the cytoplasmic aspartic acid response regulator
VirG, which is the transcriptional activator of the virulence
regulon of the plasmid.[4] In response to activation, specific
genes are laterally transferred between the bacterial pathogen
and its eukaryotic host.


Located within the bacterial inner membrane, VirA is thought
to function as a homodimer;[5] each monomer consists of two
transmembrane domains (TM1 and TM2), a periplasmic domain,
and a cytoplasmic domain that contains linker (L), kinase (K), and
receiver (R) subdomains.[6, 7] At least four separate xenognosin
signals are integrated through VirA to regulate virulence (vir)
gene expression, including phenolics (for example, acetosyrin-
gone (AS)), monosaccharides (such as glucose and arabinose),
pH value, and temperature.[4, 8] The phenolics are absolutely
required for vir gene activation, and the other signals play
synergistic roles to enhance the sensitivity, specificity, and
maximal response.


VirA is distinguished from other transducers by its apparent
ability to perceive this wide spectrum of input signals. With these
input signals now defined, VirA provides a unique opportunity
for mechanistic investigation. Based on the finding that coiled
coil motifs are conserved in the linker domain of many histidine
kinases, Singh et al.[9] proposed that these motifs may play an
important role in the regulation of histidine kinase activity. Here
we identify two coiled-coil-like motifs in the VirA linker, the
domain that connects the second of the two transmembrane
domains to the cytoplasmic kinase domain.[7] Data from fusion
proteins designed to favor coiled-coil quaternary structure
within the homodimer correlate the kinase activity of VirA with
a specific interface of the coiled coil. These results allow us to
propose a ™ratchet model∫ for phenol-induced VirA activation in
which specific interfaces of the coiled coil are required for kinase
output activity. This mechanism would allow multiple signals to
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synergistically up-regulate vir expression and additionally sug-
gests a strategy for the integration and coevolution of the Ti
plasmid within the Agrobacterium host.


Results


Secondary structural analysis of the VirA linker domain


Figure 1 shows the amino acid sequences of the second
transmembrane (TM2) and linker (L) domains of VirA from the
wide-host-range Ti plasmids VirA (pTiA6), VirA (pTi15955), and
VirA (pTiC58), and a limited-host-range plasmid, VirA (pTiAg162),
aligned by the pile-up program of the GCG package. The
secondary structure predictions shown below the alignment
were obtained from PHDsec algorithms and indicate 60.4% �


helix, 9.8% � strand, and 29.9% loops across this region.
Closer visual inspection revealed the characteristic heptad


patterns of coiled-coil-like motifs in at least two helical regions:
Helix TM2 (amino acids (aa)259 ± 288), which includes the
membrane-spanning domain, and Helix C (aa293 ±327), a rela-
tively long stretch located just on the C-terminal side of
Helix TM2. In contrast to typical dimeric coiled coils in which
interhelical salt bridges are present between flanking residues at
the e or g positions;[10] these two positions in Helix C are
dominated by hydrophobic residues (I, L, A), aromatic residues
(F), or small polar side chains (S, T). The absence of charged
residues alters positional stability, but not overall association.[10]


Interestingly, the four amino acid gap (aa312 ±315) in some of
the sequences will alter the registry of the coiled coil interface at
the C-terminal end, but not dimerization. Therefore, these
analyses predict the existence of two ™coiled-coil-like∫ motifs
within the linker domain.


GCN4 chimeras for dimerization


Cross-linking experiments have indicated that VirA, as in the case
of many other histidine autokinases,[1±3] exists as a preformed
homodimer and is localized in the inner membrane of the
Agrobacterium cell.[5, 11] To determine the dimerization stability of
the identified coiled-coil-like motifs in the VirA linker domain, the
linker (aa285 ±471) was put behind a constitutive PN25 promoter
(Figure 2, pRG15)[12] and expressed in Agrobacterium. Under mild
denaturing conditions, no apparent dimerization of the linker


Figure 2. Schematic representation of the domain organization of VirA and the
VirA fragments. The domains are indicted at the top. Black arrows: phage PN25


promoter; unfilled block: 6�His tag; LZ: leucine zipper of GCN4. The inserted
amino acid sequences are displayed as bold letters.


domain was detected by sodium dodecylsulfate polyacrylamide
gel electrophoresis (SDS-PAGE) analysis (Figure 3, lane 2), which
indicates that the linker coiled-coil-like motifs are not particularly
stable dimers and are not very prone to oligomerization. To
enhance dimerization, an LZ(TM2) ± linker fusion protein was
constructed in which the VirA linker domain was fused with the
leucine zipper (LZ) peptide of GCN4 (Figure 2, pYW33). This
LZ(TM2) ± linker dimer is more readily detected than dimers of
the linker alone (Figure 3, lane 1), which suggests that such a
fusion strategy successfully stabilizes dimerization.


To evaluate the functional significance of enhanced dimeriza-
tion, LZ(TM2) ± LKR constructs were prepared. A point mutation,
G665D, within the kinase domain provides a detectable base
level of vir gene induction, but still responds to acetosyringone
(AS).[13] We elected to use this mutant as it provided a positive
control for both basal and induced activities. In the LZ(TM2) ±
LKR(G665D) construct, the leucine zipper of GCN4 is fused with
the LKR(G665D) protein (aa285 ±829) as in the linker construct,


Figure 1. Sequence alignment of the four VirA linker sequences. The alignment and the secondary structure prediction were obtained as described in the Experimental
Section. The numbering corresponds to the VirA (pTiA6) sequence. The heptad repeat motif is reported on the line labeled ™Repeat∫. The secondary structure prediction is
reported on the line labeled ™PHDsec∫. Dots represent gaps. Cylinders stand for � helices, arrows for � strands, and straight lines for unpredicted structure.
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Figure 3. Immunoblot detection of LZ(TM2) ± linker and VirA linker proteins. Cell
lysates from A. tumefaciens carrying different plasmids were incubated with SDS
sample buffer (Novex; 2% �-mercaptoethanol, 4% SDS) at 37 �C for 10 mins,
followed by SDS-PAGE (14%) and Western blot analysis with anti-RGSHis
antibodies (Qiagen). Lanes: 1: A348/pYW33, LZ(TM2) ± linker ; 2: A348/pRG15, VirA
linker ; 3: A348; 4: A348 ± 3/pYW15b, cloning vector.


and replaces both the membrane-spanning and the periplasmic
domains of VirA (Figure 2, pYW50). LZ(TM2) ± LKR(G665D) shows
significantly increased basal vir gene expression (without AS
induction) and a maximal vir gene expression (with 100 �M AS)
that is approximately 2.5 times greater than the LKR(G665D)
construct control (Figure 4). These results provide the first
functional evidence that homodimerization of VirA is important
for its in vivo activity. More importantly, the presence of the LZ
dimerization domain does not change the sensitivity to AS; both
LZ(TM2) ± LKR(G665D) and LKR(G665D) show similar dose re-
sponses (Figure 4). If AS-mediated VirA activation occurred


Figure 4. Induction of the virB:lacZ gene by LZ(TM2) ± LKR(G665D). Derivatives of
A. tumefaciens A348 ±3/pSW209� carrying different vVirA constructs were
cultured and assayed for vir gene expression as described. (�)�pYW15a,
negative control ; (�)�pYW39, 6�His ± LKR(G665D); (�)�pYW40, LKR(G665D);
(�)�pYW50, 6�His ± LZ(TM2) ± LKR(G665D)


through triggering the dimerization of VirA, LZ(TM2) ±
LKR(G665D) would be expected to show an induction level
different from that of LKR(G665D). However, while the level of vir
gene expression of the LZ(TM2) ± LKR(G665D) construct can be
further induced with AS to approximately three to four times its
basal activity, the same relative level of induction occurs without
the LZ dimerization domain (Figure 4). These observations,
particularly when taken together with the previous cross-linking
evidence that VirA exists as a dimer even in the absence of AS,[5]


suggest that AS-mediated VirA activation is unlikely to be the
result of an induction of dimerization.


Construction of LZ(0/3/4) ± LKR chimera


The linker coiled-coil-like motifs appear not to be a particularly
stable dimerization domain (Figure 3), or to be primarily
responsible for the induction of vir gene expression by enforced
VirA homodimerization (Figure 4). In particular, the absence of
interhelical salt bridges suggests that Helix C can adopt coiled-
coil interactions through several potential hydrophobic inter-
faces. Interface I uses the typical a and d residues to form the
dimer interface, while interface II and interface III position either
the a and e residues or the d and g residues, respectively, at the
dimer interface. As shown in Figure 5, interfaces II and III can
each be achieved by a conrotatory 51� turn of each helix from its
interface I position. Relative to interface I, interface II is the result
of a conrotatory clockwise rotation of both helices, whereas
interface III is the result of a similar counterclockwise rotation of
the two helices. This observation suggests that the relative
orientation of the two subunits might not be fixed, and that
Helix C may be able to adopt several flexible interfaces. The
relative phase of each interface may be critical for signal
transmission.


To test the functional role of the redundant interfaces within
Helix C, the leucine zipper of GCN4 was fused directly with
LKR(G665D) (aa293 ±829; Figure 5). A four-residue deletion
(aa312 ±315) is seen in some of the wild-type strains, therefore
a flexible adapter with either 0, 3 (DAL), or 4 (DALK) amino acids
was inserted at the fusion junction to give LZ(0), LZ(3), and LZ(4),
respectively. As shown in Figure 5, these adapter sequences
enforced the alignment of the hydrophobic interface of the
GCN4 leucine zipper peptide with each of the three Helix C
coiled-coil interfaces. The large folding free energy
(�10 kcalmol�1) of the GCN4 leucine zipper peptide dimer[14]


has been shown to distort coiled-coil dimers to alternate
interface preferences in the region of the fusion junction,[15]


and the same is predicted for this linker dimerization domain.
Therefore, in LZ(0), the hydrophobic interface I of Helix C would
be biased towards the phase of the LZ dimer interface.
Correspondingly, in LZ(3) and LZ(4), interface II and interface III
of Helix C should be aligned correspondingly with the GCN4
dimer interface.


The PN25-based broad-host-range expression vector pYW15a[12]


was used to construct and express different VirA truncation
mutants in Agrobacterium, as outlined in Figure 2. Western
analysis with either antiVirA or anti-RGSHis antibodies confirmed
that the VirA mutants were the expected size and occurred at
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approximately equivalent levels (Figure 6). Similar results are
observed for the expression of LZ(0/3/4) ± LKRWT (WT�wild type)
constructs (data not shown). Preliminary analysis found all of
these VirA constructs fractionated with the Agrobacterium inner
membranes.


Figure 6. Expression of various VirA constructs in A. tumefaciens detected by
antiVirA (A), and by anti-RGSHis (B). Lanes: 1: A348, VirAWT; 2: A348 ± 3/pMutA
G665D, VirA(G665D) ; 3: A348 ± 3, VirA deletion; 4 ± 9: A348 ± 3 carrying various
VirA constructs. 4: pYW39, 6�His ± LKR(G665D) ; 5: pYW40, LKR(G665D) ; 6:
pYW50, LZ(TM2) ± LKR(G665D); 7: pYW59, LZ(4) ± LKR(G665D) ; 8: pYW60, LZ(3) ±
LKR(G665D); 9: pYW61b, LZ(0) ± LKR(G665D).


vir gene activation by LZ(0/3/4) ± LKR fusions


In the absence of AS, the base level of vir gene expression by
LZ(3) ± LKR(G665D) is about three times higher than that by
either LKR(G665D) or 6�His ± LKR(G665D) (Figure 7A). LZ(0) ±
LKR(G665D) gives intermediate expression, with activity similar
to LKR(G665D), whereas LZ(4) ± LKR(G665D) is essentially inac-
tive. These results are consistent with the proposal that Helix C is
both critical for vir gene activation and is sensitive to distortions
of the homodimer interface. More importantly, as compared to
the nonengineered LKR(G665D) whose activity can be further
increased by approximately fourfold by 100 �M AS, these fusion
proteins no longer respond to AS induction. It appears, there-
fore, that interface II (represented by the LZ(3) ± LKR(G665D)) is


Figure 7. Induction of the virB:lacZ gene. Derivatives of A. tumefaciens A348 ± 3/
pSW209� carrying different VirA constructs were cultured in induction medium
with either no AS or 100 �M AS and assayed for vir gene expression as described.
A) LZ(0/3/4) ± LKR(G665D): Strains : pYW15a, VirA deletion, control ; pYW39, 6�
His-LKR(G665D); pYW40, LKR(G665D); pYW59, 6�His ± LZ(4) ± LKR(G665D) ;
pYW60, 6�His ± LZ(3) ± LKR(G665D); pYW61b, 6�His ± LZ(0) ± LKR(G665D).
B) LZ(0/3/4) ± LKRWT: Strains : pYW15a, VirA deletion, control ; pYW34, LKRWT;
pYW65, 6�His ± LZ(4) ± LKRWT; pYW66, 6�His ± LZ(3) ± LKRWT; pYW67, 6�His ±
LZ(0) ± LKRWT.


able to mimic the highly activated conformation of Helix C, while
interfaces I and III (represented by LZ(0) ± LKR(G665D) and
LZ(4) ± LKR(G665D) respectively) preorganize conformations
with intermediate activity and noninducing conformations.


Figure 5. Helical wheel representations of LZ(0) ± LKR, LZ(3) ± LKR, LZ(4) ± LKR fused with GCN4. The seven-residue (heptad) repeats are represented by the letters a to g,
and the dimer designations, LZ(0), LZ(3), LZ(4), indicate the number of amino acids of the adapter inserted between the GCN4 and VirA LKR sequences. Three potential
interfaces could be adopted in a continuous helix dimer. Interface II and Interface III are achieved by conrotatory rotation of the helices of Interface I by one seventh of a
turn counterclockwise or clockwise, respectively.
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The LKRWT constructs show a similar phenotype. As shown in
Figure 7B, LZ(3) ± LKRWT and LZ(4) ± LKRWT are inactive, while
LZ(0) ± LKRWT shows constitutive vir gene expression. In the
absence of AS, this fusion protein showed approximately
10 times higher basal activity than LKRWT alone and did not
respond to AS. The active interface in the wild type, LZ(0), is
therefore different from the active interface (LZ(3)) in the
construct that contains the single point mutation G665D in the
kinase domain.


Discussion


The VirA/VirG two-component signal transduction elements set
into motion the complex cascade of events necessary to
simultaneously coordinate hosts from two separate king-
doms.[16, 17] This system is unusual in that a number of small
molecule mediators are known to regulate activity and the
histidine kinase VirA is assigned as the central transducer of all
the input signals.


The linker domain of VirA, which connects the transmembrane
elements with the kinase domain, has been implicated repeat-
edly as critical for signal perception. Deletion of the N-terminal
portion of the linker, aa283-304,[18] and introduction of five
independent VirA mutations within this domain[19] led to
defective vir gene activation. As assigned in our conformational
analyses, three of these mutations, G268D, T284M, and R289Q,
are within the Helix TM2 region (aa262 ±288). The other two are
within Helix C (A318T; aa293 ±327) and just outside Helix C
(S333L).


Although few structures of the histidine kinase family are
available, a combination of computational methods and intuitive
comparisons has allowed several structures to be successfully
predicted from the primary sequence.[20, 21] Our methods iden-
tified Helix TM2 as an inner-membrane-spanning amphipathic
helix conserved in all chemoreceptors and a large number of
sensor histidine kinases, including VirA.[19] This conservation,
together with the mutagenesis data mentioned above, impli-
cated Helix TM2 in signal input.[19] However, results from this
study suggest that a critical functional role of Helix TM2 is to
anchor homodimerization. The VirA truncation mutant
LKR(G665D) lacks Helix TM2 and is still AS responsive, but its
enforced dimerization with the soluble GCN4 leucine zipper


domain substantially increases vir gene expression. This fusion
protein retained a level of induction similar to LKR(G665D), which
indicates that dimerization of VirA is important for VirA activation
but dimerization alone is not sufficient to fully activate VirA.


Sequence analysis of Helix C suggested three separate
energetically accessible coiled-coil interfaces. Three fusion
proteins, LZ(0) ± LKR, LZ(3) ± LKR, and LZ(4) ± LKR, were engi-
neered to bias the relative stability of each interface. Determi-
nation of the extent to which the conformations were success-
fully biased will require detailed structural analysis, but the
observed phenotypes of the chimeras are consistent with some
degree of bias. The LKR(G665D) construct showed constitutive
and AS-inducible vir gene expression, whilst the bias in favor of
interface I (LZ(0)) gave moderate activity that was no longer AS
responsive. When the bias was shifted to interface II (LZ(3)) or
interface III (LZ(4)) by conrotatory displacement through one
seventh of a whole helical rotation, clockwise or counter-
clockwise respectively, highly activating and nonactivating
constructs resulted. Most importantly, the level of vir gene
activation by all three fusion proteins was independent of AS
induction.


The LZ± LKRWT fusion proteins show lower relative activity
than the mutants, but the same constitutive phenotype and lack
of AS responsiveness. More interestingly, the active construct
possesses stability biased towards interface I, the interface that
shows moderate activity in the LZ± LKR(G665D) constructs. Since
LKR(G665D) carries a mutation that resides just outside the ATP-
binding G2 block, the local conformation of the catalytic domain
appears to be altered and sufficiently so to give partial
constitutive activity. Clearly the kinase and linker domains are
intimately coupled. This coupling appears to be transmitted
through the phase of the coiled-coil interface. Therefore,
mutations in the kinase domain alter the linker interface required
for activation of VirA.


Combined, these data allow us to propose the ratchet model
for VirA activation shown in Figure 8. In this model, VirA exists as
a homodimer in three conformations, ™OFF∫, ™PARTIALLY ON∫,
and ™ON∫. The off form of VirA, interface III, probably serves as
the ground state. AS perception allows a shift from interface III to
interface I (partially on), interface II (fully on), or possibly any one
of the three disrotatory interfaces that have not yet been
constructed. This conformational shift propagates through the


Figure 8. Ratchet model for signal-mediated VirA activation. The Helix C interfaces III, I, and II are coupled to the kinase domain to give OFF, PARTIALLY ON, or ON
functional activity, respectively.
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linker to the kinase domain, by rotation and/or by a positional
shift, to regulate output activity. While several mechanisms have
been proposed for signal activation in the homologous chemo-
receptors,[22] a similar interface shift in coiled coils has been
implicated in at least one possible model for the bacterial Tar
receptor[15] as well as for myosin heptad dynamics.[23] Such
interface shifting has also been observed directly in the crystal
structure of the low-pH form of influenza hemaglutinin, TBHA2.[24]


As stated above, signal perception events through VirA
integrate at least four separate signals. First, VirA operates only
within a limited temperature range.[25] Second, monosacchar-
ides, including glucose and arabinose, are perceived through the
periplasmic domain of VirA but recognition requires the bacterial
sugar-binding protein, ChvE.[11, 26] The ChvE/sugar complex
affects the sensitivity, specificity, and maximal response of the
system, and point mutations and/or deletions in the periplasmic
domain of VirA, both in the putative ChvE binding domain and
distal to it, can abolish the effect of sugars.[6, 11, 18, 26±28] Third, the
expression of virG itself can be induced by low pH values, a
phenotype partially controlled by the bacterial protein ChvD.[29]


However, expression of virG from constitutive promoters does
not create a pH independent inducing system,[12, 30] which
indicates that other pH-related inputs into the system must
occur. Truncations of VirA suggest that the cytoplasmic domain
alone is still responsive to pH value,[18] which further suggests
that other cytoplasmic proteins are required for perception.
Finally, the most critical xenognosins are plant phenolics (for
example, AS). Despite the recent experiment results that suggest
that VirA may be a direct phenol sensor,[31] affinity labeling,[32]


structural analyses of inducing phenolics[33] and recent genetic
evidence have suggested that phenol activation also requires
bacterial chromosomal proteins.[34] Given that the same cyto-
plasmic versions of VirA that respond to pH value also respond
to phenols,[18] such phenol-sensing proteins are likely to be
cytoplasmic.


With the accumulating evidence that several bacterial pro-
teins may be involved in mediating signal perception by VirA, it
is possible that VirA has evolved to interrogate these proteins for
signal transmission. In the context of the ™ratchet model∫
proposed here, such interrogation may be accomplished by
direct binding to the coiled-coil interface of the VirA linker, and
can thus modulate both interface stability and the resulting
kinase activity. The unique ability of the Ti plasmid to simulta-
neously pathogenize hosts from different kingdoms would
therefore be built on the evolutionary adaptability afforded by
coiled coils which allow elements from the Agrobacterium
proteome to be selected for their ability to bind to and
modulate the very first and most critical stage of pathogenic
integration. Such a model would allow the Ti plasmid signaling
events to function uniquely within, and even coevolve with, its
host proteome.


Experimental Section


Strains, plasmids, and oligonucleotides : A. tumefaciens strain A348-
3 containing pTiA6NC with virA deleted[32] was used to express


various virA alleles. A. tumefaciens strains were grown in Luria broth
(LB) medium or AB minimal medium[35] at 28 �C. E. coli strain
XL1-Blue (Stratagene) was grown in LB medium at 37 �C and used
as the cloning host. Plasmids constructed in this study are listed in
Figure 2.


Construction of plasmids : To construct the LZ ±VirA chimera, a DNA
cassette encoding the leucine zipper of GCN4 and an N-terminal
GGCGG linker was constructed by mutually primed DNA synthesis.
The amino acid sequence of this cassette was: GGCGG KVKQ L
EDKVEE L LSKNYH L ENEVAR L KKLV. A flexible linker that contained
amino acids Gly-Gly-Cys-Gly-Gly was incorporated into the protein at
the N terminus to enable disulfide cross-linking for in vitro analysis.
15 pmol of each oligo were mixed and amplified by polymerase
chain reaction (PCR): GCN4a, 5�-GGA GGT TGC GGA GGT AAG GTC
AAG CAG CTG GAG GAC AAG GTC GAG GAG CTG CTG TCG AAG AAC
TAC CAT C-3�; GCN4b, 5�-GAC CAG CTT CTT CAG TCT TGC GAC CTC
GTT CTC CAG ATG GTA GTT CTT CGA CAG CAG CTC CTC GAC CTT
G-3�; GCN4c, 5�-GC GAG CTC GGA GGT TGC GGA GGT AAG-3� (Sac I) ;
GCN4d, 5�-GC GCA TGC GAC CAG CTT CTT CAG TCT-3� (Sph I). The
expected approximately 110-base-pair (110-bp) PCR product was TA
cloned (cloned into a vector containing complementary 3�-thymidine
overhangs) to give pYW26. In order to minimize the possible error
that could be introduced into the fusion constructs by PCR
amplification, a LZ(TM2) ± linker fusion was first constructed by
fusing the GCN4 leucine zipper cassette with the VirA linker domain
(aa285 ±471). Recombinant PCR was used to construct the fusion
proteins. Two primary PCR reactions were performed separately.
Reaction A used plasmid pYW26, which contained the GCN4 leucine
zipper cassette, as the template. The sense and antisense primers
were, respectively, XMN, 5�-GC GAAGATATTC GA GAGCTC GGA GGT
TGC-3� (Xmn I; Sac I) and FS0, 5�-AAA CGC CGC GCT AAC CAA TCG
ACC AGC TTC TTC AG-3�, which has 15 bp complementary to the
C-terminal sequence of the GCN4 cassette and 20 bp complementary
to the N-terminal sequence of the VirA linker. Reaction B used
plasmid pVRA8 which contains the virAWT gene as the template. The
sense and antisense primers were, respectively, FS0a, 5�-CAA GAC
TGA AGA AGC TGG TCG ATT GGT TAG CGC GG-3� with 15 bp
complementary to the N-terminal sequence of LKR and 20 bp
complementary to the C-terminal sequence of GCN4, and NAE, 5�-GC
GGTACC TCC GCC GGC AAG TGTAC-3� (Kpn I). The PCR products from
reactions A and B were an approximately 130-bp fragment encoding
the GCN4 cassette and a roughly 580-bp fragment encoding the
linker domain of VirA. The mixture of the two primary PCR products
was used as the template (1/20 (v/v) each) in the secondary PCR
reaction. Two outside primers XMN and NAE were used to amplify
the fusion. The resulting PCR product (about 700 bp) which encodes
the LZ± linker fusion protein, was subsequently digested with Sac I
and Kpn I and cloned into pYW15b[12] to give pYW33, which contains
the PN25–6�His ± LZ(TM2) ± linker fusion protein. The complete
LZ(TM2) ± LKR(G665D) fusion product was then constructed by
swapping restriction fragments that contained the rest of the
LKR(G665D) into this LZ ± linker construct. An approximately 800-bp
EcoR I/Kpn I fragment of pYW33 containing the PN25–6�His ±
LZ(TM2) ± linker fusion construct was first moved into pBluescript II
KS (� /-) (in which BstE II is a unique site) to give plasmid pYW42. The
construction of the LZ(TM2) ± LKR(G665D) fusion protein was
achieved by cloning a BstE II/Kpn I fragment (roughly 2 kb) from
pMutA G665D into the BstE II/Kpn I sites of pYW42 to give pYW49.
Finally, a EcoR I/Kpn I fragment (approximately 2.7 kb) that contained
PN25–6�His ± LZ(TM2) ± LKR(G665D) was cloned into pYW15a to
give pYW50.


Construction of the VirA-Linker (VirA, aa285 ±471) was achieved by a
domain swap into pYW42. An EcoR I/Kpn I fragment (about 1.6 kb) of
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pYW39[12] was moved into pYW49 to give pRG13. The Sac II/BstE II
fragment (about 500 bp) of pRG13 was swapped into pYW42 to give
pRG14. An approximately 550-bp Kpn I fragment containing VirA ±
Linker (VirA aa285 ±471) from pRG14 was cloned into pYW15b[12] to
give pRG15, which contained the PN25–6�His–linker construct.


Construction of LZ ± LKR with 0, 3, or 4 amino acid adapter sequences
at the fusion junction, designated LZ(0/3/4) ± LKR(G665D) herein, was
achieved by a domain swap into pYW49. Specifically, LZ(0/3/4) ±
LKR(G665D) was achieved by swapping LZ(0/3/4) ± linker fragments
with the LZ± linker fragment of pYW49. LZ(0/3/4) ± linker was
constructed by recombinant PCR as described above. The fusion
junction in these constructs was from aa294 of the VirA linker instead
of aa285 as for the LZ(TM2) ± linker construct. The primers used in
the primary and secondary PCR for construction of LZ(0/3/4)–linker
were FS0A, FS0S, FS3A, FS3S, FS4A, FS4S, XMN, and NAE. The
templates for the primary PCRs were pYW49 and pVRA8. For each
fusion construct, the two primary PCR products, a roughly 130-bp
fragment and an approximately 540-bp fragment, were gel-purified
to remove excess primary PCR primers and then used as templates
for the secondary PCR reactions. The three secondary PCR products
(about 660 bp) were TA cloned into pCR2.1 or digested with Sac II
and BstE II and cloned into pYW49 to give plasmids pYW56, pYW57b,
and pYW58. An EcoR I/Kpn I fragment (about 2.7 kb) that contained
PN25–6�His ± LZ(0/3/4) ± LKR(G665D) were cloned into pYW15a to
give pYW61b, pYW60, and pYW59.


Construction of LZ(0/3/4) ± LKRWTwas achieved by swapping a BstE II/
Kpn I fragment (about 1.3 Kb; encoding the C-terminal portion of
VirAWT) from pYW21 into pYW58, pYW57b, and pYW56 respectively,
to replace the corresponding fragment of VirA(G665D). A EcoR I/
Kpn I fragment (about 1.7 kb) that contained the PN25–6�His ± LZ(0/
3/4) ± LKRWT constructs was then moved into pYW15a to give pYW67,
pYW66, and pYW65. All construct sequences were confirmed with
the ABI PRISM Dye Primer Cycle Sequencing kit (Perkin Elmer).


Immunoblot analysis : SDS-PAGE was conducted in 14% or 8 ± 16%
polyacrylamide gels (Novex), and the proteins were electroblotted
(Electro-blotter, Bio-rad) onto nitrocellulose membrane (Bio-rad). The
VirA fragments were either probed with polyclonal antibody raised
against the VirA kinase domain or with monoclonal anti-RGSHis
purchased from Qiagen. The proteins were either visualized by
incubation with alkaline phosphatase-conjugated goat antirabbit
secondary antibody (Bio-rad; 1:1500, for antiVirA) or antimouse
secondary antibody (Qiagen; 1:1000, for anti-RGSHis) followed by
development with 1-Step NBT/BCIP (Pierce) as the substrate.


vir gene induction assay : Agrobacterium strains were grown in LB
medium (30 mL) supplemented with appropriate antibiotics to an
optical density of OD600�0.4 ± 0.6. The bacteria were harvested by
centrifugation at 6000 rpm (GSA rotor) for 15 minutes at 4 �C. After
washing with phosphate-buffered saline (PBS) buffer twice, the
pellets were stored at �70 �C. As needed, cells were thawed, diluted
to OD600�0.1 in the induction medium[32] (1 ml) with glycerol (1.0%),
and cultured at 20 �C with shaking at 225 rpm. The �-galactosidase
activity was assayed essentially as described by Miller[36] after a 20 hr
induction or at the indicated time intervals.


Computational analysis of VirA sequences : Multiple sequence
alignments were analyzed with the GCG pile-up program (University
of Wisconsin). Secondary structure predictions were made by using
the PHDsec program.[37]
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A New Family of �-Hairpin Mimetics Based
on a Trypsin Inhibitor from Sunflower Seeds
Anne Descours, Kerstin Moehle, Annabelle Renard, and John A. Robinson*[a]


The ability of proteases to regulate many aspects of cell function
and defense accounts for the considerable interest in the design of
novel protease inhibitors. There are many naturally occurring
proteinaceous serine protease inhibitors, one of which is a 14
amino acid cyclic peptide from sunflower seeds that shows both
sequence and conformational similarity with the trypsin-reactive
loop of the Bowman±Birk family of serine protease inhibitors. This
inhibitor adopts a �-hairpin conformation when bound at the
active site of bovine �-trypsin. We illustrate here an approach to
inhibitor design in which the � hairpin from the naturally occurring
peptide is transplanted onto a hairpin-inducing template. Two
mimetics with the sequences RC*TKSIPPIC*F (where C*C* is a
disulfide) and TKSIPPI are studied, each mounted onto a D-Pro ± L-
Pro template. NMR studies revealed a well-defined �-hairpin


conformation for each mimetic in aqueous solution; this con-
formation is closely related to the trypsin-bound conformation of
the natural inhibitor and includes a cis-Ile ± Pro peptide bond. Both
mimetics inhibit trypsin in the mid nanomolar range. An alanine
scan revealed the importance for inhibitory activity of the
specificity-determining Lys residue and of the first but not the
second Pro residue in the IPPI motif. Since these hairpin mimetics
can be prepared by parallel combinatorial synthesis, this family of
molecules may be a useful starting point for the discovery of other
biologically or medicinally useful serine protease inhibitors.


KEYWORDS:


conformation analysis ¥ inhibitors ¥ NMR spectroscopy ¥
peptides ¥ peptidomimetics


Introduction


Methods that allow the parallel and combinatorial synthesis of
conformationally defined peptidomimetics that are derived from
surface loops in biologically active peptides and proteins may be
of great value for ligand and inhibitor design in chemical biology
andmedicinal chemistry. One approach involves transplanting �-
hairpin loop sequences from the protein onto a template that
fixes the N and C termini of the loop into a �-hairpin
geometry.[1±3] In this way, the loop is preorganized to adopt a
regular hairpin structure. Here we demonstrate how this strategy
can be used to prepare a new family of �-hairpin-mimetic trypsin
inhibitors.


The starting point for this work was the crystal structure of a
novel 14 amino acid cyclic peptide trypsin inhibitor from
sunflower seeds in a complex with trypsin.[4] The bound
conformation of the natural product revealed a well-defined �-
hairpin loop. Its sequence and conformation are similar to those
of the reactive site loop of the Bowman±Birk family of serine
protease inhibitors, which contains multiple disulfide bridges
and has a mass of typically 6 ± 9 kDa.[5, 6] Synthetic peptides that
incorporate the reactive site loop of the Bowman±Birk inhibitors
retain inhibitory activity provided they possess a disulfide bridge
to link the ends of the loop.[7±13]


Our aim was to produce conformational mimics of the natural
sunflower seed inhibitor that retain the �-hairpin geometry, as
well as an unusual cis-Ile ± Pro peptide bond at the tip of the
hairpin loop. The mimetics were made by transplanting either 11
or 7 residues of the hairpin loop onto a D-Pro ± L-Pro template.[1, 2]


NMR studies of the resulting peptidomimetics in aqueous


solution revealed a well-defined hairpin conformation, essen-
tially identical to that seen in the crystal structure of the natural
product bound to trypsin.[4] Both peptidomimetics are good
inhibitors of bovine trypsin (apparent dissociation constant of
the protease ± inhibitor complex, Ki� 11 and 103 nM, respective-
ly). An alanine scan also revealed which side chains in the
mimetics are important for binding to trypsin.


Results


Design and synthesis of mimetics


A comparison of the structure of the natural inhibitor 1 and the
D-Pro ± L-Pro template reveals that when either 7 or 11 residues
are transplanted, mimetics with the desired �-hairpin conforma-
tion should be afforded (see above). This is illustrated in Figure 1.
The synthetic targets are, therefore, the cyclic peptides 2 and 3.


The synthesis of 2 and 3 was performed by a two-stage solid-
phase peptide chain assembly and solution-phase macrocycliza-
tion procedure similar to that described in previous work.[1, 2] The
linear peptide precursors were assembled by using Fmoc
chemistry (Fmoc� 9-fluorenylmethoxycarbonyl) with serine as
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Figure 1. Backbone conformation of the natural inhibitor from the Protein Data
Bank (PDB) structure file 1SFI.[4] The dotted lines show the portions of the hairpin
loop transplanted onto the D-Pro ± L-Pro template in the mimetics 2 and 3.


the first residue. After cleavage of the linear precursors from the
resin, cyclization in solution, and full deprotection, the required
products 2 and 3 were purified by HPLC. The natural product 1
was also prepared by essentially the same approach.


Solution conformations of 1, 2, and 3


The solution conformations of 1 ±3were investigated by 1H NMR
spectroscopy at 300 K and pH 5 in aqueous solution (10% D2O in
H2O). The 1H NMR spectra revealed a single (�95%) conformer
for each peptide and were assigned unambiguously from
homonuclear DQF-COSY, TOCSY, and NOESY or ROESY spectra
(see the Supporting Information) by standard methods.[14]


The large coupling constants (3J(HN, H�C(�))� 8.5 Hz) ob-
served for several amino acids in 1 ±3, are indicative of �


structure (Table 1). This conclusion is strengthened by a network
of short- and long-range NOEs (see the Supporting Information),
in particular very strong d�,N (i, i� 1) NOEs in the sequence RCTK
and PICF in 1 and 2, medium strength dNN NOEs across the �


hairpin that connects Arg with Phe as well as Thr3 with Ile9 in 1
and 2, and dNN NOEs between Thr1 and Ile7 in 3. Strong d�� NOEs
are also seen between the C(�)�H protons in Cys2 and Cys10 in 1
and 2, and between Ile6 (Ile4 in 3) and Pro7 (Pro5 in 3) in all three
peptides. The latter NOEs reveal a cis geometry for the Ile ± Pro


peptide bond in all three peptides in solution, as observed in the
crystal structure of 1 bound to trypsin.


From the NOE data for each of the peptides 1 ±3, a set of
interproton distance restraints was derived and used for
structure calculations in a dynamic simulated annealing (SA)
protocol with the DISCOVER program (MSI, San Diego). The
resulting structures were further refined by restrained molecular
dynamics (MD) simulations with time-averaged distance re-
straints (TA-DR) by using the GROMOS96 software.[15] The set of
SA structures showed a well-defined �-hairpin backbone
conformation for each peptide, with no significant distance
restraint violations. This is illustrated by the superimposition of
the SA structures shown in Figure 2. The corresponding average
pairwise root mean square deviation values for superimposition
of the backbone N, C(�), and C atoms in the set of structures for
each of 1 ±3 were 0.46� 0.15, 0.63� 0.34 and 0.35�0.17 ä,
respectively. In Figure 3, the set of solution structures deduced
for each molecule are superimposed on the crystal structure of 1
taken from the complex with trypsin (PDB file 1SFI).


Trypsin inhibitory activity and alanine scan


The inhibitory activity of the peptidomimetics 1 ±3 was
measured against bovine trypsin. The Ki values are shown in
Table 2. An alanine scan was performed on 3 to assess which side
chains in the hairpin loop are important for inhibitory activity.
Various loop mimetics were prepared in a method similar to that
used for 3. The sequences of the mimetics and their inhibitory
acivities against trypsin are also shown in Table 2. Several
additional mutants were also prepared to test their inhibitory
activity against chymotrypsin (see Table 2).


The solution conformation of mimetic 9, with Pro6 replaced by
Ala, was studied by 1H NMR spectroscopy. As with 3, a network of
NOEs was observed in ROESY spectra between residues across
the � hairpin, as well as between the Ile4 and Pro5 C(�)�H


Table 1. 3J(HN,H�C(�)) coupling constants [Hz],[a] amide proton temperature
coefficients [ppbK�1],[b] and relative exchange rates[c] for peptide amide
protons measured for 1 ±3.


Peptide 1 2 3
residue 3J ��/T HN 3J ��/T HN 3J ��/T HN


Arg-1 6.9 5.1 � 9.0 1.1 � ±
Cys-2 9.8 7.4 � 10.2 9.1 � ±
Thr-3 7.0 6.2 � 7.0 4.4 � 7.5 2.7 �
Lys-4 8.4 6.6 � 8.4 5.9 � 7.4 9.3 �


Ser-5 7.8 1.6 � 7.6 0.5 � 8.0 1.3 �


Ile-6 9.7 9.7 � 9.7 9.9 � 9.5 11.5 �


Ile-9 9.6 3.3 � 9.8 5.4 � 9.7 2.0 �


Cys-10 10.1 8.3 � 10.2 9.8 � ±
Phe-11 9.1 2.0 � 9.7 4.2 � ±
Asp-13 7.0 2.4 � ± ±
Gly-14 8.4 4.4 � ± ±


4.5


[a] Measured from 1-D spectra. [b]���/T, measured over the temperature
range 279 ± 314 K. [c] Measured from residual peak intensities after
dissolution in D2O at pH 4.0, �� fast, � �medium, �� slow.
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Figure 3. Superimposition of the 1:trypsin crystal structure from PDB 1SFI (stick
diagram in grey/blue/red) onto the models of 2 (orange sticks) and 3 (purple
sticks) bound to trypsin (see text). The KSIPP motif in the inhibitors is labeled. The
net shows the surface of trypsin lying within 8 ä of the inhibitor. The Lys side chain
of each inhibitor is clearly seen in the negatively charged P1 specificity pocket.
This figure was prepared with the GRASP program.[31]


protons. These results show that the backbone conformation of
the inhibitor, including the cis-Ile4 ± Pro5 peptide bond, is
essentially identical to that deduced for 3 (see above).


Discussion


With the emergence of genomics and proteomics, an increasing
number of peptides and proteins which interact with their
biological targets through exposed �-hairpin loops are becom-
ing known. One example is the cyclic serine protease inhibitor 1,
isolated from sunflower seeds, and characterized crystallograph-
ically in a complex with trypsin.[4] These loop regions of
biologically active peptides and proteins are, therefore, interest-
ing targets for mimetic design. One approach to mimetic design,
developed in earlier work,[1, 2, 16] involves transplanting the
reactive loop onto a hairpin-stabilizing D-Pro ± L-Pro template
to afford a family of hairpin mimetic peptides amenable to
parallel combinatorial synthesis.[2]


Table 2. Inhibitory activity (Ki) of the peptidomimetics[a] against trypsin and
chymotrypsin.


Ki [nm]
Peptide Sequence Trypsin Chymotrypsin


1 GRCTKSIPPICFPD 13� 5 2300�100
2 RCTKSIPPICF 11� 3 6600�240
3 TKSIPPI 103� 7 � 100000
4 AKSIPPI 1000� 80 nd[b]


5 TASIPPI �10000 nd[b]


6 TKAIPPI 730� 40 nd[b]


7 TKSAPPI 1920� 40 nd[b]


8 TKSIAPI �25000 nd[b]


9 TKSIPAI 114� 6 nd[b]


10 TKSIPPA 740� 40 nd[b]


11 TYSIPPI �25000 4500�200
12 TWSIPPI �20000 1400�150
13 TFSIPPI �20000 4800�270


[a] The sequence of each mimetic (2 ±13) attached to the D-Pro ± L-Pro
template (not shown) is given. The sequence of the natural product 1 is also
given. [b] nd�not determined.


Figure 2. The backbone N, C(�), and C atoms of the solution NMR structures deduced for 1 (green lines), 2 (orange lines), and 3 (purple lines), each superimposed on the
crystal structure of 1 from PDB 1SFI (carbon skeleton: grey sticks; N atoms: blue; O atoms: red; disulfide bridge: yellow).
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The conformation of 1 in the crystalline complex with trypsin
includes an unusual cis-Ile ± Pro peptide bond within an IPPI
motif in a type VI � turn at the tip of the hairpin loop.[4] Similar
cis-Xaa ±Pro (where Xaa� an amino acid) peptide bonds have
also been found near the tips of hairpin loops in other peptides
and proteins such as canonical conformations of antibody light-
chain hypervariable-3 loops,[17] and a peptide derived from the
V3 loop of HIV-1IIIB in a complex with a neutralizing anti-gp120
antibody.[18]


It is important to maintain the directional register of the
peptide bonds upon transfer of the loop sequence to the D-Pro ±
L-Pro template (Figure 1). Therefore, two mimetics seemed viable
synthetic targets, one (2) with 11 residues and the other (3) with
7 residues from the inhibitor attached to the template. The
mimetic 3 is considerably smaller than the natural product 1 and
contains no disulfide bridges. During the synthesis of these
mimetics, a two-step solid-phase assembly and solution-phase
cyclization strategy was followed, as in earlier work,[2] such that
the template residues are incorporated near the center of the
linear sequence so as to favour backbone conformations ideal
for the subsequent macrocyclization reaction.


Structural studies of the natural product 1 and the two
mimetics 2 and 3 in aqueous solution by NMR spectroscopy
revealed a well-defined �-hairpin conformation in all three
(Figure 2). The average solution conformation deduced for 1 is
essentially identical to the crystal structure of 1 bound to
trypsin.[4] Also, the average solution structures of both mimetics
2 and 3 are very similar to that of the natural product (Figure 2),
thus the design strategy is validated. Very recently, the solution
structure of a disulfide-cyclized 11-residue peptide derived from
the Bowman±Birk inhibitor reactive site loop was reported.[11]


This structure is essentially identical to those deduced here for
1 ±3 in all the parts it has in common with them. Also, during
preparation of this paper, the solution NMR structure of 1 was
reported by another group to be similar to the crystal structure
of the inhibitor in complex with trypsin.[19]


Assays of inhibitory activity against bovine trypsin show that 1
and 2 are of similar potency and that 3 is only about ninefold less
active than 2 (Table 2). The alanine scan confirmed the expected
energetically important role of the Lys side chain at the P1
position (P1 indicates the first amino acid residue on the
N-terminal side of the scissile bond in the substrate; mimetic 5,
Table 2). In addition, this scan revealed that the first Pro (8,
Table 2), but not the second (9, Table 2), in the IPPI motif is
important for activity. NMR studies of mutant 9 (Table 2) also
revealed the same network of long-range NOEs as seen for 3,
which indicates that the conformation of the macrocycle is
largely maintained, including the cis-Ile ± Pro peptide bond. This
result is also of interest in a more general context since
considerable effort has been devoted to devising methods to
lock Xaa ±Pro peptide bonds into the cis geometry and such
methods include substitution of the proline with a non-natural
analogue such as 5-tert-butylproline,[20] 5,5-dimethylproline,[21]


lactam moieties,[22, 23] and various pseudoproline deriva-
tives.[24, 25] The potential value of such derivatives in synthetic
vaccine design has also been highlighted.[26] Here, we show that
a cis-Xaa ± Pro geometry can be locked without modification of


the proline residue through its incorporation into a designed
cyclic peptide.


Models of the two inhibitors (2 and 3) bound to bovine trypsin
were constructed by appropriate modification of the 1:trypsin
crystal structure (PDB file 1SFI), followed by short MD simulations
(1 ns) of each to relax any high-energy van der Waals contacts.
The two resultingmodels are superimposed on the crystal structure
of the 1:trypsin complex in Figure 3. These superimpositions
reveal a closely conserved backbone conformation around the
key P1 active-site Lys residue in the bound conformations. The
model of 3 bound to trypsin shows most of the same contacts to
trypsin as are made by 1 except for the contacts to the (solvent-
exposed) side chains of Arg and Asp in the inhibitor, and a buried
backbone±backbone hydrogen bond between the Cys3 (inhib-
itor) O atom and Gly216 (trypsin) N atom.[4] Since the solution
structures of 1, 2, and 3 are so similar to the crystal structure of 1,
it seems likely that the inhibitors are preorganized in solution for
binding to trypsin by a lock and key mechanism.


It was also of interest to determine whether alteration of the
residue at the P1 position could change the specificity of the
inhibitor. As shown in Table 2, when the P1 Lys residue in 3 was
changed to an aromatic one (for example, Tyr (11), Trp (12), or
Phe (13)) a significant improvement in selectivity towards
chymotrypsin resulted, although the potency is not as high as
seen for 3 against trypsin. It is conceivable, however, that
through combinatorial changes to the sequence of the macro-
cycle the affinity of the inhibitor could be improved.


These results may be useful in the design of related cyclic
peptide inhibitors targeted against other medicinally or bio-
logically interesting serine proteases, in particular since these
molecules can be produced by parallel combinatorial synthesis
methods.[2] For example, 1 was shown recently to be a potent
inhibitor of the type II transmembrane serine protease matrip-
tase.[27] Finally, the design strategy may also prove amenable to
the discovery of peptidomimetics derived from other biolog-
ically interesting �-hairpin-containing peptides and proteins.


Experimental Section


Synthesis of mimetics :


Cyclo(-Arg-Cys*-Thr-Lys-Ser-Ile-Pro-Pro-Ile-Cys*-Phe-Pro-Asp-Gly-)
(1): Fmoc-Ser(tBu)-OH (1.2 equiv) was coupled to 2-chlorotrityl
chloride resin (1.08 mmolg�1) in the presence of diisopropylethyl-
amine (4 equiv) in CH2Cl2 . The solid-phase synthesis was performed
by using an ABI 433A peptide synthesizer on a 0.25-mmol scale by
chain elongation with Fmoc-Lys(Boc)-OH, Fmoc-Thr(tBu)-OH, Fmoc-
Cys(Trt)-OH, Fmoc-Arg(Pbf)-OH, Fmoc-Gly-OH, Fmoc-Asp(tBu)-OH,
Fmoc-Pro-OH, Fmoc-Phe-OH, Fmoc-Ile-OH (1 mmol each), and 20%
piperidine/dimethylformamide (DMF) for Fmoc deprotection, 1-hy-
droxy-1H-benzotriazole/O-(benzotriazol-1-yl)-N,N,N�,N�-tetramethyl-
uronium hexafluorophosphate (HOBt/HBTU) for activation, diisopro-
pylethylamine as a base, and N-methylpyrrolidone as solvent (Boc�
tert-butoxycarbonyl, Trt� triphenylmethyl, Pbf�2,2,4,6,7-penta-
methyldihydrobenzofuran-5-sulfonyl). After completion of the syn-
thesis, the resin was washed with CH2Cl2 and MeOH and then treated
three times with CF3COOH (1%) in CH2Cl2 . The filtrate was
neutralized with pyridine (150 �L) and then evaporated to give the
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linear protected peptide. The crude product (typically 1 mgml�1) was
then cyclized overnight at RT in 1% diisopropylethylamine/DMF with
7-aza-1-hydroxy-1H-benzotriazole/N-[(dimethylamino)-1H-1,2,3-tri-
azole[4,5-b]-pyridin-1-ylmethylene]-N-methylmethanaminium hexa-
fluorophosphate (HOAt/HATU; 3 equiv). After evaporation of the
DMF, the product was dissolved in CH2Cl2 and extracted with water.
Purification by HPLC gave the cyclic protected peptide (220 mg,
34%). This peptide (30 mg) was treated at RT for 2 h with a mixture
that contained CF3COOH/thioanisol/phenol/H2O/ethanedithiol/tri-
isopropylsilane (82.5/5/5/2.5/2.5/2.5; 6 mL). Evaporation, precipita-
tion with diethylether, and purification by HPLC gave the cyclic
deprotected reduced peptide (5 mg, 28%). The reduced peptide
(10 mg) was stirred for 30 h in ammonium acetate buffer (100 mL,
0.1M, pH 8) and purified by HPLC (C18 column, 5%MeCN in H2O with
0.1% CF3COOH for 2 min, 5 ± 50% MeCN in H2O with 0.1% CF3COOH
over 15 min, 50 ± 100% MeCN in H2O with 0.1% CF3COOH over
4 min) to give the oxidized product 1 (8.6 mg, 86%). Electrospray
ionization mass spectrometry (ESI-MS): m/z : 1515 (M�H). 1H NMR
(H2O/D2O (9:1), pH 5.0, 300 K): for assignments see the Supporting
Information.


Cyclo(-Arg-Cys*-Thr-Lys-Ser-Ile-Pro-Pro-Ile-Cys*-Phe-DPro-Pro-) (2): 2
was prepared by the method used for 1 (see above). ESI-MS: m/z :
1439 [M�H]. 1H NMR (H2O/D2O (9:1), pH 5.0, 300 K): for assignments
see the Supporting Information.


Cyclo(-Thr-Lys-Ser-Ile-Pro-Pro-Ile-DPro-Pro-) (3): 3 was prepared by
the method used for 1 (see above). ESI-MS:m/z : 932 [M�H]. 1H NMR
(H2O/D2O (9:1), pH 5.0, 300 K): for assignments, see the Supporting
Information.


Parallel synthesis of the library: The library was prepared by the
method used for 1 (see above) and each product was purified by
HPLC and characterized by ESI-MS (See Table 3).


NMR spectroscopy and structure calculations : 1H one- and two-
dimensional NMR spectra were recorded at 600 MHz, 300 K (Bruker
DRX600 spectrometer), typically a peptide concentration of approx-
imately 20 mgmL�1, in H2O/D2O (9:1), pH 5. The water signal was
presaturated. Two-dimensional spectra were analyzed by using Felix
software (MSI, San Diego).


For structure calculations, NOEs were determined from NOESY
spectra measured with mixing times of 40, 80, 120, and 250 ms, with
1024�256 complex data points zero-filled prior to Fourier trans-
formation to 2048�1024, and transformed with a cosine-bell
weighting function. Cross-peak volumes were determined by
integration and build-up curves were checked to ensure a smooth
exponential increase in peak intensity for NOEs used to derive
distance restraints. SA calculations were performed by using the


DISCOVER program (MSI, San Diego) andmethods described in detail
earlier.[28]


The GROMOS96 suite of programs[15] was used for MD simulations
with and without TA-DR with the 43A1 force field at 300 K, 1 atm
pressure, and with periodic boundary conditions. Arg, Asp, and Lys
residues were simulated with charged side chains and Na� or Cl�


counterions for electrical neutrality. The upper distance restraints
were the exact values obtained from NOE build-up curves, where
necessary with pseudoatom corrections, a memory decay time tdr�
50 ps, and a force constant Kdr� 1000 kJmol�1nm�2. The initial
structure was one of the lowest energy SA structures embedded in a
truncated octahedral box filled with simple point-charge water
molecules. The temperature was held constant by weak coupling
(tT� 0.1 ps) to an external bath at 300 K. The SHAKE algorithm was
used to maintain bond lengths with a relative precision of 10�4 and
the integrator time step was 0.002 ps. Nonbonded interactions
evaluated at every step were within a short-range cut-off of 8 ä. For
long-range interactions, calculated every 5 steps, the cut-off was
14 ä. Structures were saved for analysis every 100 steps (0.2 ps). After
short simulations to relax the solute and solvent, simulations with
and without TA-DR were each run for 2 ns.


Enzyme assays : The active enzyme concentrations were calculated
by using the equation described by Henderson.[29] The inhibitor
concentrations were determined by quantitative amino acid analysis.
All assays were repeated in quadruplicate.


Determination of antitrypsin activity: A solution of bovine trypsin
(Boehringer) was incubated for 5 min with inhibitor. The assays were
carried out at 20 �C in tris(hydroxymethyl)aminomethane (Tris)/HCl
buffer (pH 7.8, 100 mM) that contained 10 mM CaCl2. The substrate
was N-�-benzoyl-L-arginin-4-nitroanilide (0.32 mM) and the initial
reaction rate was monitored over 30 min at 405 nm.


Determination of anti-chymotrypsin activity: As above, except the
substrate was N-succinyl-L-alanyl-L-alanyl-L-prolyl-L-phenylalanin-4-
nitroanilide (55 �M).


Apparent Ki values were calculated by fitting initial rate data to
Equation (1), which assumes competitive tight-binding inhibition[30]


and in which v is the steady state rate, vo is the rate in the absence of
inhibitor, Et is the total protein concentration that can bind inhibitor,
It is the total inhibitor concentration, and Ki is the apparent
dissociation constant of the protease ± inhibitor complex.


v � vo


2 Et


�
Et� It� Ki�


�����������������������������������������������
�It � K i � Et�2 � 4 K i It


� �
(1)


For inhibitors assayed under Michaelis ±Menten conditions, the
Michaelis ±Menten equation was used.


The authors are grateful to the Swiss National Science Foundation
and the Swiss Commission for Technology and Innovation for
supporting this work.
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Formation of DNA Triple Helices by an
Oligonucleotide Conjugated to a Fluorescent
Ruthenium Complex
G¸nther N. Grimm,[a] Alexandre S. Boutorine,*[a] Per Lincoln,[b] Bengt Norde¬n,[b]


and Claude He¬le¡ne[a]


A conjugate of a triple helix forming oligonucleotide (TFO) and the
� and � enantiomers of the ruthenium diphenanthroline dipyr-
idophenazine complex [Ru(phen)2dppz]2� was synthesized. The
ruthenium complex was attached to the 5�-end of the TFO through
the dppz moiety. This conjugate formed a stable triple helix with
the polypurine tract (PPT) sequence from HIV proviral DNA. The
thermal denaturation temperature of the triplex was increased by
12 �C. One remarkable property of the �-[Ru(phen)2dppz]2� com-
plex is a strong increase in its fluorescence when it intercalates into
DNA. While the fluorescence of the oligonucleotide conjugate was
very weak, the formation of a duplex with a complementary
sequence or of a triple helix with a target duplex resulted in a large
increase in fluorescence of the � enantiomer. The increase in


fluorescence allowed us to follow the kinetics of duplex and triplex
formation by fluorescence spectrometry. In contrast, the �


enantiomer gave a much smaller fluorescence change when a
triplex was formed, even though the stability of the triplex was
comparable to that of the � enantiomer. The property was
ascribed to intercalation of the dipyridophenazine moiety of the �
enantiomer into DNA and subsequent threading of the ruthenium
complex through the DNA double helix. Salt effects were consistent
with the involvement of DNA breathing in the formation of the
intercalating complex.


KEYWORDS:


conjugates ¥ fluorescence spectroscopy ¥ oligonucleotides ¥
ruthenium ¥ triple helices


Introduction


Oligonucleotides capable of selectively recognizing specific DNA
or RNA sequences and of forming complexes with RNA through
complementary base pairing (antisense strategy)[1±4] or with DNA
by triple helix formation (antigene strategy)[5±9] represent a
promising class of potential therapeutic agents acting directly
and selectively on gene expression.
In order to circumvent problems due to the low stability of


oligonucleotides in biological media, their poor penetration into
cells, and the dissociation of complexes, especially triplexes,
conjugation of oligonucleotides to different functional residues
has been employed. In the context of complex stability, the
attachment of intercalating agents such as acridine,[10] benzo-
pyridoindole,[11] and benzopyridoquinoxaline[12] to oligonucleo-
tides has been shown to increase the stability of their double- or
triple-helical complexes significantly.[13]


During the last decade, intercalating complexes of rutheni-
um(II) and polycyclic aromatic compounds have attracted special
attention in studies of DNA properties such as long-distance
electron transfer and photocleavage.[14±17] Good DNA-binding
properties were found for chiral complexes of RuII containing
1,10-phenanthroline (phen) and dipyrido[3,2:a-2�3�:c]phenazine
(dppz). The binding of the � and� enantiomers (Figure 1) of the
[Ru(phen)2dppz]2� complex to double-stranded DNA has been
investigated.[18±22] The free complex is not fluorescent in aqueous
solution, but exhibits strong fluorescence once bound to
double-helical DNA (an increase by a factor of more than


Figure 1. The � and � enantiomers of the [Ru(phen)2dppz]2� complex.


104).[18, 19] This ™light-switch∫ effect in the presence of DNA has
been explained in terms of protection of the dppz moiety from
water upon intercalation of the ligand. Comparison of the � and
� enantiomers of [Ru(phen)2dppz]2� revealed a quantum yield
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6 ±10 times higher for the � enantiomer. This strong
variation in fluorescence was explained in terms of a
slightly different intercalation geometry; this results in a
different degree of protection from quenching by water
and differences in the stacking interactions between
enantiomers closely bound to contiguous sites on
DNA.[20] A sequence-specific molecular ™light switch∫
was synthesized by conjugation of an oligonucleotide
to a [Ru(phen)2dppz]2� complex attached to the 5�-
phosphate group of the oligonucleotide through a
linker tethered to one of the phenanthroline ligands.[23]


The dppz ligand could then intercalate between base
pairs after duplex formation with a complementary
sequence.
In this study, we conjugated both the � and �


enantiomers of the RuII complex [Ru(phen)2dppz]2� to
the 5�-end of a triple helix forming oligonucleotide
through the dppz ligand. Our goal was to investigate
whether the RuII complex could thread through the
double helix at the triplex ±duplex junction, despite the
bulkiness of the two phen ligands, and allow for
intercalation of the dppz moiety. In addition, we
intended to exploit two main advantages of these
conjugates. On the one hand, intercalation properties
should result in stabilization of DNA triple helices, as
shown before for other attached intercalators.[11, 12, 24, 25]


On the other hand, the ™light-switch effect∫ should offer
the possibility to study the kinetics of DNA duplex- and
triplex-formation by a highly sensitive fluorescence
method.
In addition, other potential applications of the RuII


complex conjugates can be envisaged. For example,
dependence of the fluorescence intensity of the com-
plex on the lipophilicity of the environment should
provide a sensitive probe for studies of the internal-
ization of conjugated biomolecules (oligonucleotides,
proteins) through cell membranes,[26] as well as for
detection of their interaction with nucleic acids inside
cells.


Results and Discussion


Synthesis of oligonucleotide ± [Ru(phen)2dppz]2�


conjugates


Several methods for oligonucleotide 5�-phospate group func-
tionalization have been described in a previous paper.[27] The
general approach of the two alternative routes for the oligonu-
cleotide ± ruthenium complex conjugate synthesis is shown in
Scheme 1; details are given in the Experimental Section. We used
both direct coupling of an amino-containing ruthenium complex
to an activated 5�-phosphate group of the oligonucleotide
(shorter linker, compound 2 in Scheme 1) and conjoining of an
alkylating ruthenium complex derivative with a thiol-modified
oligonucleotide (longer linker, compound 1 in Scheme 1). Both
methods were equally effective, but thiol alkylation provided a
slightly better yield from the coupling reaction. In all compara-


tive experiments the shorter linker gave results similar to those
obtained with the longer one. We used this shorter linker for
comparison of � and � enantiomers conjugated to oligonu-
cleotides; all other experiments were carried out with the longer
linker.


Stability of double- and triple-stranded DNA formed with
�-HIV-T-Ru


The formation of a DNA triple helix by the HIV-T±�-
[Ru(phen)2dppz]2� conjugate (�-HIV-T-Ru) and its double-strand-
ed target (Figure 2) was demonstrated first by nondenaturing
polyacrylamide gel electrophoresis. The results are shown
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Figure 2. Sequences of oligonucleotides used in this study. The target duplex HIV-
D1:HIV-D2 is a conserved oligopurine ± oligopyrimidine fragment existing in the
pol and nef genes of HIV proviral DNA (the polypurine tract (PPT)). The triple helix
forming oligonucleotide HIV-T was used for conjugation of the RuII complex. The
oligonucleotide HIV-comp was used as a complementary target for Watson±
Crick base pair formation with HIV-T. 5�-p�a 5�-phosphate group, M� 5-methyl-
cytosine.


in Figure 3. At pH 6 and low temperature (10 �C), both unmodi-
fied and modified oligonucleotides form a triplex that migrates
in a gel as a distinct retarded band (Figure 3, lanes 3 and
4). When the pH value was changed to 8.0, no triplex for-


Figure 3. Gel electrophoresis of oligonucleotides at 10 �C in 20% nondenaturing
polyacrylamide gel. Lane 1: The 5�-32P-oligonucleotide HIV-D1; lane 2: double-
stranded DNA HIV-D1:HIV-D2; lane 3: the triplex formed by double-stranded DNA
HIV-D1:HIV-D2 and nonmodified HIV-T; lane 4: the triplex formed by double-
stranded DNA HIV-D1:HIV-D2 and conjugate �-HIV-T-Ru. The concentrations of
HIV-D1 and HIV-D2 were 50 nM and of HIV-T and �-HIV-T-Ru were 20 �M. The
electrophoresis buffer was 50 mM 2-(N-morpholino)ethanesulfonic acid (MES;
pH 6.0) with 50 mM NaCl and 5 mM MgCl2 .


mation at all was detected with the nonconjugated oligonucleo-
tide. However, the triplex formed by the RuII-conjugated
oligonucleotide was still detectable but its band was diffuse
(data not shown); this indicates low stability of this triplex at this
pH value. A similar picture was observed when the temperature
of the gel was increased from 10 to 35 �C at pH 6.0 (data not
shown).
Triplex stabilization was also demonstrated in thermal dena-


turation experiments. Figure 4 shows the denaturation profiles
of double and triple helices formed by the oligonucleotide
and its RuII-complex conjugate. The attachment of the
[Ru(phen)2dppz]2� complex to the oligonucleotide terminus
increased the denaturation temperature of the duplex (HIV-
T:HIV-comp) by �T� 8 �C, and the stabilization of the triple helix
reached �T� 12 �C.


Figure 4. Thermal denaturation of the complexes of HIV-T and its ruthenium
conjugate with complementary strand HIV-comp (A) and with a duplex HIV-
D1:HIV-D2 (B). The first derivatives of the melting curves are shown. The
concentration of each strand was 1.3 �M in 10 mM cacodylate buffer (pH 6.0, 0.2 M


NaCl, 10 mM MgCl2). 1) Duplex (HIV-T:HIV-comp); 2) duplex (�-HIV-T-Ru:HIV-
comp); 3) triplex (HIV-T:HIV-D1:HIV-D2) ; 4) triplex (�-HIV-T-Ru:HIV-D1:HIV-D2);
5) triplex (�-HIV-T-Ru:HIV-D1:HIV-D2).


Comparison of the � and � enantiomers of the RuII complex
conjugated with HIV-T (�-HIV-T-Ru and �-HIV-T-Ru)


It has previously been shown that the fluorescence of the �


enantiomer of the ruthenium complex upon binding to double-
stranded DNA is 6 ± 10 times higher than that of the �


enantiomer.[20±22] In this work, we also compared the fluores-
cence properties of the � and the � enantiomers conjugated to
the oligonucleotide HIV-T. Although neither the � nor the �


enantiomer of the free RuII complex was fluorescent in aqueous
solution, their oligonucleotide conjugates �-HIV-T-Ru and �-
HIV-T-Ru exhibited a temperature-dependent fluorescence that
decreased significantly upon heating. The � conjugate was
about twice as fluorescent as the � conjugate (Figure 5). Upon
addition of double-stranded DNA, in contrast, the fluorescence
of the � conjugate did not increase markedly, even when the
DNAwas added in excess and even though triplex formation was
clearly detected by electrophoresis, whereas the fluorescence of
the � enantiomer was increased by 6 ±10 times (Figure 5).
It should be noted that similar behavior was observed when a


complementary 27-mer oligonucleotide (HIV-comp) was added
to the � and � conjugates to form double helical complexes.
These results show that the difference in fluorescence behavior
of the enantiomers does not depend on their conjugation to
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Figure 5. Fluorescence of 2.7� 10�7 M �-HIV-T-Ru (1 ± 3) and�-HIV-T-Ru (4 ± 5) in
50 mM MES buffer (pH 6.0, 50 mM NaCl, 5 mM MgCl2) after incubation overnight at
30 �C. 1) and 4) with no additive; 2 and 5) after addition of one equivalent of
double-stranded DNA (HIV-D1:HIV-D2) ; 3) after addition of one equivalent of a
noncognate double-stranded DNA of sequence:
CAATCGGATCGAATTCGATCCGATTG
GTTAGCCTAGCTTAAGCTAGGCTAAC


oligonucleotides. This difference was previously explained in
terms of a slightly different geometry of complex intercalation
and stacking interaction between the ligands in the complex.
Our data show that stacking interactions are not so important, as
in this case only one RuII-dppz moiety is bound to DNA.
The melting temperatures of the triplexes formed by �-HIV-T-


Ru and by �-HIV-T-Ru were not very different, with the �


conjugate exhibiting a slightly greater stabilization of the triplex
than the � conjugate (Figure 4). In all the following experiments
only the � enantiomer conjugates were used.


Fluorescence properties of �-HIV-T-Ru upon interaction with
DNA


As mentioned above, the free ruthenium complex is not
fluorescent in aqueous solution (Figure 6A, curve 1), unlike the
complex in an organic solvent (Figure 6A, curve 3). After
conjugation to an oligonucleotide, however, it showed fluores-
cence upon excitation with 380 nm light (Figure 6A, curve 2), a
feature that appeared to be strongly temperature-dependent.
Upon heating from 10 to 60 �C the fluorescence intensity
decreased about sixfold, increasing again upon cooling (data not
shown). When the samples were kept at 30 �C the fluorescence
remained fairly low and stable over 24 h incubation at this
temperature. We explain the fluorescence of the conjugate by
nonspecific inter- or intramolecular stacking interactions of the
dppz unit of ruthenium complex with the oligonucleotide bases,
facilitated by the positive charge of the ruthenium complex. To
minimize these self-interactions, all the fluorescence studies
were carried out at 30 �C.
As already observed for the free RuII complex, the fluorescence


increases significantly when a duplex is formed with a comple-
mentary single strand (Figure 6B) or when a triplex is formed
with the double-stranded DNA target (HIV-D1:HIV-D2) (Fig-
ure 6A, curve 4 and Figure 6C). On titration of the �-HIV-T-Ru
conjugate with a complementary strand or a cognate duplex,


Figure 6. A) Fluorescence spectra (�exc� 380 nm) at 20 �C of: 1) 8� 10�7M free
ruthenium complex in aqueous buffer ; 2) 8� 10�7 M free conjugate �-HIV-T-Ru;
3) 8� 10�7 M free ruthenium complex in dioxane; and 4) 8� 10�7M conjugate �-
HIV-T-Ru after addition of 1.6� 10�6 M (2 equiv) double-stranded DNA HIV-D1:HIV-
D2. 1), 2), and 4) were measured in 50 mM MES buffer (pH 6.0, 50 mM NaCl, 5mM


MgCl2). B) and C) Kinetics of increase in fluorescence of �-HIV-T-Ru at 30 �C: B) on
addition of 0.2 equiv of complementary strand HIV-comp; C) on addition of
0.2 equiv of duplex (HIV-D1:HIV-D2).


the fluorescence levels out at a 1:1 molar ratio. This increase in
the fluorescence can in the first case be attributed to the
formation of a complementary duplex, and in the second case to
that of a triple helix, with intercalation of the RuII complex moiety
and consequent shielding of the RuII complex from water.
Titration experiments demonstrated that the plateau level of
fluorescence for the oligonucleotide conjugate upon addition of
the duplex was 2.5 times higher than that for the free non-
conjugated complex at the same duplex:RuII complex ratio in the
same buffer (data not shown). The fluorescence increase kinetics
differed significantly for the duplex and the triplex. Upon
addition of the complementary strand, the fluorescence in-
creased and leveled out immediately, while slow kinetics were
observed when the duplex HIV-D1:HIV-D2 was added; several
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hours were necessary to reach the plateau fluorescence level
(Figure 6B and C). This result is compatible with slow formation
of triple helix at pH 6, which contrasts with rapid duplex
formation.[28]


The sequence specificity of the fluorescence increase on
triplex formation was confirmed in experiments with a double-
stranded DNA fragment that did not contain the target
sequence. When the 26-mer noncognate duplex was added to
the oligonucleotide ± RuII conjugate, no increase in fluorescence
compared to that of the target sequence was observed, even
after several hours of incubation (Figure 5). A slight increase
observed with calf thymus DNA could be explained by the
possible existence of oligopurine/oligopyrimidine tracts partially
homologous to the HIV polypurine tract (PPT; data not shown).
This sequence-specific fluorescence increase provides a power-
ful tool to detect, characterize, and follow the kinetics of duplex
and triplex formation by fluorescence measurements.


Comparison of duplex and triplex stability by competition
between �-HIV-T-Ru and HIV-T


We compared the stability of duplexes and triplexes formed by
HIV-T and its conjugate with ruthenium complex by the
fluorescence method. Since the unmodified HIV-T forms ther-
modynamically less stable duplexes and triplexes (see above)
than the modified �-HIV-T-Ru, the latter should be able to
displace the unmodified oligonucleotide from preformed du-
plexes or triplexes. This was indeed the case. The kinetics of
fluorescence increase and the plateau level at room temperature
were not changed when we added either the complementary
strand HIV-comp or a preformed duplex (HIV-T:HIV-comp) to a
conjugate �-HIV-T-Ru. Displacement of the third strand in the
triplex also occurred. The same kinetics of fluorescence increase
were observed when one equivalent of �-HIV-T-Ru was added to
the preformed triplex (HIV-D1:HIV-D2:HIV-T; data not shown). In
contrast, addition of as much as ten equivalents of nonconju-
gated HIV-T to a preformed fluorescent duplex (�-HIV-T-Ru:HIV-
comp) or triplex (HIV-D1:HIV-D2:�-HIV-T-Ru) did not reduce the
fluorescence of the preformed complex, a fact clearly indicating
a better affinity of the conjugate both for single-stranded and for
double-stranded DNA. The mixture obtained in this last experi-
ment was also heated to 90 �C and slowly cooled to room
temperature in order to provide equal renaturation conditions
for both conjugated and nonconjugated oligonucleotides. In all
cases the same intensity of fluorescence at the end of the cycle
as at its beginning was observed; this again indicates prefer-
ential formation of complexes by ruthenium conjugates.


Studies of intercalation of oligonucleotide-conjugated
ruthenium complexes into DNA


As suggested previously, a large increase in fluorescence
indicates protection of the dppz moiety from water by
intercalation into DNA.[20±22] However, it is not evident that a
conjugated complex with a limited extent of freedom also
intercalates into DNA after triplex formation. The two bulky
phenanthroline units would have to cross the DNA in order to


give the dppz unit a possibility to intercalate. This would only be
possible if local opening of the double helix (™breathing∫) were
able to take place. In order to understand this process better, we
compared the fluorescence increases on formation of triplex by a
conjugate with: i) a 29 base pair (bp) target, and ii) a much
longer 162 bp fragment containing only one target 16-mer
sequence in the center of the fragment (positions 72 ± 87).
As can be seen in Figure 7, the increase of fluorescence for the


conjugate was much slower and less effective with the 162 bp
fragment than with the 29 bp fragment. We explain this
difference by ™breathing∫ of the terminal double-stranded region


Figure 7. Fluorescence increase of 1.0� 10�7M �-HIV-T-Ru on addition of
1.0 equiv of double-stranded DNA containing one copy of the 16 bp target
sequence for triplex formation: A) fragment length effect ; B) salt concentration
effect. 1) 29 base pair fragment in 50 mM MES buffer (pH 6.0, 5mM MgCl2 , 50 mM


NaCl) ; 2) 162 base pair fragment in 50 mM MES buffer (pH 6.0, 5mM MgCl2 , 50 mM


NaCl) ; 3) 162 base pair fragment in 50 mM MES buffer (pH 6.0, 5 mM MgCl2, 1M


NaCl).


of the 29 bp target in order to permit threading of the bulky
ruthenium complex through the double helix. Indeed, the
distance between the intercalation site and the end of the
duplex is only 9 base pairs for the 29 bp target, while this
distance in the longer duplex is 72 base pairs and the opening of
the double helix in the intercalation region is more difficult.
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In order to rule out the possibility that the lower fluorescence
yield and the lower rate of its increase obtained with a long
target was due to nonspecific interaction between ruthenium
complex moiety and noncognate DNA, an additional control
was carried out with a noncognate sequence. Triplex forma-
tion with the short double-stranded DNA (29 bp) was carried
out in the presence of two molar equivalents of a double-
stranded DNA fragment that did not contain the target
sequence:


Its length (77 bp) roughly corresponds to the size of the
flanking sequences of the target in the 162 bp fragment. The
presence of a noncognate double-stranded fragment did not
influence the kinetics of association (data not shown). We
therefore concluded that hampered opening of double-stranded
DNA at the site of intercalation was responsible for the slow
fluorescence increase upon interaction between �-HIV-T-Ru and
a long target.
We therefore investigated the effect of addition of NaCl on the


kinetics of fluorescence increase. In our experiments in the
presence of 5 mM Mg2�, addition of NaCl stabilized the triple
helix formed by HIV-T with the 29 bp duplex–the melting
temperature of a triplex was 10 �C higher at 1 M NaCl than at 0.2 M
NaCl. An increase in NaCl concentration is also expected to
decrease DNA strand ™breathing∫.[29±31] The fluorescence increase
was smaller and much slower (a fluorescence intensity 2 times
lower was reached after 2.5 hours of incubation) for the triplex
formed by �-HIV-T-Ru with the 162 bp fragment in the 50 mM


MES buffer (pH 6.0) in the presence of 1M NaCl and 5 mM MgCl2
than it had been with the same buffer without NaCl. In contrast,
the effect of NaCl addition was much less marked when the
29 bp fragment was used instead of the 162 bp fragment. An
additional control experiment demonstrated that no effect of
salt concentration on the fluorescence of the conjugate alone
was observed in the same buffer.
These data strongly support the hypothesis that formation of


a triple helix by �-HIV-T-Ru is accompanied by intercalation of the
dppz moiety of the [Ru(phen)2dppz]2� complex into the DNA
molecule, giving rise to an increase in its fluorescence and a
stabilization of the triplex. This intercalation is facilitated by
™breathing∫ of double-stranded DNA in the vicinity of the
complex and implies threading of the bulky complex through
the double helix.
Thus, the fluorescence enhancement reflects the kinetics of


two mutually dependent processes: triple-helix formation and
intercalation of the ruthenium complex into the DNA double
strand. Intercalation of the conjugated ruthenium complex is not
possible without triplex formation, but, in cases of rigid DNA
structure, the intercalation process might take a longer time
than the triplex formation itself. However, the intercalated
ruthenium complex stabilizes the triple helix and increases its
lifetime.


Conclusions


In this work we have developed a simple synthetic method for
conjugation of an intercalating ruthenium complex with oligo-
deoxyribonucleotides. Our studies show that the ruthenium
complex [Ru(phen)2dppz]2�, conjugated to an oligonucleotide
(to form �-HIV-T-Ru), binds sequence-specifically to DNA. The
formation and stabilization of the triple helix by this conjugate
has been demonstrated. In competition experiments with the


unmodified oligonucleotide
HIV-T, only the modified one
binds. The � enantiomer con-
jugate (�-HIV-T-Ru) binds to
double-stranded DNA with
the same affinity ; however,


the fluorescence increase is much less important in this case.
The strong increase in fluorescence upon triplex formation


with �-HIV-T-Ru, together with the significant decrease in the
rate of fluorescence enhancement when a longer double-
stranded DNA fragment is used as a target or when the
™breathing∫ of DNA is inhibited by high salt concentration, are in
agreement with intercalation of the dppz moiety of the
ruthenium complex into DNA.
Such ruthenium complexes conjugated to oligonucleotides


could be usable as photosensitizers for directed photodamage
of DNA through triple-helix formation, as well as for studies of
electron transfer along DNA chains, as reported previously for
double-helical complexes[14±17] and more recently for a triple-
helical complex involving an intercalating dibenzophenanthro-
line photosensitizer conjugated to a triple helix forming
oligonucleotide.[32]


The drastic increase in fluorescence of the conjugate �-HIV-T-
Ru upon formation of duplexes and triplexes offers the potential
to study the kinetics of DNA binding of the conjugate by
fluorescence spectroscopy. Alternatively, the modified oligonu-
cleotide could provide a sensitive probe to test the hydro-
phobicity of its environment, which might be applicable in
cellular systems. For example, the fluorescence approach might
be used to follow cellular penetration of the conjugates and their
interaction with nucleic acids inside cells.


Experimental Section


Reagents : Organic solvents and the majority of reagents were
purchased from Sigma/Aldrich/Fluka. Phosphodiester oligonucleo-
tides were synthesized by Eurogentec; their sequences are shown in
Figure 2. Phosphorylation of oligonucleotides was carried out
enzymatically with T4 polynucleotide kinase (New England BioLabs)
as described previously.[33] Concentrations of oligonucleotides were
determined spectrophotometrically.


A 162 bp fragment containing the polypurine target sequence of
HIV-1 was obtained by a standard polymerase chain reaction (PCR)
method with specific primers from plasmid PSPF47 contain-
ing fragments of HIV provirus and kindly provided by Dr. C.
Giovannangeli.


Synthesis of functionalized � and � ruthenium complexes : The
synthesis of [Ru(phen)2dppz]2� and the separation of its � and �
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enantiomers was carried out according to procedures published
previously.[20, 34] The bromoacyl group was introduced by acylation of
the aminobutyl substituent with bromoacetic acid and O-(N-
succinimidyl)-N,N,N�,N�-tetramethyluronium tetrafluoroborate in ace-
tonitrile in the presence of N,N-diethyl-N-isopropylamine. The
ruthenium complexes were purified by chromatography as their
hexafluorophosphate salts on neutral alumina (Brockmann activity
grade III) with acetonitrile as the eluent.


Synthesis of oligonucleotide ± [Ru(phen)2dppz]2� conjugates : For
covalent coupling of [Ru(phen)2dppz]2� to the 16-mer oligonucleo-
tide, the bromoacetyl-substituted ruthenium complex and the
oligonucleotide with a terminal thiol group were used (Scheme 1).
Briefly, the 5�-phosphorylated oligonucleotide was first precipitated
with 8% cetyltrimethylammonium bromide (CTAB, cetyl�hexadec-
yl). The dry CTAB salt was dissolved in dry DMSO (50 �L).
Dimethylaminopyridine (5 mg, 40 �mol) in DMSO (25 �L) was added,
together with dipyridyldisulfide (6.6 mg, 30 �mol in DMSO (25 �L))
and triphenylphosphine (7.9 mg, 30 �mol in DMSO (25 �L)). After
20 min incubation at room temperature, triethylamine (5 �L) and
cystamine (20 �mol) were added. After 30 min, the oligonucleotide
was precipitated with 3% LiClO4 in acetone, washed with acetone,
dried, and dissolved in water.


The reduction of the disulfide bond was performed by incubation of
the conjugate in an aqueous solution of dithiothreitol (DTT; final
concentration of 0.3 M) for 2 h at room temperature. The thiol-
containing oligonucleotide was then precipitated with degassed
ethanol/sodium acetate under nitrogen. Triethylamine (10 �L) and
complex 1 (Scheme 1) as a hexafluorophosphate salt (90 �L of a 7 mM


solution, 5 equiv) in degassed DMSO (270 �L) were added to a
solution of the modified oligonucleotide in degassed water (30 �L).
The solution was incubated under nitrogen for 2 h at room
temperature. The reaction mixture was analyzed on a 20% denatur-
ing polyacrylamide gel. The conjugate, which was obtained in about
90% yield, was observed as one distinct, retarded, and weakly
fluorescent band.


The product was purified by HPLC on a C-18 Lichrosorb column
(Interchrom, 5 �m, 250�4.6 mm) with an acetonitrile linear gradient
(5 ± 80%) in 0.02M ammonium acetate, by using an Agilent
Technologies 1100 chromatography system. The retention times
were 11 min for the starting material and 15 min for the product. The
absorption spectrum of the product was compared to the sum of
those of the oligonucleotide and free ligand. A 1:1 ratio of
oligonucleotide and ligand absorption was obtained.


Direct attachment of the amino-functionalized ruthenium complex 2
(Scheme 1) to a 5�-activated phosphate group of the oligonucleo-
tide[27] gave a 50 ±60% yield of conjugate.


Gel retardation assay : For triple-helix gel retardation assays, one of
the two target duplex strands (Figure 2) was 5�-end-labeled with [�-
32P]-adenosine triphosphate (ATP) by T4 polynucleotide kinase. The
two strands were mixed at equimolar concentrations in a 50 mM MES
buffer (pH 6.0) containing 50 mM NaCl and 5 mM MgCl2, heated to
90 �C, and slowly cooled. The third strand, in the same buffer, was
added. The final concentrations of the duplex and the third strand
were 50 nM and 20 �M, respectively. For triplex formation, the
samples were incubated overnight at 4 �C. Electrophoresis was
performed at 8 ±10 �C on a 20% nondenaturing polyacrylamide gel
in the same MES buffer (pH 6.0). The bands were visualized with a
Molecular Dynamics PhosphorImager instrument and treated with
ImageQuant software. To test the stability of the triplex at higher pH
values, the investigation was also performed in a standard TBE buffer
(89 mM tris(hydroxymethyl)aminomethane (Tris)-Borate, 0.05 mM eth-
ylenediaminetetraacetate (EDTA)) at pH 8.0.


Thermal denaturation assay : Thermal denaturation and renatura-
tion studies of duplexes and triplexes were carried out on a Kontron
Uvikon 940 spectrophotometer with thermostated cuvettes of 1 cm
optical pathlength. The concentrations of the duplex and the third
strand in each sample were 1.3 �M and 1.7 �M, respectively, in 10 mM


cacodylate buffer (pH 6.0, 0.1M NaCl, 5 mM MgCl2). The sample
temperature was changed by 0.2 �C/min, and the absorption at
260 nm was recorded every 200 s. The treatment of the melting
curves was carried out by using KaleidaGraph and Microsoft Excel
software.


Fluorescence studies : All fluorescence spectra were recorded on a
Spex Fluorolog DM1B instrument in 0.2 cm� 1 cm quartz cuvettes.
The slit width was usually 2.5 mm. The excitation wavelength was
380 nm, at which the maximum absorption by the ruthenium
complex was observed. Fluorescence emission was recorded be-
tween 550 and 750 nm. The temperature of the cuvette was 30 �C,
unless otherwise stated.


Under standard conditions, each sample contained 1±8�10�7M HIV-
T-Ru conjugate, 50 mM MES buffer (pH 6.0), 50 mM NaCl, and 5 mM


MgCl2. Specific conditions for each experiment are given in the figure
legends.
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Moenomycin-Mediated Affinity Purification
of Penicillin-Binding Protein 1b
Katherina Stembera,[a] Andrij Buchynskyy,[a] Stefan Vogel,[a] Dietmar Knoll,[a]


Awad A. Osman,[b] Juan A. Ayala,[c] and Peter Welzel*[a]


The antibiotic moenomycin A inhibits the biosynthesis of peptido-
glycan, the main structural polymer of the bacterial cell wall. The
inhibition is based on a reversible binding of the antibiotic to one of
the substrate binding sites at enzymes such as the penicillin binding
protein 1b (PBP 1b). This binding has been employed to isolate
PBP 1b by affinity chromatography. Suitable ligands have been
prepared from moenomycin A and coupled both to affinity
supports and to surface plasmon resonance sensor surfaces. The
reactions that take place upon immobilization of the ligands to the


affinity support and the sensor surface, respectively, have been
studied in detail. With the help of surface plasmon resonance the
optimal conditions for binding of PBP 1b to moenomycin-derivated
ligands have been established. For the first time the selective
binding of the moenomycin sugar moiety to the enzyme has been
demonstrated.
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Introduction


Antibiotic resistance in bacterial pathogens has become a
serious problem for human health, and countering this problem
requires both the development of antiinfectives with novel
modes of action and a deeper mechanistic understanding of
already existing drugs.[1]


The shape of bacteria relies on a net-like multilayer polymer
surrounding the cell. The polymer, peptidoglycan, consists of
repeating �-1,4-linked N-acetylglucosaminyl-N-acetylmuramyl
units cross-linked through short peptide side chains.[2] The
biosynthesis of peptidoglycan is an essential pathway for
bacteria and has no direct counterpart in eukaryotic cells.
Defects or disruption of peptidoglycan or inhibition of its
biosynthesis lead to cell lysis caused by osmotic pressure. The
distinct stages of peptidoglycan biosynthesis offer attractive
targets for the development of selective antibacterial agents.
The Escherichia coli peptidoglycan biosynthesis, which starts


from a membrane-bound undecaprenyl-linked disaccharide
precursor (lipid II), is completed by two successive reactions, a
transglycosylation reaction leading to unbranched glycan
strands[3] and a transpeptidation reaction cross-linking the
peptide units of different strands.[2] Both reactions are catalyzed
by the major high molecular weight penicillin-binding proteins
(PBPs).[4] PBPs such as PBP1a and 1b are bifunctional enzymes
with two separate active sites, one for transglycosylation and
one for transpeptidation. Each of these domains can specifically
be inhibited by antibiotics. While �-lactam antibiotics exert their
action by covalent binding to an essential serine residue in the
transpeptidase domain, the transglycosylation step of cell-wall
assembly can be blocked by a number of antibiotics, including
the moenomycins.[5] Of these, the moenomycins are the only
compounds known to inhibit the enzyme (through the trans-
glycosylase domain).[3] The structure ± activity relationship of the


moenomycins has been studied extensively,[6] and a mechanism
for their mode of action has been proposed.[7, 8] It is assumed that
they are anchored to the cytoplasmic membrane through the
moenocinol lipid part, followed by highly selective recognition
of the oligosaccharide moiety at a substrate binding site of the
enzyme, most probably the binding site of the growing glycan
chain (the glycosyl donor). Whereas the mechanism of the
transpeptidation reaction is reasonably understood, the active
site of the transglycosylase is still unknown and the mechanism
of the transglycosylation step is largely unexplored. The
moenomycins are a unique tool for elucidating the structure of
the enzyme and the detailed mechanism of the transglycosyla-
tion reaction. Here we describe their use for the purification of
the enzyme.
Traditional affinity chromatography has previously been


employed for the purification of the membrane-bound PBP 1b
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by using the interaction of �-lactam antibiotics with the
transpeptidase domain of PBP 1b.[9±12] However, this method
has a serious disadvantage: cleavage of the covalent bond
between the immobilized antibiotic and PBP 1b for releasing the
enriched protein from the affinity matrix requires drastic elution
conditions (1M hydroxylamine) that cause protein inactivation.
Consequently, the isolated enzyme looses an appreciable part of
its activity under these conditions.[13] A second procedure for the
affinity isolation of PBP 1b requires the genetic introduction of
an amino-terminal hexahistidine tag[14] and purification on a
Ni2� ±nitrilotriacetic acid (Ni-NTA) agarose column.[8, 15] The
reversible and noncovalent binding of the moenomycins to
the active site of the transglycosylase domain offers the
opportunity to perform an efficient affinity purification of PBP 1b
without genetic manipulation. Here we describe the use of well-
characterized moenomycin sepharoses for separation and
enrichment of PBP 1b, a process combining the advantages of
a very selective method with mild conditions to obtain highly
purified protein from crude membrane extracts in a single
chromatography step.


Results and Discussion


Immobilization of moenomycin A on sepharose


We have previously shown that reaction of diazonium salts with
the enolized �-diketone unit A allows the introduction of
functional groups into moenomycin (2) with reactivities orthog-
onal to those of all other functional groups.[16] In addition, this
reaction occurs at a site that is of minor importance for the
antibiotic activity.[6]


The primary coupling product undergoes a Japp-Klingemann
rearrangement and the formed amidrazone cyclizes to give a
triazol, the final product of the reaction (Scheme 1). By this
sequence the thiol-substituted compound 3a was prepared and
used for the synthesis of a number of bioconjugates by 1,4-
addition to maleimides[16] and by disulfide formation.[17] We
report here that the amino compound 3b is also available by this
route.[18] The heterobifunctional reagent 6 was prepared from
5-amino-2-nitrobenzoic acid by using Staab's procedure.[19, 20]


After complete formation (according to thin-layer chromatog-


Scheme 1. Moenomycin A and derivatives with amino and thiol groups, respectively.
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raphy (TLC)) of the imidazolide (structure not shown), a large
excess of ethylene diamine was added. Due to the different
nucleophilicities of aromatic and aliphatic amino groups and the
large excess of ethylene diamine used only the latter reacted
with the imidazolide to form amide 6 in good yield. The selective
formation of the aromatic diazonium salt from 6 is the
consequence of the different pK values of the amino groups.
Under the conditions of the diazonium salt formation the
aliphatic amino group is protected by protonation. Amino
compound 3b appears to be a much more useful ligand than
thiol 3a since more coupling reactions are available for the
preparation of bioconjugates including addition to isothiocya-
nates to give thioureas, reaction with activated carboxylic acids
to provide amides, and use of the bifunctional linker squaric acid
diethyl ester for the attachment to other amines.
For the immobilization at a chromatography support, reaction


of 3b with an N-hydroxysuccinimide (NHS) activated acid was
used. Thus, 3b was coupled with the two sepharose derivatives
8 and 9 (Affi-Gels 10 and 15, respectively; Scheme 2). The


Scheme 2. Affi-Gels 10 (8) and 15 (9).


reaction was shown to proceed rapidly in 0.1M 2-[4-(2-hydroxy-
ethyl)-1-piperazinyl]ethanesulfonic acid (HEPES) buffer (pH 7.4)
or in methanol/water solution and was complete
after 1 ± 2 h. The amount of immobilized 3b was
determined by UV spectroscopic quantitation
(280 nm) before and after immobilization, with
simultaneous suppression of the NHS absorption.
The data revealed a coupling efficiency of 50%.
Nonfunctionalized moenomycin A (2) was cou-
pled to an extent of less then 5% even after
prolonged reaction times. The affinity sepharoses
were stable for about 2 ± 3 weeks when stored at
4 �C in binding buffer or 20% methanol, as
determined by binding of protein PBP 1b to the
immobilized moenomycin derivative.
The coupling of a compound like 3b with its


many functional groups to 8 and 9 poses, of
course, the problem of selectivity. Thus, a model
experiment was performed with NHS-activated
phenylacetic acid 4. This compound seemed to
be a good model for the NHS-activated acid
spacer on the matrix because it was anticipated
that the structure elucidation of the coupling


product of 3b with 4 would be rather straightforward and that
the reactivity of 4 would match that of the NHS-activated spacer
acid.
Compound 4 was obtained from phenylacetyl chloride and N-


hydroxysuccinimide. The reaction of 3b with an excess of 4 was
performed in methanolic solution at 20 �C under argon. After
flash chromatography (FC) and gel filtration (to remove the
excess of 4) a pure acylated product was isolated in good yield.
The reaction of 3b with 4 was also performed in HEPES buffer
(pH 7.4). Progress of the reaction was monitored by reversed-
phase high-pressure liquid chromatography (HPLC). It was
observed that under these conditions the consumption of 3b
(retention time (Rt)�10.8 min) was complete after 1 h. Under
both conditions the same product was formed (HPLC analysis). It
was anticipated to have structure 5 (Scheme 3). The 1H and
13C NMR spectroscopic analysis with the help of two-dimensional
(2D) experiments showed the presence of all expected structural
units. All 1H and 13C signals (with the exception of some sugars
signals) could be assigned. However, a definite proof of structure
5 by NMR spectroscopic methods failed. Thus, in the HMBC
spectrum, long-range coupling of the protons at the C-2 position
of the phenylacetic acid part (�� 3.50) and of protons with the
signal at ��3.40 to the phenylacetic acid C-1 atom (��174.27)
was observed. The �� 3.40 signal could, however, not be
assigned with certainty to the CH2-2 group of the 1,2-diamino-
ethane part since it overlapped with signals of the sugar units.
The 1H,15N COSY spectra in H2O/D2O (9:1) or in [D6]DMSO were
also inconclusive. The structure of 5 was therefore proven by
chemical means, that is, by an unequivocal synthesis, because of
these difficulties. Treatment of 6 with 0.9 of an equivalent of 4 in
methanol/DMF solution gave 7 in 72% yield after FC. The HMBC
spectrum of 7 in [D6]DMSO showed long-range couplings of the
CH2-2 group (1,2-diaminoethane unit), the CH2-2 group of
phenylacetic acid part, and the amide proton CONH (phenyl-
acetamide) to the C-1 atom of the phenylacetic acid unit. The
protons CH2-1 (DAE unit), the aromatic protons 6Ar-H and 3Ar-H,


Scheme 3. Selective acylation of the amino group of 3b.
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and the benzamide CONHAr had long-range couplings to the
benzamide CO carbon atom. These results fully confirm structure
7 and prove that the aliphatic amino group of 6 had been
acylated. Diazotation of 7 and reaction of the diazonium salt
with moenomycin A (2) were performed under the conditions
used for the preparation of 3b. The product was obtained in
51% yield after purification. From its mode of formation it must
have structure 5. The 1H and 13C NMR spectra of 5 obtained this
way were identical to those of the compound prepared from 3b
and 4. Also the high-resolution electrospray ionization (ESI) ion
cyclotron resonance (ICR) mass spectrometry (MS) of both
compounds were practically identical. These results proved that
the compound obtained from 3b and 4 did indeed have
structure 5. In agreement with this, there was no product
formation when moenomycin A (2) was treated with 4 under the
conditions of the reaction between 3b and 4, even after 10 days
(TLC control).
Recently, Rechenberg and Hˆltje published the preparation of


a moenomycin sepharose and reported that the coupling of the
ligand was achieved by treatment of NHS-activated sepharose
(Affi-Gel 10, BIO-RAD) directly with moenomycin A (2).[21] Re-
chenberg and Hˆltje claimed that they immobilized 30 mg of
moenomycin A per mL of the gel. According to the manufac-
turer's manual the coupling capacity is 15 �molmL�1 (which
corresponds to 23 mg of moenomycin A). The Rechenberg and
Hˆltje result would thus indicate a 130% coupling efficiency.
Even with 3b we were unable to reach a substitution degree of
higher than 50%. In addition, as described above, in our hands
there was no reaction between moenomycin A and an NHS-
activated carboxylic acid in the methanolic and buffer systems,
respectively. In conclusion, Rechenberg and Hˆltje have most
likely used a column with nonspecifically bound (without
covalent bonds) moenomycin A in their experiments.
A second immobilization procedure made use of the bifunc-


tional linker squaric acid diethyl ester (10).[22] Thus, 3b on
treatment with 10 in either phosphate buffer (pH 7.3) or
methanolic solution provided 11 in yields of 56% and 67%,
respectively. The reaction of 11 and lysine sepharose 4B was then
performed in buffer solution at pH 9.1 to give 12 (Scheme 4).


Purification of PBP 1b by using immobilized 3b


Isolation of PBP 1b[23] from membranes of E. coli strain JM109/
pJP13, which overexpresses PBP 1b,[24, 25] was achieved by
extraction of the membrane fraction with 1% (w/v) detergent
and precipitation with ammonium sulfate (after extraction with
sarcosyl), followed by ampicillin affinity chromatography as
described previously.[12] The eluate was dialyzed against the
buffer used in the experiments described below. This sample was
used to optimize the conditions for the moenomycin affinity
chromatography by surface plasmon resonance (SPR) experi-
ments.[26] For this purpose, 3b was immobilized on a sensor chip
surface carrying NHS-activated carboxylic acid groups. The
ampicillin-purified PBP 1b was injected as soluble analyte under
a series of different parameters and the interaction between
PBP 1b and the immobilized 3b was detected on line. For
regeneration of the sensor surface, bound PBP 1b was compet-


Scheme 4. Immobilization of 3b on Lysine Sepharose 4B.


itively eluted with moenomycin A (2). This analytical system
allowed important quantitative information to be obtained
about the binding profile of PBP 1b to conjugated 3b under
different conditions (see the Experimental Section for buffer
systems, pH values, salt concentrations, detergents, additives),
and also allowed the development of a conceptionally new
method for the isolation of PBP 1b with moenomycin derivatives
conjugated to sepharose 4B. The interpretation of the SPR
sensorgrams revealed that 10 ± 25 mM HEPES or tris(hydroxy-
methyl)aminomethane (Tris)/maleate buffer (pH 5.5 ± 6.5), 100 ±
300 mM NaCl, and 0.5 ± 1% Triton X-100 or �-octylglucoside are
optimal for binding of PBP 1b to immobilized 3b. These
conditions differ strongly from those used for the affinity
separation of PBP 1b through the ampicillin method. The
optimal binding conditions could be easily transferred to the
preparative affinity column with 3b coupled to Affi-Gel 10 (8)
and 15 (9) and permitted the isolation and enrichment of PBP 1b
by competitive elution with moenomycin A (2). This chromatog-
raphy procedure offers an alternative for the enrichment of
PBP 1b from crude membrane extracts under much milder
conditions than those used in the chromatography with
ampicillin. Proteins were analyzed by sodium dodecylsulfate
polyacrylamide gel electrophoresis (SDS-PAGE) and visualized by
silver staining and Western blotting with anti-PBP 1b antibodies
(Figure 1).


Purification of PBP 1b by using immobilized 1b


As discussed above it is the current opinion that moenomycin A,
after membrane anchoring, interacts highly selectively with
PBP 1b through its sugar moiety. It seemed rewarding to make
use of these interactions for a more rational affinity isolation of
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Figure 1. Purification of PBP 1b by using immobilized 3b. A) Proteins were
separated by SDS-PAGE and visualized by silver staining. Lane 1: membrane
extract; lanes 2 ± 6: fractions 2 ± 6 after affinity chromatography; lane 7: molec-
ular weight standard. B) Western blotting. Lane 8: fraction 2; lane 9: fraction 3.


PBP 1b. Moenomycin fragment 1a which is inactive in vivo lacks
the chromophore unit A and the lipid moiety but contains the
complete oligosaccharide part. It is obtained from moenomycin
A by ozonolysis followed by NaBH4 reduction.[27] In preliminary
SPR competition experiments constant amounts of PBP 1b were
preincubated with fragment 1a at different ratios and the
response of PBP 1b binding to the immobilized moenomycin 3b
in the presence of fragment 1a was detected. Pleasingly, the
antibiotically inactive fragment 1a displayed a measurable
affinity towards PBP 1b. These results allowed a second affinity
chromatography system to be established for PBP 1b. Fragment
1b (obtained from 2 by ozonolysis and subsequent reductive
amination[28] ) was immobilized on NHS-activated sepharoses 8
or 9. The conjugated amount was calculated either from the UV
absorption of the released NHS or by determining the mass of
unbound 1b after gel filtration and lyophilization. In a model
experiment, reaction of 1b with activated myristic acid (Staab
procedure) occurred exclusively at the amino group to provide
amide 1c in 42% yield after purification. The spectroscopic data
are in accord with structure 1c. The new amide 13C signal
appeared at ��177.3. Under the conditions optimized by SPR a
single purification step making use of 1b sepharose was
sufficient to obtain pure PBP 1b (see Figure 2).


Figure 2. Purification of PBP 1b by using immobilized 1b. A) Proteins were
separated by SDS-PAGE and visualized by silver staining. Lanes 1±7: fractions 2±8
after affinity chromatography. B) Western blotting. Lane 8: pooled fractions 2±4.


Conclusion


The enzyme PBP 1b represents an important target for anti-
biotics. The moenomycins have been shown to interact
reversibly with the PBP 1b transglycosylase domain. These


interactions were used to isolate PBP 1b in a single affinity-
chromatographic step employing two well-characterized new
moenomycin affinity supports. A second very important result is
the first direct experimental proof of the interaction of PBP 1b
with the pentasaccharide part of moenomycin A.


Experimental Section


Moenomycin A was a gift of BC Biochemie GmbH (Frankfurt)and was
purified prior to use as described previously.[29]


5-Amino-N-(2-amino-ethyl)-2-nitrobenzamide (6): N,N�-Carbonyl
diimidazole (CDI; 840 mg, 5.2 mmol) was added to a solution of
5-amino-2-nitrobenzoic acid (653 mg, 3.6 mmol) in pyridine (20 mL)
and the mixture was stirred at 20 �C for 1 h. Progress of the reaction
was monitored by TLC (MeOH/CHCl3 (1:1), Rf� 0.41). Then, a solution
of ethylene diamine (1120 mg, 14 mmol) in pyridine (20 mL) was
added and the mixture was stirred at 0 �C for 1 h and at 80 �C for 3 h
(TLC in MeOH, Rf� 0.24)). The solvent was removed under reduced
pressure and the residue was dissolved in methanol. Kieselguhr was
added and after solvent evaporation the residue was transferred
onto the top of a chromatography column. Flash column chroma-
tography (FC) with MeOH as the eluent provided 0.62 g (77%) of
pure 6. mp: 157 ± 158�C (petroleum ether); IR (KBr): ��� 3405, 3212,
1646, 1587, 1488, 1446, 1319, 1257 cm�1; UV (H2O): �max (�)�384 nm
(12160); 1H NMR (200 MHz, [D6]DMSO): �� 2.62 (t, 2H, J2-1� 6.4 Hz,
CH2-2DAE), 3.16 (dt, 2H, J1±2� 6.0, J1±NH� 5.9 Hz, CH2-1DAE), 6.46 (d, 1H,
J6±4� 2.6 Hz, 6Ar-H), 6.59 (dd, 1H, J4±3�9.1, J4±6� 2.5 Hz, 4Ar-H), 6.74 (s,
2H, NH2Ar), 7.89 (d, 1H, J3±4� 9.1 Hz, 3Ar-H), 8.29 (t, 1H, JNH±1� 5.6 Hz,
CONHAr) ; 1H NMR (200 MHz, CD3OD): ��2.84 (t, 2H, J2±1� 6.1 Hz,
CH2-2DAE), 3.41 (t, 2H, J1±2� 6.1 Hz, CH2-1DAE), 6.60 (d, 1H, J6±4� 2.5 Hz,
6Ar-H), 6.69 (dd, 1H, J4±6�2.5 Hz, J4-3� 9.1 Hz, 4Ar-H), 8.01 (d, 1H,
J3±4� 9.1 Hz, 3Ar-H); 13C NMR (50 MHz, [D6]DMSO, APT): �� 41.21 (C-
2DAE), 42.92 (C-1DAE), 111.98, 112.33 (C-6Ar, C-4Ar), 127.43 (C-3Ar), 132.94
(C-1Ar), 137.31 (C-2Ar), 154.75 (C-5Ar), 167.22 (CONHAr); 13C NMR
(50 MHz, CD3OD): �� 41.79 (C-2DAE), 43.62 (C-1DAE), 113.21, 114.11
(C-6Ar, C-4Ar), 128.73 (C-3Ar), 134.92 (C-1Ar), 137.60 (C-2Ar), 156.26 (C-5Ar),
171.51 (CONHAr) ; calcd for C9H12N4O3: 224.21, 224.09094; fast atom
bombardment (FAB) MS (matrix: 3-nitrobenzyl alcohol): m/z found:
225.1 [M�H]� .
Moenomycin A amino derivative 3b : 5-Amino-N-(2-amino-ethyl)-2-
nitrobenzamide (6 ; 51 mg, 0.23 mmol) was dissolved in 6% aqueous
HCl (2 mL) and the solution was cooled in an ice bath. A solution of
NaNO2 (19 mg, 0.27 mmol) in water (0.8 mL) was added slowly to this
solution and the resulting mixture was stirred for 15 min in an ice
bath. The solution of the diazonium salt was slowly (in 0.3 mL
portions) added to a stirred solution of moenomycin A (2 ; 300 mg,
0.19 mmol) and NaOAc (3 g) in water (150 mL). The progress of the
reaction was monitored by HPLC (RP18 column; phosphate buffer
(pH 8.0)/acetonitrile (6:4) ; flow rate: 0.5 mLmin�1) and TLC (nPrOH/
H2O (7:3) ; Rf� 0.31, RfmoenomycinA� 0.45). It was observed that after 1 h
a product was formed (amidrazone, Rt�13.2 min, �max�380 nm).
After 27 h this product had been 90% converted into the final
product (triazole, Rt�11.2 min, �max� 279 nm). The reaction mixture
was stirred at 20 �C under an argon atmosphere for an additional
24 h. Then the solution was filtered and inorganic salts were
removed by FC (RP18 column; H2O; 300 mL; the compound was
eluted with MeCN/H2O (1:2)) or by ultrafiltration (YM3 membrane,
Amicon). The organic solvent was removed under reduced pressure
and the water was removed by lyophilization. The product was
purified by FC (SiO2, nPrOH/H2O (7:3)) to give 269 mg (78%) of pure
compound 3b. UV (H2O): �max (�)�274 nm (6700); 1H NMR (600 MHz,
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CD3OD/D2O (5:1), 1H,1H COSY): �� 0.95 (s, 6H, CH3-23,24I), 0.97 (t,
impurities from RP18 column), 1.25 (s, 3H, CH3F), 1.31 (d, 3H, J�
5.8 Hz, CH3-6C), 1.35 (m, 2H, CH2 ± 9I), 1.43 (m, impurities from the RP18
column), 1.60 (s, 3H, CH3-20I), 1.61 (s, 3H, CH3-21I), 1.67 (s, 3H, CH3-
19I), 1.75 (s, 3H, CH3-25I), 1.89 (m, 2H, CH2-10I), 1.98 ± 2.19 (m, 14H,
CH2-4, CH2-5, CH2-15, CH2-16I, and 2.04, 2.05 (CH3CONHC,E)), 2.62 (br s,
2H, CH2-3A�), 2.69 (d, 2H, J12±13� 7.3 Hz, CH2-12I), 2.87 (t, impurities
from the RP18 column), 2.97 (t, impurities from the RP18 column),
3.22 ± 4.55 (m, many overlapping signals of the sugar protons and
3.33 (CH2-2A�), 3.76 (2F-H), 4.05/4.18 (CH2-1I)), 5.09 (m; 3H, 13I-H, 17I-H,
3F-H), 5.22 (s, 1H), 5.28 (dt, 1H, J6±7�15.2, J6±5� 6.9 Hz, 6I-H), 5.35 (d,
1H, J7±6� 15.7 Hz, 7I-H,), 5.43 (t, 1H, J2±1� 6.3 Hz, 2I-H), 5.87 (m, 1H, 1F-
H), 8.11 (d, 1H, J2-6� 2.1 Hz, 2Ar-H), 8.21 (dd, 1H, J6±2� 2.1, J6±5�
8.9 Hz, 6Ar-H), 8.43 (d, 1H, J5±6� 8.4 Hz, 5Ar-H); 13C NMR (75 MHz,
CD3OD/D2O (5:1), APT, HMQC): �� 13.85, 16.12 (CH3F), 16.25 (C-21I),
17.81 (C-6C), 17.94 (C-20I), 23.44, 23.49 (CH3CONHC,E), 23.94 (C-25I),
25.93 (C-19I), 27.36 (C-16I), 27.77, 27.80 (C-23, C-24I), 30.28, 31.74 (C-
3A�), 31.96 (C-10I), 32.42 (C-5I), 33.21 (C-4I), 35.89 (C-12I), 36.28 (C-8I),
38.89 (C-2DAE), 39.96 (C-1DAE), 40.42 (C-2A�), 40.58 (C-15I), 42.66 (C-9I),
56.46, 56.96 (C-2C,E), 62.20 (C-6D), 67.05 (C-1I), 68.67 (C-3H), 69.78,
70.90, 71.11, 71.31, 71.98, 72.92, 73.22, 73.39, 73.66, 74.27, 74.65,
74.80, 75.96, 77.44, 77.58, 78.25 (unassigned signals of the sugar
carbons), 81.30 (br, C-2H), 81.80 (C-4E), 83.66 (C-4C), 95.75 (C-1F), 102.45
(C-1C), 103.05 (C-1E), 103.78 (C-1D), 104.51 (C-1B), 109.34 (C-22I), 122.86
(C-2I), 123.40 (C-13I), 125.15 (C-17I), 126.35 (C-2Ar), 126.83 (C-6I), 127.42
(C-6Ar), 128.60 (C-5Ar), 132.53 (C-18I), 134.33 (C-3Ar), 137.35 (C-14I),
141.35 (C-3I,7I), 142.78 (C-4Ar), 147.18 (C-1Ar), 151.27 (C-11I), 155.16 (C-
5TA), 159.15 (OCONH2F), 159.99 (C-3TA), 168.74 (CONHAr), 174.32 (C-6F),
174.45 (CH3CONHC,E), 177.33 (C-1H), 180.25 (COOHA�), 195.27 (C-1A�) ;
13C NMR (100 MHz, D2O, HMQC): �� 15.18 (CH3F), 15.95 (C-21I), 17.06
(C-6C), 17.72 (C-20I), 22.73 (CH3CONHC,E), 23.63 (C-25I), 25.78 (C-19I),
26.73 (C-16I), 27.37 (C-23, 24I), 29.95 (C-3A�), 31.02 (C-10I), 31.53 (br,
C-5I, C4I), 32.25 (C-2A�), 34.98 (C-12I), 35.49 (C-8I), 37.90 (C-2DAE), 38.87
(C-1DAE), 39.85 (C-15I), 41.74 (C-9I), 55.09 (br, C-2E, C-2C), 60.90 (C-6D),
65.00 ± 78.00 (br, sugar carbons), 79.37, 80.09 (C-2H, C-4E), 81.98 (C-4C),
94.63 (C-1F), 101.11 (C-1C), 102.63, 103.34 (br, C-1E,D,B), 108.93 (C-22I),
121.31 (C-2I), 122.29 (C-13I), 124.51 (C-17I), 125.64 (C-2Ar), 125.94 (C-6I),
126.94, 127.81 (C-5, 6Ar), 131.09 (C-18I), 133.23 (C-3Ar), 136.18 (C-14I),
140.44 (C-3I), 141.46 (C-7I, C-4Ar), 146.19 (C-1Ar), 149.51 (C-11I), 153.77
(C-5TA), 158.21 (OCONH2F), 158.82 (C-3TA), 167.58 (CONHAr), 172.72 (C-
6F), 173.91, 174.22 (CH3CONHC,E), 176.92 (C-1H), 181.20 (COOHA�),
195.24 (C-1A�) ; calcd for C78H117N10O37P: 1817.80, 1816.73187; FAB MS:
m/z found: 1817.6 [M�H]� ; ESI ICR MS (neg. mode): m/z found:
1815.71756 (calcd: 1815.72397) [M�H]� , 907.35634 (calcd:
907.35804) [M� 2H]2�.
2,5-Dioxo pyrrolidine-1-yl phenylacetate (4): Commercial phenyl-
acetyl chloride (0.4 mL, 2.2 mmol, ��1.167) was slowly added to a
solution of N-hydroxysuccinimide (0.25 g, 2.1 mmol) in dry CH2Cl2
(4 mL) and Et3N (0.75 mL), and the mixture was stirred at 20 �C for 3 h.
Then, Kieselguhr was added to the reaction mixture, and the solvents
and the remaining reactant were removed by distillation at
10�2 mbar. The residue was purified twice by FC (CHCl3/EtOAc (4:1),
Rf� 0.55) gave 200 mg (41%) of pure 4. mp: 118.5�C (cyclohexane);
IR (KBr): ��� 3438, 1814, 1779, 1733, 1363, 1207, 1068, 736, 709,
646 cm�1; UV (CH3OH): �max (�)�299.5 nm (3239); 1H NMR (200 MHz,
CDCl3): �� 2.76 (s, 4H, CH2 ± 3pyr, CH2 ± 4 pyr), 3.92 (s, 2H, CH2-2), 7.35
(m, 5H, 2-, 4-, 5-, 6-HAr�) ; 13C NMR (50 MHz, CDCl3): �� 25.59 (C-3pyr,
C-4pyr), 37.61 (C-2), 127.82 (C-4Ar�), 128.86 (C-3Ar�, C-5Ar�), 129.33 (C-2Ar�,
C-6Ar�), 131.48 (C-1Ar�), 166.83 (C-1), 169.13 (C-2pyr, C-5pyr) ; calcd
for C12H11NO4: 233.22, 233.06881; FAB MS: m/z found: 234.1
[M�H]� .
N-[2-(5-Amino-2-nitrobenzamido)ethyl]benzeneacetamide (7):
Compound 4 (34 mg, 0.14 mmol) in MeOH (0.5 mL) and DMF


(0.2 mL) was added dropwise to a stirred solution of amine 6
(36 mg, 0.16 mmol) dissolved in MeOH (0.5 mL). The reaction mixture
became heterogeneous. More DMF (1.3 mL) was added until a
homogeneous mixture resulted. This solution was stirred at 20 �C for
3 h (progress of the reaction was monitored by TLC (MeOH/CHCl3
(1:5), Rf� 0.54)). The solvents were removed under reduced pressure
(10�2 mbar). The residue was purified three times by FC (MeOH/CHCl3
(1:5)) and then a further two times by FC (MeOH/CHCl3 (3:10)) to give
38 mg (72%) of pure 7. 1H NMR (600 MHz, [D6]DMSO, HMBC): ��3.21
(m, 2H, CH2-2DAE),[30] 3.24 (m, 2H, CH2-1DAE),[30] 3.42 (s, 2H, CH2-2), 6.48
(d, 1H, J6±4� 2.2 Hz, 6Ar-H), 6.61 (dd, 1H, J4±6� 2.3, J4±3�9.4 Hz, 4Ar-H),
6.74 (s, 2H, NH2-5Ar), 7.20 ± 7.33 (m, 5H, 2-, 3-, 4-, 5-, 6-HAr�), 7.91 (d, 1H,
J3±4� 9.4 Hz, 3Ar-H,), 8.04 (br, 1H, NHCO-CH2-Ar�), 8.34 (br, 1H, NHCO-
Ar) ; 13C NMR (50 MHz, [D6]DMSO, HMBC): �� 38.79 (C-2DAE),[30] 39.40
(C-1DAE under solvent signals, HMBC),[30] 43.07 (C-2), 112.52 (C-6Ar),
113.05 (C-4Ar), 126.96 (C-4Ar�), 128.07 (C-3Ar), 128.83 (C-3Ar�, C-5Ar�),
129.65 (C-2Ar�, C-6Ar�), 133.59 (C-2Ar), 136.94 (C-1Ar�), 137.61 (C-1Ar),
155.32 (C-5Ar), 167.91 (CONHAr), 170.95 (C-1); calcd for C17H18N4O4:
342.45, 342.13280; FAB MS: m/z found: 343.13 [M�H]� , 365.10
[M�Na]� .
Moenomycin A model conjugate 5:


a) Synthesis from 3b and 4 : A solution of 4 (26 mg, 0.113 mmol) in
MeOH (0.5 mL) was added to a solution of 3b (119 mg, 0.075 mmol)
in MeOH (10 mL). The not completely clear mixture (which became
clear after a few hours) was stirred at 20 �C under argon for 43 h.
Then, Kieselguhr was added to the reaction mixture, and the solvents
were evaporated under reduced pressure. The residue was trans-
ferred to a FC column. Elution with nPrOH/H2O (7:2) (Rf� 0.34) led to
a fraction containing 5 and 4. Gel filtration chromatography (LH-20
column, MeOH/H2O (3:1)) was used to remove the remaining starting
material 4. Solvent evaporation and lyophilization gave 65 mg (45%)
of pure product 5.


b) HPLC investigation of the reaction of 3b with 4 : 3b (5.7 mg,
0.0031 mmol) and 4 (0.14 mg, 0.0006 mmol) in Hepes buffer (10 mL,
pH 7.4) were stirred under argon at 20 �C. Progress of the reaction
was monitored by HPLC (C-18 column, phosphate buffer (pH 8.1)/
acetonitrile (6:4) ; flow rate: 0.5 mLmin�1) with the samples injected
directly onto the HPLC column. After 15 min the ratio of 5 :3b was
1:10 (5 : Rt�13.8 min, �max� 279 nm; NHS, Rt� 5.1 min; 3b, Rt�
10.8 min, �max� 279 nm). HPLC analysis after 1 h, 1.5 h, 4.5 h, and
23 h indicated the following ratios of 5 :3b (at 279 nm): 1:3.2, 1:2.9,
1:2.8, and 1:2.8, respectively. This means that the reaction was
practically finished after 1 h.


c) 5 from 2 and the diazonoum salt derived from 7: A solution of the
amine 7 (40 mg, 0.117 mmol) in 6% aqueous HCl (1.5 mL) was cooled
in an ice bath. A solution of NaNO2 (21 mg, 0.30 mmol) in water
(1 mL) was added dropwise and the mixture was stirred in an ice bath
for 30 min. This diazonium salt solution was added dropwise to a
precooled solution of moenomycin A (2 ; 178 mg, 0.11 mmol) and
NaOAc (1.4 g) in water (90 mL). The cooling bath was removed and
the mixture was stirred at 20 �C under argon for 42 h. Then inorganic
salts were removed by FC (RP18 column; water; 200 mL). Further
elution with H2O/MeCN (2:1) gave a crude product which was
purified by FC (SiO2, nPrOH/H2O (7:2), Rf�0.34). Removal of
acetonitrile under reduced pressure and water by lyophilization
gave 115 mg (51%) of pure 5. UV (CH3OH): �max (�)� 267.0 nm
(14761); the 1H and 13C NMR spectra of the samples of 5 prepared by
the methods described in (a) and (c) were completely identical ;
1H NMR (600 MHz, CD3OD/[D6]DMSO (17:1), 1H,1H COSY, HMQC,
HMBC): ��0.94 (s, 6H, CH3-23I, CH3-24I), 1.20 (s, 3H, CH3F), 1.33 (br,
5H, CH2-9I, CH3-6C), 1.56 (s, 3H, CH3-20I), 1.57 (s, 3H, CH3-21I), 1.63 (s,
3H, CH3-19I), 1.72 (s, 3H, CH3-25I), 1.86 (m, 2H, CH2-10I), 1.97 (br, 8H,
CH3CONHC,E, 16I-Ha, 15I-Ha), 2.05 ± 2.15 (br m, 15I-H, 16I-Hb, CH2-4I, 5I-
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H), 2.55 (CH2-3A�, under solvent signals), 2.65 (d, 2H, J12±13� 9.5 Hz,
CH2-12I), 3.14 ± 3.56 (broad overlapping signals of the sugar protons
and 3.35 ± 3.55 (CH2-1, 2DAE, HMQC), 3.50 (s, CH2-2)), 5.00 ±5.15 (m, 3H,
13I-H, 17I-H, 3F-H), 5.22 ± 5.43 (m, 3H, 6I-H, 7I-H, 2I-H), 5.83 (br, 1H, 1F-
H), 7.10 ± 7.30 (m, 5H, 2-, 3-, 4-, 5-, 6-H Ar�), 7.92 (br, 1H, 2Ar-H), 8.06 (br,
1H, 6Ar-H), 8.30 (br, 1H, 5Ar-H); 13C NMR (150 MHz, CD3OD/[D6]DMSO
(17:1), HMQC, HMBC): �� 16.26 (C-21I), 16.63 (CH3F), 17.94 (C-20I,
C-6C), 23,59 (NHCOCH3C,E), 24.23 (C-25I), 26.08 (C-19I), 27.71 (C-16I),
27.96 (C-23, C-24I), 32.02 (C-3A�), 32.36 (C-10I), 32.75 (C-5I), 33.44 (C-4I),
35.92 (C-12I), 36.51 (C-8I), 39.76 (C-2DAE, HMQC), 40.95 (C-15I), 41.08 (C-
1DAE, HMBC), 42.85 (C-9I), 43.96 (C-2), 55.78 (C-2E), 56.63 (C-2C), 62.78
(C-6D), 65 ±80 (br, unassigned signals of the sugar carbons), 82.39 (C-
4E), 85.33 (C-4C), 95.83 (C-1F), 102.93 (C-1C), 104.11, 104.59 (C-1B, C-1E),
105.19 (C-1D), 109.39 (C-22I), 123.46 (C-13I), 125.40 (C-17I), 126.31 (C-
2Ar), 126.90 (C-6I), 127.28 (C-5Ar), 127.88 (C-4Ar�), 128.79 (C-6Ar), 129.62
(C-2Ar�, C-6Ar�), 130.31 (C-3Ar�, C-5Ar�), 132.22 (C-18I), 135.09 (C-3Ar),
137.06 (C-1Ar�), 137.35 (C-14I), 141.59 (C-7I), 142.42 (C-1Ar), 147.71 (C-
4Ar), 151.03 (C-11I), 155.48 (C-5TA), 158.95 (OCONH2F), 160.26 (C-3TA),
167.60 (CONHAr), 173.44, 173.78, 174.15 (CH3CONHC,E, CONH2F), 174.27
(C-1), 176.70 (br, COOHH), 179.82 (br, COOHA�), 194.63 (C-1A�) ; calcd for
C86H123N10O38P (1935.94, 1934.77373); ESI ICR MS (neg. mode) (BA
4-25): m/z found: 977.37325 (calcd: 977.37001) [M�Na�3H]2�,
966.37863 (calcd: 966.37897) [M� 2H]2�, 643.91955 (calcd:
643.91667) [M� 3H]3�.
Control experiment : Treatment of moenomycin A with 4 : 2 (20 mg,
0.012 mmol) and 4 (4.4 mg, 1.5 equiv) in methanol (5.4 mL) were
stirred under argon at ambient temperature for 10 days and then at
50 �C overnight. No products were observed by TLC (nPrOH/H2O
(7:2)).


Moenomycin A squaric ester amide conjugate 11:


a) Preparation in buffer solution: A solution of 3b (90 mg,
0.049 mmol) and 3,4-diethoxy-3-cyclobutene-1,2-dione (10) (28 mg,
0.162 mmol) in 0.5M phosphate buffer (10 mL, pH 7.3) was stirred at
ambient temperature under argon for 48 h. Progress of the reaction
was monitored by TLC (nPrOH/H2O (7:2), Rf�0.35, Rf3b� 0.15) and
HPLC (RP18 column, phosphate buffer/acetonitrile (6:4) ; flow rate:
0.3 mLmin�1; Rt� 27.3 min, Rt3b� 25.7 min). The inorganic salts were
removed by ultrafiltration (YM3 membrane, Amicon). Any water was
lyophilized and the crude product was purified by FC (SiO2, nPrOH/
H2O (7:2)). The organic solvent was removed under reduced pressure
and the water was lyophilized to leave 53 mg (56%) of pure 11.


b) Preparation in methanolic solution: 3b (40 mg, 0.022 mmol) and
10 (5.2 mg, 1.4 equiv) in methanol (10 mL) were stirred at 20 �C under
argon for 29 h. Progress of the reaction was monitored by TLC
(nPrOH/H2O (7:2), Rf�0.35). Then Kieselguhr was added and the
solvent was evaporated under reduced pressure. The Kieselguhr
containing the adsorbed compound was added to a FC column
(SiO2) and the compound was eluted with nPrOH/H2O (7:2). Solvent
evaporation and water lyophilization gave 29 mg (67%) of pure
product 11.


UV (H2O): �max (�)�267.5 nm (19400); (MeOH): �max (�)� 267.0 nm
(35570); 1H NMR (600 MHz, CD3OD/D2O (13:8), 1H,1H COSY): ��0.95
(s, 6H, CH3-23, CH3-24I), 1.25 (s, 3H, CH3F), 1.35 (m, 5H, CH3-6C, CH2-9I),
1.44 (t, 3H, J�6.9 Hz, OCH2CH3), 1.58 (s, 3H, CH3-20I), 1.59 (s, 3H, CH3-
21I), 1.65 (s, 3H, CH3-19I), 1.75 (s, 3H, CH3-25I), 1.88 (m, 2H, CH2-10I),
2.00 ± 2.20 (13H, CH2-4I, CH2-5I, CH2-15I, CH2-16I and 2.06 (CH3CONH-
CorE), 2.07 (CH3CONHEorC)), 2.66 (br, 4H, CH2-12I, CH2-3A�), 3.10 ±4.90
(broad overlapping signals of the sugar protons and 3.36 (CH2-2A�,
1H,1H COSY), 4.65 ± 4.73 (OCH2CH3, 1H,1H COSY)), 5.05 ± 5.12 (m, 3H,
13I-H, 17I-H, 3F-H), 5.28 (br, 1H, 6I-H), 5.34 (d, 1H, J7±6� 15.7 Hz, 7I-H),
5.43 (br s, 1H, 2I-H), 5.85 (br s, 1H, 1F-H), 7.94/7.97 (br s/s, 1H, 2Ar-H),
8.08 (br m, 1H, 5Ar-H), 8.48 (m, 1H, 6Ar-H); 13C NMR (150 MHz, CD3OD/


D2O (13:8), HMQC): �� 16.10 (CH3F, OCH2CH3), 16.29 (C-21I), 17.66 (C-
6C), 18.03 (C-20I), 23.45 (CH3CONHC,E), 24.06 (C-25I), 26.12 (C-19I), 27.38
(C-16I), 27.85 (C-23I, C-24I), 31.08 (C-3A�), 32.02 (C-10I), 32.39 (C-5I),
33.09 (C-4I), 35.86 (C-12I), 36.24 (C-8I), 40.55 (C-15I), 41.03, 41.57 (C-
1DAE, probably due to two conformations), 42.62 (C-9I), 44.57, 44.70
(C-2DAE), 55.98 (C-2C), 56.18 (C-2E), 62.16 (C-6D), 66.95, 68.34, 69.81,
70.02, 70.41 (OCH2CH3), 71.13, 71.36, 71.49, 71.91, 71.98, 72.91, 73.17,
73.51, 73.81, 74.18, 74.52, 75.97, 77.28, 77.43, 77.98 (unassigned signals
mostly of the sugar carbons), 80.56 (br, C-2H), 81.74 (C-4E), 84.03 (C-
4C), 95.61 (C-1F), 102.37 (C-1C), 103.54 (C-1E), 104.28, 104.36 (C-1B,D),
109.49 (C-22I), 122.38 (C-2I), 123.31 (C-13I), 125.16 (C-17I), 125.97 (C-
2Ar), 126.71 (C-6I), 127.77, 129.01(C-6Ar, C-5Ar), 132.36 (C-18I), 134.47 (C-
3Ar), 137.19 (C-14I), 141.35 (C-7I), 141.86 (C-3I), 142.15 (C-4Ar), 147.30 (C-
1Ar), 150.92 (C-11I), 154.98 (C-5TA), 159.09 (OCONH2F), 159.86 (C-3TA),
168.09 (CONHAr), 173.94, 174.54, 174.77 (CONH2F, CH3CONHC,E), 177.15
(br, C-1H), 178.24, 178.79, 179.95 184.37 (C-1, 2SA, COOHA�), 190.06,
193.11 (C-3, 4SA), 195.31 (C-1A�) ; calcd for C84H121N10O40P: 1941.90,
1940.74792; FAB MS: m/z found: 1985.6 [M�H�2Na]� , 1963.7
[M�Na]� ; ESI ICR MS: m/z found: 980.35465 (calcd: 980.35711) [M�
3H�Na]2�, 969.36430 (calcd: 969.36606) [M�2H]2�, 645.90906
(calcd: 645.90807) [M� 3H]3�.
Control experiment with moenomycin A : Moenomycin A (2 ;
10 mg, 0.0063 mmol) and 10 (1 mg, 0.006 mmol) in methanol
(10 mL) and Et3N (2 drops) were stirred at 20 �C under argon.
Progress of the reaction was monitored by TLC (nPrOH/H2O (10:3)).
Even after 21 h, no new products were observed.


Moenomycin A derivative 1c : A solution of myristic acid (43.2 mg,
189 �mol) und CDI (30.7 mg, 189 �mol) in THF (1 mL) was stirred at
20 �C for 1 h. The solvent was evaporated under reduced pressure. A
suspension of 1b (45 mg, 38 �mol) in DMSO (2 mL) was added and
the mixture was sonicated with stirring at 20 �C for 12 h. The reaction
mixture was then filtered through a Sephadex LH-20 column (elution
with H2O/CH3OH (1:4)). After solvent evaporation the residue was
adsorbed onto Kieselguhr (300 mg) and this material was transferred
to a FC column. Elution with ethyl acetate/iPrOH/H2O (6:4:3)
provided a specimen of 1c that was further purified by chromatog-
raphy on a Sephadex PD-10 column (elution with H2O) to give, after
lyophilization of the water, 22 mg (42%) of pure 1c. 1H NMR
(400 MHz, D2O, H,H COSY): ��0.76 (br s, CH3-14K), 1.13 (s, CH3-4F),
1.10 ± 1.25 (m, CH2-4 K ±CH2-13 K), 1.28 (d, J5C±6C�5.9 Hz, CH3-6C),
1.44 ± 1.56 (br m, J2K±3K� 7.1 Hz, CH2-3K), 1.93, 2.00 (2� s, NHCOCH3E,
NHCOCH3C), 2.17 (dd, J2K±3K� 7.1 Hz, CH2-2K), 3.20 (dd, J1D±2D� 8.0 Hz,
J2D±3D� 8.4 Hz, H-2D), 4.12 (s, H-4B, H-5B), 4.36 (s, H-5F), 4.42 (d, J1D±2D�
8.0 Hz, H-1D), 4.93 (d, J2F-3F� 10.3 Hz H-3F), 5.69 (m, H-1F) ; 13C NMR
(100 MHz, D2O, APT): ��14.37 (CH3-14K), 16.15 (CH3-4F), 17.78 (CH3-
6C), 23.40 (NHCOCH3E, NHCOCH3C), 25.70, 26.78 (C-13K, C-3K), 30.03 ±
30.33 (C-4K ±C-11K), 32.66 (C-12K), 34.75 (C-2K), 40.49 (C-2I), 56.43 ±
56.56 (C-2E, C-2C), 62.38 (C-6D), 68.34 (C-1H), 69.62 ± 78.27 (C-1I, C-5C,
C-4D, C-4B, C-2B, C-3B, C-6E, C-5B, C-3C, C-5F, C-3E, C-5F, C-2F, C-4F, C-5E,
C-2D, C-3F, C-5D, C-3D), 81.89 (C-4E), 84.44 (C-4C), 95.66 (C-1F), 102.71,
103.36, 104.11, 104.41 (C-1C, C-1E, C-1B, C-1D), 159.11 (OCONH2F),
173.93, 174.21, 174.47, 174.69 (CONH2B, CONH2F, NHCOCH3E,
NHCOCH3C), 176.54 ± 177.26 (C-3H, C-1K), some of the signals were
rather broad; 31P NMR (81 MHz, D2O): ���1.32; calcd for
C55H95N6O33P: 1399.35, 1398.56; ESI ICR MS: m/z found: 1397.59111
(calcd: 1397.59049) [M�H]� , 698.28128 (calcd: 698.27661)
[M� 2H]2�.
Expression and preparation of PBP 1b : The protein was purified
from the membrane fraction of E. coli strain JM109 [K-12 recA1 �(lac-
proAB) endA1 gyrA96 thi1 hsdR17 supE44 relA1 F� (tra-D36 proAB�


lacIq lacZ�M15)] carrying the plasmid pJP13.[24, 25] This strain
expresses the structural gene of PBP 1b of E. coli. Cells were grown
in modified Lennox broth (Bacto-Trypton (10 gL�1), yeast extract
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(5 gL�1), NaCl (5 gL�1), ampicillin (100 �gmL�1)) to an optical density
(OD550nm) of 0.25, and the temperature was increased from 30 to
42 �C to induce transcription and overexpression of PBP 1b. After 4 h
cells were harvested by centrifugation (5000�g) and washed, and
the cell pellet was frozen at �20 �C overnight. The cells were
resuspended in 0.05M Tris-HCl buffer (pH 7.6) containing 0.1 mM


MgCl2 and 1 mM 2-mercaptoethanol (buffer A) or 0.05M sodium
phosphate buffer (pH 6.8) and sonicated (18 �m, 3�30 s). The lysed
cell suspension was centrifuged at 100000�g for 90 min to obtain
the membrane fraction. The supernatant was discarded. The pellet
was resuspended in the same buffer and mixed with an equal
volume of buffer containing 2% (w/v) detergent (sarcosyl or Triton-
X 100) and phenylmethanesulfonyl fluoride (final concentration:
2 mM) at 4 �C overnight or at 30 �C for 30 min to extract PBP 1b.
Insoluble residues were removed by centrifugation and the pellet
was extracted again with 1M NaCl. Following the extraction with
sarcosyl in buffer A or 0.05M sodium phosphate buffer (pH 6.8), the
membrane proteins were fractionated with ammonium sulfate on ice
for 2 h or overnight at 4 �C. The fraction that precipitated at 0 ± 41%
saturation was collected by centrifugation. Extracts or ammonium
sulfate pellets at protein concentrations of 25 ± 30 mgmL�1 as
quantified by the bicinchoninic acid (BCA) method[33] were stored
at �70 �C. For further purification steps, the ammonium sulfate
pellet was dissolved in buffer A or 0.05 M sodium phosphate buffer
(pH 6.8) and dialyzed against the binding buffer required for affinity
chromatography with ampicillin.


Coupling of 3b, 2, and 1b to the affinity support (Affi-Gel 10 or
15): The immobilization of moenomycin derivates to Affi-Gel 10 (8) or
15 (9) (BIO-RAD) was performed both in organic solvents and
aqueous buffer solutions. The gel/3b suspension (4.5 mM 3b per mL
of gel in 0.1M Hepes (pH 7.4) or methanol/water (1:2)) was gently
agitated on a shaker for 1 ± 2 hours at 20 �C or overnight at 4 �C. The
immobilization of fragment 1b (4.1 and 9.6 mM 1b per mL of gel) was
performed under the same conditions in methanol/water (1:2). The
immobilization of moenomycin A (2, 9.5 mM moenomycin A per mL
of gel) was performed over 48 ± 72 hours at 4 �C, as described by von
Rechenberg and Hˆltje.[21] Blocking of residual active esters was
accomplished by adding 1M ethanolamine (pH 8.5, 0.1 mL) per mL of
gel after reaction for 1 h. Blocking can also performed in 0.1M Tris-HCl
(pH 8.0) for 3 ± 4 hours at 20 �C or overnight at 4 �C. The gel was
extensively washed with different buffers (variation of pH values and
ionic strengths) to remove reactants and to elute adsorbed
substances. Unbound sample was recovered and reused after
purification. The amount of uncoupled 3b or 2 was determined by
dilution of an aliquot of the unbound effluent into 0.01M HCl and
measurement of the absorbance at 280 nm before and after
coupling. Uncoupled 1b was indirectly determined by measurement
of the absorbance of released N-hydroxysuccinimide at 280 nm, or
after gel filtration chromatography (30 g of Sephadex LH-20 or
Sephadex PD-10 (Pharmacia); eluent: water/methanol (1:3) or water,
respectively) and lyophilization, or by HPLC (5 �m LiChros-
pher 100 RP-18e; eluent: acetonitrile/buffer (40:60) where buffer�
sodium heptanesulfonate (3 g), K2HPO4 ¥ 3H2O (26.2 g), KH2PO4 (0.6 g)
in water to a final volume of 1 L (pH 8.2) ; flow rate: 0.5 mLmin�1;
detection: diode array at 278 nm). When not in use, the column was
stored at 4 �C in aqueous solution containing 0.2% sodium azide or
20% methanol.


Coupling of 11 to Lysine Sepharose 4B : The commercial Lysine
Sepharose 4B (Pharmacia, 2 g, 0.032 ±0.056 mmol of active lysine
amino groups) was washed with distilled water (500 mL). The
mixture of 11 (149.6 mg, 0.077 mmol) and Lysine Sepharose
(approximately 8 mL of gel) in buffer (10 mL; pH 9.1) was shaken
for 19 h. The mixture was poured into a small column and washed


with solution 1 (70 mL; 1M NaCl (50 mL) and 0.05M phosphate buffer
(pH 7.5, 50 mL)) and then with solution 2 (50 mL; phosphate buffer
(pH 7.5)). The collected eluents were desalted by UF (YM3) and, after
lyophilization, 45 mg of pure 11 were recovered. The column was
again washed three times repeating the above cycle of solution 1
(50 mL) then solution 2 (50 mL). Neither TLC nor HPLC indicated the
presence of 11 in these solutions. It was calculated that nearly 96%
of the lysine groups had reacted with 11 (54 �mol were immobilized)
with this method.


Purification of PBP 1b : After membrane extraction with sarcosyl and
precipitation with ammonium sulfate, the fraction containing PBP 1b
was dialyzed against buffer A containing 1% sarcosyl and 1M NaCl.
Preparation of ampicillin/CH-Sepharose 4B and purification of PBP 1b
by ampicillin affinity chromatography was performed as described
previously.[12] In order to remove hydroxylamine the eluate was
dialyzed against buffers as described below. The suspension was
concentrated with polyethylene glycol 20000 or Sephadex G-100 or
G-200 at 4 �C, stored at �70 �C, and used as protein for SPR
measurements. Extraction of membrane proteins for purification of
PBP 1b with moenomycin affinity chromatography must be per-
formed with buffer A or 0.05M sodium phosphate buffer (pH 6.8)
containing 1% Triton X-100. Following the extraction, the buffer of
the mixture was exchanged by dialysis against binding buffer (25 mM


sodium phosphate buffer, 10 mM Tris-maleate, 10 mM Hepes, or
25 mM Tris-HCl ; pH 6.6 ± 7.2; 150 ±300 mM NaCl; 1% Triton X-100).
The suspension was applied to a moenomycin ± sepharose column
(2 ± 3 mL bed volume) equilibrated in the same buffer. After 10 min
incubation the column was intensely washed once with binding
buffer (200 mL). From the moenomycin column, PBP 1b was mostly
eluted in the first ten fractions (1.5 mL per fraction) with 100 or
200 �M moenomycin A (2) in binding buffer (flow rate: 0.2 mLmin�1).
The fractions were collected, characterized by SDS-PAGE and West-
ern blotting, and pooled.


Separation, detection of PBP 1b, and protein determination :
Samples prepared as described above were denatured at 95 �C for
5 min in SDS/mercaptoethanol buffer and submitted to analysis by
electrophoresis on an 8.5% SDS homogeneous polyacrylamide gel as
described by Laemmli.[31] Proteins were detected by silver staining or
Western blotting after separation of the mixture. For Western
blotting, gels were transferred to nitrocellulose membranes
(0.45 �m) in a semidry apparatus for 15 ± 45 min.[32] Transfer of
proteins onto the membrane was confirmed by staining with
Ponceau S. Membranes were incubated with a rabbit anti-PBP 1b
antibody as primary antibody and with a porcine antirabbit alkaline
phosphatase conjugated secondary antibody. PBP 1b was visualized
with nitro-blue-tetrazoliumchloride (NBT)/5-bromo-4-chloro-3-indo-
lyl-phosphate (BCIP). Protein concentrations were determined by the
BCA method,[33] with bovine serum albumin as a standard.


Surface plasmon resonance measurements : All SPR measurements
were performed with a Biacore 3000 apparatus (BIACORE) with
research-grade sensor chips (Biacore 3000 Control Software 3.1.1,
BIACORE).


a) Coupling of 3b to a sensor chip (CM5, BIACORE): An N-
hydroxysuccinimide ester was formed on the sensor chip surface
by treating the carboxymethyl groups with a mixture of NHS and N-
ethyl-N�-(3-dimethylaminopropyl)-carbodiimide hydrochloride (EDC)
according to a procedure recommended by BIACORE. This active
ester was used for the immobilization of 3b. The matrix of the
analytical flow cell and also the reference cell were activated during
7 min with 0.05M NHS and 0.2M EDC at a flow rate of 5 �Lmin�1. Up to
40% loading of the carboxymethyl groups can be achieved.[34] 3b
(0.1 ± 0.5 mgmL�1) was dissolved in buffer (0.01M Hepes (pH 7.4), 0.15
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NaCl, 3 mM EDTA, 0.005 (v/v) surfactant P20) and injected into the
analytical flow cell over 14 min at a flow rate of 5 �Lmin�1. The
activation time could be modified in order to tune the degree of
immobilization. Residual active ester groups in both cells that
remained unsaturated after immobilization of 3b were subsequently
deactivated over 7 min with 1M ethanolamine at pH 8.5.


b) SPR measurements of PBP 1b and immobilized 3b : Following the
immobilization of 3b, the whole system was rinsed thoroughly with
previously filtered running buffer at high flow rates. A purified and
characterized solution of PBP 1b was carefully defrosted in ice and
centrifuged to remove undissolved particles. A series of different
protein concentrations (10 nM±10 �M) was injected into both flow
cells. The interaction was investigated with variety of different
parameters (50 ± 200 �L protein solution, flow rates of 5 ±
35 �Lmin�1, and contact times from 60±600 s). Stock solutions of
all further additives (Triton X-100, �-octylglucosid, sarcosyl, sodium
deoxycholate, SDS, NaCl, MgCl2) were diluted in different binding
buffer systems (sodium phosphate buffer, Tris-maleate, Hepes, or
Tris-HCl with variation of molarity (10 ± 250 mM) and pH values (4 ± 8))
to different concentrations (0.1 ± 1% detergent, 0 ± 1000 mM salt).
Binding buffers and running buffers were identical or well-balanced
to eliminate bulk effects. The regeneration of the sensor chip surface
was performed with 50±1000 �M moenomycin A (2) solution or 1%
SDS in running buffer until no binding could be detected anymore
and the response baseline was reached. For the competition
experiments in solution, constant amounts of PBP 1b (400 nM) were
mixed with 1a in different concentrations (100 ± 1000 �M) and
preincubated at 20 �C for 5 min. An aliquot of this test reaction
was injected at flow rates of 20 ± 35 �Lmin�1 and the response of
protein binding to immobilized 3b in the presence of 1a was
detected.
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Synthesis and Evaluation of Organosilicon
Inhibitors of Active Purine Transport in Human
Osteoblasts
Sol Ciro, Cyril Rubio, Karine Estieu-Gionnet, Laurent Latxague, Ge¬rard De¬le¬ris,*
Reine Bareille, Joe» lle Ame¬de¬e, and Charles Baquey[a]


In the search for new compounds that might, once incorporated
into biomaterials, stimulate the natural processes of bone
regeneration, a new series of silicon-containing alkyl nucleobase
analogues has been synthesized. An active hypoxanthine transport
process in human osteoblasts was demonstrated, with an apparent
Michaelis constant of 2.3 �M and a maximum possible rate of
0.47 pmol s�1� 106 cell. The synthesized analogues were tested for


toxicity in human osteoblasts. Nontoxic analogues were tested in
competition transport studies with [14C]hypoxanthine. Two of them
were found to inhibit the active transport of hypoxanthine in
human osteoblasts, with IC50 values of 6.5 and 11.6 �M.


KEYWORDS:


bone regeneration ¥ cell recognition ¥ medicinal chemistry ¥
nucleobases ¥ silicon


Introduction


Bone is a living organ undergoing a continuous remodeling
process through the action of two types of cells : osteoclasts and
osteoblasts. Osteoclasts degrade bone by a process called
resorption, releasing calcium and proteins, while osteoblasts
are in charge of bone formation. To maintain adequate bone
density it is necessary to maintain a perfect working balance
of these two processes.[1] In case of a minor bone fracture, only
a few weeks are required for bone to repair itself. How-
ever, if a large part of the bone has been destroyed, or has
been removed by surgery (as in osteosarcoma), the natural
healing processes are not sufficient. Implantation of some
kind of filler is commonly performed today, with the main
purpose of restoring the mechanical properties of the damaged
bone. A number of biocompatible materials, such as hydrox-
yapatite[2] and glass ceramics,[3] have been developed. Even
the most advanced of these materials, however, do not
allow regeneration and vascularization of the bone. There-
fore, materials that could satisfy the mechanical prop-
erty requirements of natural bone and also participate in the
natural process of bone remodeling would be of great
importance.[4]


Our objective is to develop molecules that, once covalently
linked to a suitable biomaterial, might behave as osteoblast
™concentrators∫ on biomaterial surfaces through specific inter-
action with membrane components. Osteoblasts could then
synthesize extracellular matrix and, afterwards, colonization
could favor bone regeneration and growth.
Membrane proteins represent one of the most attractive


molecular targets, as they are cell-specific. Among them, carriers
seem the most promising ones as they, unlike receptors, do not
induce cellular response. Interactions between carriers and a
more or less planar biomaterial would leave enough free carriers


on cells to ensure sufficient transport of required metabolites.
We considered two metabolites: ascorbic acid[5] and nucleic
bases. Ascorbic acid has been shown to be essential for the
formation and mineralization of bone[6] and necessary for the in
vitro differentiation of osteoblastic cells.[7] Concerning nucleo-
bases, transport through the cell membrane is required for some
pathways of nucleotide synthesis in mammalian cells ; this
obviously occurs during proliferative processes. Studies on
nucleobase transport have been restricted to a few cell types:
human erythrocytes, lymphoma cells, and human vascular
endothelial cells.[8] Transport is independent of extracellular
cations, and affinities for pyrimidines and purines are of the same
order of magnitude. No carrier in osteoblastic cells had, to our
knowledge, previously been described.
As we thought that surface modification of biomaterials with


analogues of nucleobases might be a good approach to the
defined goal, we first decided to check whether nucleobase
transport exists in osteoblasts and, if so, whether synthetic
moieties could inhibit this transport and therefore exhibit affinity
for the protein involved. We present our results here.


Results and Discussion


Purine active transport


Preliminary studies on nucleobase active transport were under-
taken with differentiated human bone marrow stromal cells
(HBMSCs). Thus, human osteoprogenitor cells were isolated from
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human bone marrow stromal cells cultured in the presence of
dexamethasone (10�8M) for two weeks. Osteoblastic phenotype
markers (alkaline phosphatase and osteocalcin) were investigat-
ed by cytochemistry for alkaline phosphatase activity and by
immunostaining with a monoclonal antibody against osteocal-
cin. Previous results[9] had demonstrated that these cells are able
to calcify the matrix after four weeks culturing, even in the
absence of �-glycerophosphate. Moreover, they responded to
PTH and 1,25(OH)2D3 (PTH�parathormone, 1,25(OH)2D3� vit-
amin D active metabolite).[10, 11] Cells arising from the second
subculture were taken to test for the existence of a carrier. Two
initial substrates used were radioactively labeled [14C8]adenine
and [14C8]hypoxanthine. For adenine, no increase in the intra-
cellular radioactivity was detected. However, HBMSCs showed an
accumulation of hypoxanthine inside the cells (Figure 1a); this


Figure 1. [14C]Hypoxanthine uptake by human osteoblasts. a) [14C]Hypoxanthine
(1 �M, �) on its own; b) ± f) [14C]hypoxanthine (1 �M) with: b) 5a (100 �M, �), c) 6
(100 �M, �), d) 15 (100 �M, �), e) 17 (100 �M, �), and f) 25 (100 �M, �) ; g) cells
incubated with CCCP and NaN3, and then with [14C]hypoxanthine (1 �M, �).


suggests the existence of a transport process. A similar experi-
ment, in which cells had previously been incubated with
carbonyl cyanide m-chlorophenylhydrazone (CCCP, 200 �M) and
NaN3 (1 mM) to block the energy sources within cells, showed
that passive diffusion or facilitated transport were insignificant
(Figure 1g). These results are in clear accordance with the
involvement of an active hypoxanthine transport.
To obtain the corresponding transport rates (k, neglecting


passive diffusion), uptake of [14C]hypoxanthine (HX*) by HBMSCs
was measured at different concentrations over a period of time.
The hyperbolic plot of [HX*] against k shows that the active
transport observed reaches a saturation plateau (Figure 2). The
mean kinetic hypoxanthine influx parameters in HBMSCs were
Km�2.3 �M and Vmax�0.47 pmol s�1�106 cells (Km� the Michae-
lis constant and Vmax� the maximum possible rate for the
reaction).
Preliminary experiments strongly suggested that this trans-


port was independent of sodium. However, as our main goal was
to highlight the presence of a specific carrier in order to focus on
this protein as the target of our synthesized derivatives we did
not explore these properties any longer.


Figure 2. Concentration dependence of [14C]hypoxanthine (HX*) active transport
in human osteoblast cells. The points correspond to the initial rates (k in
pmol s�1� 106 cells) of hypoxanthine influx into osteoblastic cells measured at
extracellular hypoxanthine concentrations ranging from 1± 300 �M. The kinetic
parameters calculated from the plot of 1/k against 1/[HX*] by nonlinear
regression are Km� 2.3 �M and Vmax� 0.47 pmol s�1� 106 cells.


Chemistry


The synthesis substrates chosen were silylalkyled nucleobases,
for two reasons. Firstly, acyclo nucleosides have been described
in many therapeutic applications (for example, against HIV or
cancer) as being recognized by numerous mammalian cell
systems and being accessible through easier syntheses. More-
over we have previously reported the synthesis of a series of
alkyl- or alkenylsilylated nucleobases as analogues of silylated
acyclonucleosides.[12, 13] In these molecules, a silicon atom
replaced the carbon-4� atom of the deoxyribose, while the
carbon-2� and the carbohydrate oxygen atomswere absent
(Scheme 1). Among these structures, the presence of a vinyl-
idene moiety appeared to be more favorable and allowed a
closer structural resemblance to a natural nucleoside, as
evidenced by molecular modeling. Here we report a new and
improved synthesis of two unsaturated silyl alkyl nucleobases–
namely, 6-chloropurine and hypoxanthine–and their activity
towards active purine transport in human osteoblasts.


Scheme 1. Structural comparison of a natural nucleoside (left) with the proposed
acyclic saturated and unsaturated analogues (middle and right, respectively).


Readily available (chloromethyl)dimethylsilane (1a) and di-
(chloromethyl)methylsilane (1b) were prepared by hydride
reduction of the corresponding chlorosilanes, and these were
used for the key hydrosilylation reaction with the appropriate
allylic precursors.[12]


Saturated analogues : Hypoxanthine analogues were synthe-
sized by previously described methods (Scheme 2).[12] Commer-
cially available 6-chloropurine was alkylated with allyl bromide
to afford 9-allyl-6-chloropurine (2) as the major product in 60%
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Scheme 2. Reagents and conditions : a) allyl bromide/NaH (60%)/DMF; b) 1a or
1b/H2PtCl6 ¥ H2O; c) AcONa/DMF; d) HCl.


yield. Hydrosilylation with silanes 1a and 1b afforded 3a and
3b, respectively. Hypoxanthine derivatives 5a and 5b were
obtained after acetoxylation followed by treatment in refluxing
HCl. The thymine analogue 1-{[3-(chloromethyl)dimethylsilyl]-
propyl}-5-methyl-1H-pyrimidine-2,4-dione (6) has been de-
scribed previously.[12]


Unsaturated analogues : Hydrosilylation of propargyl acetate
with 1a afforded a mixture of isomers 7 and 8, which could not
be separated. Acid methanolysis of the mixture gave the
corresponding alcohols 9 and 10, which were separated by
silica gel chromatography (Scheme 3).


Scheme 3. Reagents and conditions : a) H2PtCl6 ¥ H2O/THF; b) para-toluenesul-
fonic acid/MeOH.


The desired alcohol was treated with the appropriate hetero-
cycle in the presence of Ph3P and DEAD (diethylazodicarbox-
ylate) in a modification of the Mitsunobu reaction, to afford the
9-alkylated heterocycle.[14] Scheme 4 shows the general synthetic
strategy with 6-chloropurine and vinylidene alcohol to yield 11,
and its acetoxylation followed by hydrolysis to afford compound
13.


Scheme 4. Reagents and conditions : a) Ph3P/DEAD; b) NaOAc/DMF; c) 1N HCl.


The adenine analogues 18 and 20 were prepared in a similar
manner. In place of unprotected thymine, 3-N-benzoylthymine
(21) was used in the Mitsunobu reaction to yield analogues 23
and 25. The hypoxanthine derivative 14 was obtained from
intermediate compound 11, by acid hydrolysis with trifluoro-
acetic acid, and the thio derivative 15was obtained by treatment
of 11 with thiourea. The mercaptopurine derivative 17 was
obtained from 12 by treatment with thiourea followed by basic
methanolysis (K2CO3). The synthesis of these compounds is
summarized in Table 1.


Biological assays


Cytotoxicity : Although the final intended application of the
synthesized molecules is incorporation into solid supports
(biomaterials), their cytotoxicity towards osteoblasts in solution
was tested in vitro by a cell metabolic activity assay (MTT
assay).[11] From the results obtained (Figure 3), molecules 3a, 3b,
11, 18, 20, and 23 could be considered cytotoxic. Compounds
5a, 5b, 6, 13, 14, 15, 17, and 25 could be considered nontoxic,
since the observed cell viable percentage was over 75% relative
to the control.
Active transport inhibition test : All nontoxic compounds


were tested in competition transport studies with [14C]hypo-
xanthine in HBMSCs. A compound was considered to inhibit
hypoxanthine transport if it induced a decrease in the intra-
cellular accumulation of [14C]hypoxanthine. Of the molecules
tested, compounds 5a, 6, 15, 17, and 25 were inactive (Fig-
ure 1b± f). Compounds 13 and 14, however, showed good
inhibition of the active transport of hypoxanthine in human
osteoblasts (Figure 4b, c). For these two analogues, a series of
assays were performed that allowed us to determine IC50 values
of 11.6�1.7 and 6.5� 1 �M for 13 and 14, respectively (IC50� the
concentration required for 50% inhibition).
In conclusion, we have observed, to our knowledge, for the


first time the uptake of hypoxanthine in human osteoblasts,
while no incorporation was observed for adenine. This uptake is
energy-dependent, and the amount of passive diffusion is
negligible. This strongly suggests that hypoxanthine is involved
in an active transport process with kinetics parameters of Km�
2.3 �M and Vmax� 0.37 pmol s�1�106 cells. The study of this
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Figure 3. Histogram representing the results of the MTT cytotoxicity assay for
compounds incubated for 24 h at a 1 mM concentration. The negative control is
the culture medium (IMDM), and the positive control is the culture medium plus
phenol (64 gL�1). Viability is expressed in terms of the percentage of the negative
control. Compounds displaying viabilities above 75% (horizontal line) are
considered nontoxic.


Figure 4. Effect of derivatives 13 and 14 on the uptake of [14C]hypoxanthine.
a) [14C]Hypoxanthine (2 �M, �) on its own; b) [14C]hypoxanthine (2 �M) with 13
(150 �M, �) ; c) [14C]hypoxanthine with 14 (150 �M, �) ; d) cells incubated with
CCCP and NaN3, and then with [14C]hypoxanthine (1 �M, �).


molecular recognition event by a specific carrier is a good target
for the design of a biomaterial promoting osteoblast concen-
tration and thus allowing the initial steps of their adhesion. We
have synthesized a series of saturated and unsaturated silylalkyl
and silylalkenyl nucleobases, and their cytotoxicity towards
osteoblasts has been evaluated in vitro. It is interesting to note
that toxicity depends very greatly on the nature of the purine
ring, and very little on the acyclic moiety, regardless of whether
the latter is saturated or unsaturated or possesses halogen or
hydroxy substituents. Noncytotoxic compounds 5a, 6, 13, 14, 15,
17, and 25 were tested in competition transport assays with
[14C]hypoxanthine. Compounds 13 and 14 were found to inhibit
[14C]hypoxanthine uptake in human osteoblasts with IC50 values
of 11.6�1.7 and 6.5�1 �M, respectively. It is plausible that these
molecules inhibit hypoxanthine uptake by specifically binding to
the carrier proteins. If that is the case, these molecules, when
attached to biomaterials, should provide a point of anchorage to
act as concentrators of osteoblasts. This should favor the
presence of these cells around the biomaterial, which might
undergo the secretion of extracellular matrix and bone neo-
formation.


Table 1. Synthesis of silylalkenyl nucleobases.


Compound Starting
material


Conditions


11 6-chloro-
purine


9a, Ph3P, DEAD


13 11 1) NaOAc/DMF;
2) HCl/H2O


14 11 CF3CO2H/H2O


15 11 thiourea/propanol


17 12 1) thiourea/propanol ;
2) K2CO3/MeOH


18 adenine 9a, Ph3P, DEAD


20 18 1) NaOAc/DMF;
2) K2CO3/MeOH


23 21 1) 9a, Ph3P, DEAD;
2) NH4OH/MeOH


25 23 1) NaOAc/DMF;
2) para-toluenes-
ulfonic acid/MeOH
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Experimental Section


General : NMR spectra were recorded at 200 MHz (1H) or 50 MHz (13C)
at 298 K on a Bruker AC 200 spectrometer. Chemical shifts are
expressed in parts per million downfield from tetramethylsilane
(TMS). Mass spectra were obtained under fast atom bombardment
(FAB) conditions (LRMS: Finnigan Mat TSQ70 spectrometer, HRMS:
VG Analytical Autospec EQ). Elemental analyses were performed by
the ™Service Central d'Analyse∫, CNRS, Vernaison (France). Melting
points were determined on a Kofler hot-stage apparatus and are
uncorrected. Tetrahydrofuran (THF) was distilled over potassium/
benzophenone immediately before use; N,N-dimethylformamide
(DMF) was distilled over CaH2; methanol was distilled over magne-
sium. Dry sodium acetate was obtained by heating the solid on a hot
porcelain plate until it melted and the water had evaporated. The
solid was then recovered after cooling and used immediately. Unless
otherwise stated, reactions were performed under nitrogen atmos-
phere and the crude reaction mixtures were treated as follows: the
organic solution was washed with water, neutralized if necessary,
separated from the aqueous layer, and then dried over magnesium
sulfate. The organic solvent was evaporated under vacuum to afford
the crude product. Column chromatography was performed on silica
gel 60 (70 ± 230 mesh). Flash column chromatography was per-
formed on silica gel 60 (230 ± 400 mesh) at 0.4 bar. Thin layer
chromatography (TLC) was performed on aluminium plates pre-
coated with silica gel 60F254 and viewed either under UV light or with
the aid of 1% KMnO4 in water.


Tissue culture plates were purchased from Nunc, Cyclopore was from
Falcon or Becton-Dickinson. Cell culture medium (IMDM: Iscove's
modified Dulbecco's medium) was supplied by GIBCO. Fetal calf
serum (FCS) and trypsin were purchased from Boehringer Mannheim.


Compounds 1a, 1b, 2, 3a, 3b, 4b, and 6were synthesized according
to previously published procedures.[12, 13]


Chemical synthesis :


(Acetoxymethyl)dimethyl-3-[N-9-(6-chloropurinyl)]propylsilane
(4a): A mixture of 3a (0.64 g, 2.1 mmol) and dry sodium acetate
(0.52 g, 6.3 mmol) in dry DMF was stirred at 120 �C overnight. The
solvent was removed under vacuum, and the residue was applied to
a silica gel column and eluted with toluene/ethyl acetate (10:90) to
afford 4a (0.46g, 66%). 1H NMR (CDCl3): ��0.01 (s, 6H; Si(CH3)2), 0.52
(m, 2H; SiCH2CH2), 1.91 (m, 2H; SiCH2CH2), 1.93 (s, 3H; OCOCH3), 3.68
(s, 2H; SiCH2O), 4.22 (t, J�7 Hz, 2H; SiCH2CH2CH2N), 8.08 (s, 1H; H-8),
8.66 (s, 1H; H-2); 13C NMR (CDCl3): ���5.19, 10.65, 20.41, 24.02,
47.02, 55.98, 131.24, 145.13, 150.49, 151.49, 151.74, 171.30.


(Hydroxymethyl)dimethyl-3-[N-9-(6-oxopurinyl)]propylsilane
(5a): A mixture of 4a (0.43 g, 1.3 mmol) in 1N aqueous HCl (5 mL) was
heated under reflux for 5 h. The cooled solution was neutralized by
addition of 1N aqueous NaOH and evaporated to dryness. The crude
product was taken up in isopropyl alcohol and filtered, and the
filtrate was concentrated to give 5a as a white solid (216 mg, 61%).
1H NMR (CD3OD): ���0.04 (s, 6H; Si(CH3)2), 0.47 (m, 2H; SiCH2CH2),
1.84 (m, 2H; SiCH2CH2), 4.15 (t, J�7 Hz, 2H; SiCH2CH2CH2N), 4.79 (s,
2H; SiCH2O), 7.97 (s, 1H; H-8), 7.99 (s, 1H; H-2); 13C NMR (CD3OD): ��
�5.15, 11.31, 25.81, 47.73, 54.58, 142.20, 146.73, 150.26, 159.42,
180.34; HRMS: calcd for C11H18N4O2Si : 267.1277; found: 267.1276.


Bis(hydroxymethyl)methyl-3-[N-9-(6-oxopurinyl)]propylsilane
(5b): By the above procedure, compound 4b (0.21 g, 0.5 mmol) was
refluxed with 1N aqueous HCl for 5 h to give 5b as a white solid
(20 mg, 13%). 1H NMR (D2O): ��0.10 (s, 3H; SiCH3), 0.67 (m, 2H;
SiCH2CH2), 1.95 (m, 2H; SiCH2CH2), 4.25 (t, J�7 Hz, 2H;
SiCH2CH2CH2N), 4.75 (s, 4H; Si(CH2)2O), 8.12 (s, 1H; H-8), 8.2 (s, 1H;
H-2); 13C NMR (D2O) ���9.40, 6.78, 23.71, 47.12, 51.26, 142.41,


145.50, 148.34, 160.01, 179.74; HRMS: calcd: 283.1226; found:
283.1231.


2-[(Chloromethyl)dimethylsilyl]-2-propenyl acetate (7) and (E)-3-
[(chloromethyl)dimethylsilyl]-2-propenyl acetate (8): A solution of
hexachloroplatinic acid in 2-propanol (0.1M, 0.1 mL) was added to a
stirred solution of propargyl acetate (2.94 g, 30 mmol) and 1a (3.58 g,
33 mmol) in dry THF (15 mL). After this had been heated for 12 h at
50 �C, the solvent was removed and the residue was distilled off to
afford a mixture of 7 and 8 as a colorless liquid (4.75 g, 76%). bp
53 �C/0.5 mmHg; 1H NMR (CDCl3): �� 0.20 (s, 6H; Si(CH3)2), 0.25 (s,
6H; Si(CH3)2), 2.07 (s, 3H; OCOCH3), 2.08 (s, 3H; OCOCH3), 2.79 (s, 2H;
CH2Cl), 2.85 (s, 2H; CH2Cl), 4.60 (d, J� 4 Hz, 2H; CH2O in 8), 4.70 (s,
2H; CH2O in 7), 5.52 (m, 1H; C�CH2 in 7), 5.89 (m, 1H; C�CH2 in 7),
5.95 (d, J� 19 Hz, 1H; SiCH�CH in 8), 6.17 (td, J� 19, 4 Hz, 1H;
SiCH�CH in 8).


2-[(Chloromethyl)dimethylsilyl]-2-propenol (9) and (E)-3-[(chloro-
methyl)dimethylsilyl]-2-propenol (10): p-Toluenesulfonic acid
(0.46 g, 27 mmol) was added to a solution of 7 and 8 (4.75 g,
23 mmol) in methanol (120 mL). After this had been stirred at reflux
for 12 h, the solvent was removed and the residue was applied to a
silica gel column and eluted with hexane/ethyl acetate (9:1) to give
the desired compounds as colorless liquids. The vinylidene isomer 9
was eluted first, closely followed by 10. The appropriate fractions
were combined and evaporated to give 9 (2.76 g, 72%) and 10
(0.96 g, 25%). Compound 9 : 1H NMR (CDCl3): ��0.22 (s, 6H;
Si(CH3)2), 1.83 (s, 1H; OH), 2.85 (s, 2H; SiCH2Cl), 4.25 (d, J� 4 Hz, 2H;
CH2OH), 5.46 (m, 1H; C�CH2), 5.85 (m, 1H; C�CH2) ; 13C NMR (CDCl3):
���4.92, 29.54, 66.30, 125.53, 148.09. Compound 10 : 1H NMR
(CDCl3): ��0.20 (s, 6H; Si(CH3)2), 1.70 (s, 1H; OH), 2.80 (s, 2H;
SiCH2Cl), 4.20 (dd, J� 4, 2 Hz, 2H; CH2O), 5.90 (td, J�19, 2 Hz, 1H;
SiCH�CH), 6.28 (td, J�19, 4 Hz, 1H; SiCH�CH) ; 13C NMR (CDCl3): ��
�4.60, 30.26, 64.94, 124.46, 147.66.


6-Chloro-9-N-{2-[(chloromethyl)dimethylsilyl]-2-propenyl}purine
(11): DEAD (0.557 g, 3.2 mmol) was added dropwise at �20 �C over a
period of 4 h to a solution of 6-chloropurine (0.5 g, 3.2 mmol),
triphenylphosphine (0.85 g, 3.2 mmol), and 9 (0.44 g, 2.7 mmol) in
dry THF (15 mL). The mixture was stirred at �20 �C for 72 h. After
concentration, the residue was purified on a silica gel column eluted
with hexane/ethyl acetate (6:4) to give 11 as a yellow oil (0.43 g,
59%). 1H NMR (CDCl3): �� 0.23 (s, 6H; Si(CH3)2), 2.76 (s, 2H; SiCH2Cl),
5.02 (s, 2H; CH2N), 5.50 (m, 1H; C�CH2), 5.64 (m, 1H; C�CH2), 8.07 (s,
1H; H-8), 8.73 (s, 1H; H-2); 13C NMR (CDCl3): ���4.97, 29.07, 48.18,
129.68, 131.13, 142.47, 145.42, 150.86, 151.60, 151.95; HRMS: calcd:
301.0443; found: 301.0440.


6-Chloro-9-N-{2-[(acetoxymethyl)dimethylsilyl]-2-propenyl}pur-
ine (12): A mixture of 11 (0.77 g, 2.5 mmol) and dry sodium acetate
(0.63 g, 7.6 mmol) in dry DMF (15 mL) was stirred at 120 �C overnight.
The solvent was evaporated under vacuum, and the residue was
applied to a silica gel column and eluted with toluene/ethyl acetate
(1:9) to give 12 as a yellow oil (0.35 g, 42%). 1H NMR (CDCl3): ��0.15
(s, 6H; Si(CH3)2), 2.01 (s, 3H; OCOCH3), 3.82 (s, 2H; SiCH2O), 5.02 (s,
2H; CH2N), 5.40 (m, 1H; C�CH2), 5.58 (m, 1H; C�CH2), 8.10 (s, 1H;
H-8), 8.73 (s, 1H; H-2); 13C NMR (CDCl3): ���5.28, 20.46, 47.92, 56.67,
128.65, 130.96, 142.78, 145.65, 150.49, 151.57, 151.71, 171.16.


6-Oxo-9-N-{2-[(hydroxymethyl)dimethylsilyl]-2-propenyl}purine
(13): A solution of 12 (0.21 g, 0.6 mmol) in 1N aqueous HCl (6 mL) was
heated under reflux for 5 h. The cooled solution was neutralized by
addition of 1N aqueous NaOH and evaporated to dryness. The crude
product was taken up in isopropyl alcohol and filtered, and the
filtrate was evaporated to give a solid, which was crystallized from
water to afford 13 as a white solid (61.2 mg, 36%). 1H NMR (CD3OD):
��0.23 (s, 6H; Si(CH3)2), 3.45 (s, 2H; SiCH2O), 5.10 (s, 2H; CH2N), 5.48
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(m, 1H; C�CH2), 5.69 (m, 1H; C�CH2), 8.10 (s, 1H; H-8), 8.13 (s, 1H;
H-2); 13C NMR (CD3OD): ���3.67, 49.33, 55.88, 126.52, 129.72,
144.10, 147.82, 148.27, 151.80, 160.58, 180.26; HRMS: calcd for
C11H16N4O2Si : 265.1121; found: 265.1126.


6-Oxo-9-N-{2-([chloromethyl)dimethylsilyl]-2-propenyl}purine
(14): A solution of 11 (0.25 g, 0.8 mmol) in 8 mL of CF3CO2H/H2O (3:1)
was stirred at room temperature for two d. The solvent was
evaporated, and the residue was taken up in MeOH/NH4OH (3:2) and
adjusted to pH 7. After evaporation, the remaining solid was purified
on a silica gel column eluted with CH2Cl2/MeOH (9:1) to give 14 as a
white solid (0.12 g, 56%). 1H NMR ([D6]DMSO): ��0.13 (s, 6H;
Si(CH3)2), 2.96 (s, 2H; SiCH2Cl), 4.89 (s, 2H; CH2N), 5.34 (m, 1H; C�CH2),
5.53 (m, 1H; C�CH2), 8.00 (s, 1H; H-8), 8.03 (s, 1H; H-2), NH not seen;
13C NMR ([D6]DMSO): ���5.10, 29.36, 47.35, 123.80, 128.08, 143.64,
145.71, 148.39, 156.69, 178.83; elemental analysis: calcd (%) for
C11H15ClN4OSi (282.9): C 46.12, H 5.35, N 19.81; found: C 46.97, H 5.24,
N 19.47.


6-Thio-9-N-{2-[(chloromethyl)dimethylsilyl]-2-propenyl}purine
(15): A mixture of 11 (0.20 g, 0.7 mmol) and thiourea (0.06 g,
0.8 mmol) in 2-propanol (20 mL) was heated under reflux for 3 h.
After cooling, the solid formed during heating was filtered off and
dried under vacuum to afford 15 as a white solid (0.11 g, 58%).
1H NMR ([D6]DMSO): ��0.16 (s, 6H; Si(CH3)2), 2.99 (s, 2H; SiCH2Cl),
4.93 (s, 2H; CH2N), 5.32 (m, 1H; C�CH2), 5.56 (m, 1H; C�CH2), 8.21 (s,
1H; H-8), 8.22 (s, 1H; H-2), NH not seen; 13C NMR ([D6]DMSO): ��
�5.04, 26.38, 47.38, 128.06, 134.82, 143.33, 144.13, 145.10, 145.15,
175.91; LRMS: 299 [M]� ; elemental analysis : calcd (%) for
C11H15ClN4SSi (298): C 44.29, H 5.07, N 18.79; found: C 43.18, H 4.99,
N 18.79.


6-Thio-9-N-{2-[(acetoxymethyl)dimethylsilyl]-2-propenyl}purine
(16): A solution of 12 (0.55 g, 1.7 mmol) and thiourea (0.15 g, 2 mmol)
in 2-propanol (20 mL) was heated under reflux for 2 h and then
treated as above to afford 16 as a white solid (0.38 g, 70%). 1H NMR
(CD3OD): ��0.26 (s, 6H; Si(CH3)2), 2.07 (s, 3H; OCOCH3), 3.90 (s, 2H;
SiCH2O), 5.09 (s, 2H; CH2N), 5.56 (m, 1H; C�CH2), 5.71 (m, 1H; C�CH2),
8.20 (s, 1H; H-8), 8.22 (s, 1H; H-2); 13C NMR (CD3OD): ���5.06,
20.51, 47.86, 55.41, 127.63, 134.90, 143.28, 143.73, 144.12, 145.09,
170.93, 176.24; LRMS: 323 [M]� .


6-Thio-9-N-{2-[(hydroxymethyl)dimethylsilyl]-2-propenyl}purine
(17): A solution of 16 (0.2 g, 0.6 mmol) and potassium carbonate
(0.13 g, 0.9 mmol) in dry methanol (15 mL) was stirred at 40 �C
overnight. After concentration, the oily residue was taken up in hot
water to give 17 as a white solid (0.077 g, 45%). 1H NMR (CD3OD):
��0.05 (s, 6H; Si(CH3)2), 3.19 (s, 2H; SiCH2OH), 4.91 (s, 2H; CH2N),
5.19 (m, 1H; C�CH2), 5.46 (m, 1H; C�CH2), 8.17 (s, 1H; H-8), 8.19 (s,
1H; H-2); 13C NMR (CD3OD): ���5.17, 47.72, 51.92, 126.16, 134.81,
143.36, 144.17, 145.10, 145.16, 175.89; elemental analysis: calcd (%)
for C11H16N4OSSi (280): C 47.13, H 5.76, N 19.0; found: C 46.21, H 5.61,
N 20.58.


9-N-{2-[(Chloromethyl)dimethylsilyl]-2-propenyl}adenine (18): A
solution of 9 (500 mg, 3.0 mmol) and DEAD (557 mg, 3.2 mmol) in
THF (10 mL) was added dropwise over 30 min to a suspension of
adenine (474 mg, 3.1 mmol) and triphenylphosphine (839 mg,
3.2 mmol) in THF (15 mL). The mixture was stirred for 12 h at room
temperature and evaporated. The residue was purified on a silica gel
column eluted with CH2Cl2/MeOH (98:2) to give 18 as a white solid
(241 mg, 28%) after washing with cold carbon tetrachloride. 1H NMR
(CDCl3): �� 0.18 (s, 6H; Si(CH3)2), 2.76 (s, 2H; SiCH2Cl), 4.92 (s, 2H;
CH2N), 5.57 ± 5.62 (2�m, 2H; C�CH2), 5.66 (br s, 2H; NH2), 7.75 (s, 1H;
H-8), 8.36 (s, 1H; H-2); 13C NMR (CDCl3): ���5.11, 20.67, 47.66,
119.34, 128.59, 140.72, 143.51, 150.09, 153.14, 155.49, LRMS: 281.3
[M]� .


9-N-{2-[(Acetoxymethyl)dimethylsilyl]-2-propenyl}adenine (19): A
mixture of 18 (195 mg, 0.69 mmol), freshly dried sodium acetate
(120 mg, 1.46 mmol), and dry DMF (8 mL) was stirred at 120 �C for 8 h.
The solvent was coevaporated with added toluene and the residue
applied to a silica gel column and eluted with CH2Cl2/MeOH (95:5) to
give 19 as a light yellow solid (150 mg, 71%). 1H NMR (CDCl3): ��
0.13 (s, 6H; Si(CH3)2), 2.00 (s, 3H; OCOCH3), 3.80 (s, 2H; SiCH2O), 4.91
(s, 2H; CH2N), 5.45 and 5.55 (2�m, 2H; C�CH2), 5.87 (br s, 2H; NH2),
7.76 (s, 1H; H-8), 8.34 (s, 1H; H-2); 13C NMR (CDCl3): ���5.04, 20.72,
47.71, 56.01, 119.38, 128.63, 140.76, 143.55, 150.13, 153.19, 155.52,
171.53.


9-N-{2-[(Hydroxymethyl)dimethylsilyl]-2-propenyl}adenine (20):
Potassium carbonate (70 mg, 0.50 mmol) was added to a solution
of 19 (150 mg, 0.49 mmol) in methanol (15 mL). The reaction mixture
was stirred at room temperature for 12 h, and 1N aqueous HCl (1 mL)
was then added. The resulting solution was concentrated to dryness
and the remaining solid was purified on a silica gel column eluted
with CH2Cl2/MeOH (9:1) to give 21 as a white, amorphous solid
(101 mg, 78%). 1H NMR (CD3OD): �� 0.03 (s, 6H; Si(CH3)2), 3.29 (s,
2H; SiCH2OH), 4.82 (s, 2H; CH2N), 5.18 and 5.44 (2�m, 2H; C�CH2),
7.76 (s, 1H; H-8), 8.13 (s, 1H; H-2); 13C NMR (CD3OD): ���5.83, 47.85,
53.61, 118.50, 127.23, 141.21, 143.97, 149.02, 151.86, 155.50; LRMS
263.3 [M]� .


1-N-{2-[(Chloromethyl)dimethylsilyl]-2-propenyl}-3-N-benzoyl-
thymine (22): A solution of 9 (500 mg, 3 mmol) and DEAD (1.30 g,
7.5 mmol) in THF (12 mL) was added dropwise over 1 h to a cold (0 �C)
suspension of 21 (1.15 g, 5 mmol) and triphenylphosphine (1.97 g,
7.5 mmol) in THF (8 mL). The mixture was stirred for 20 h at 0 �C and
evaporated. The residue was purified on a silica gel column eluted
with CH2Cl2/MeOH (100:0, then 99:1) to give 22 as a colorless oil that
slowly crystallized upon standing for a few hours (700 mg, 62%). mp
107 �C; 1H NMR (CDCl3): �� 0.25 (s, 6H; Si(CH3)2), 1.95 (d, 4J� 1 Hz,
3H; thymine CH3), 2.83 (s, 2H; SiCH2Cl), 4.47 (s, 2H; CH2N), 5.67 and
5.77 (2�m, 2H; C�CH2), 7.00 (d, J� 1 Hz, 1H; H-6), 7.50 ± 7.93 (m, 5H;
benzoyl arom-H); 13C NMR (CDCl3): ���4.81, 12.38, 29.30, 51.92,
111.02, 129.12, 129.57, 130.39, 131.61, 134.94, 139.58, 142.70, 149.74,
163.05, 168.84.


1-N-{2-[(Chloromethyl)dimethylsilyl]-2-propenyl}thymine (23): A
solution of 22 (700 mg, 1.85 mmol) in methanol (60 mL) and 5%
aqueous ammonia solution (8 mL) was stirred at room temperature
until disappearance of the starting material as monitored by TLC
(CH2Cl2/MeOH 98:2). After concentration, the residue was purified on
a silica gel column eluted with CH2Cl2/MeOH (95:5) to give 23 as a
white solid (420 mg, 83%). mp 144 �C; 1H NMR (CDCl3): ��0.22 (s,
6H; Si(CH3)2), 1.88 (d, J�1.2 Hz, 3H; thymine CH3), 2.82 (s, 2H;
SiCH2Cl), 4.43 (s, 2H; CH2N), 5.58 and 5.67 (2�m, 2H; C�CH2), 6.88 (d,
J�1.2 Hz, 1H; H-6), 9.70 (s, 1H; NH) ; 13C NMR (CDCl3): ���4.86,
12.29, 29.37, 51.56, 110.96, 129.21, 139.85, 142.92, 150.98, 164.45;
LRMS: 272.3 [M]� .


1-N-{2-[(Acetoxymethyl)dimethylsilyl]-2-propenyl}thymine (24): A
mixture of 23 (390 mg, 1.4 mmol), dry sodium acetate (260 mg,
3.1 mmol), and DMF (10 mL) was stirred at 120 �C for 8 h. The solvent
was coevaporated with added toluene, and the residue was purified
on a silica gel column eluted with hexane/ethyl acetate (3:7) to give
24 as a colorless oil (300 mg, 70%). 1H NMR (CDCl3): �� 0.19 (s, 6H;
Si(CH3)2), 1.90 (d, J�1 Hz, 3H; thymine CH3), 2.02 (s, 3H; OCOCH3),
3.85 (s, 2H; SiCH2O), 4.44 (s, 2H; CH2N), 5.50 and 5.60 (2�m, 2H;
C�CH2), 6.90 (d, J� 1 Hz, 1H; H-6), 8.51 (br s, 1H; NH) ; 13C NMR
(CDCl3): ���5.19, 12.13, 20.56, 51.22, 55.93, 110.62, 127.83, 139.94,
143.07, 150.95, 164.51, 171.41.


1-N-{2-[(Hydroxymethyl)dimethylsilyl]-2-propenyl}thymine (25):
A solution of 24 (300 mg, 1 mmol) and potassium carbonate
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(140 mg, 1 mmol) in methanol (15 mL) was stirred at room temper-
ature until completion of the reaction (approximately 24 h) as
monitored by TLC (CH2Cl2/MeOH 96:4). The mixture was acidified
with 1N HCl (1 mL), and the resulting solution was concentrated. The
residue was purified on a silica gel column eluted with CH2Cl2/MeOH
(90:10) to give 25 as a colorless oil (240 mg, 94%). 1H NMR (CD3OD):
��0.16 (s, 6H; Si(CH3)2), 1.86 (d, J� 1.3 Hz, 3H; thymine CH3), 3.39 (s,
2H; SiCH2OH), 4.83 (s, 2H; CH2N), 5.50 and 5.60 (2�m, 2H; C�CH2),
7.28 (d, J� 1.3 Hz, 1H; H-6); 13C NMR (CD3OD): ���3.57, 13.80,
54.40, 56.00, 112.89, 129.08, 144.58, 147.57, 154.44, 168.43; HRMS:
calcd: 255.1164, found: 255.1162.


Biological evaluation :


Human bone marrow stromal cells culture : Human bone marrow
was obtained by aspiration from the femoral diaphysis or iliac from
patients (aged 20±70 years) undergoing hip prosthesis surgery after
trauma. Cell culture was initiated in the presence of Dexamethasone
at 10�8M and was performed as described previously,[11] with some
modifications. HBMSCs were used from the second to the sixth
passages.


Alkaline phosphatase activity measurement : Intracellular alkaline
phosphatase activity (Al-P) was determined at confluency, as
described by Majeska and Rodan,[15] arising from the different
culture conditions. The medium was removed and the cells were
washed twice with 0.1M phosphate buffered sline (PBS; pH 7.4), and
then scraped and sonicated for 30 seconds at 20 kHz and 8%
amplitude (Vibra-Cell, Bioblock-Scientific) in 0.1M PBS (200 �L;
pH 7.4). The release of p-nitrophenol from 10 mM p-nitrophenyl
phosphate in a buffer containing 1 mM MgCl2 ¥ 6H2O in 2-amino-
methyl-1-propanol (pH 10.3) was measured at 37 �C. The reaction
was stopped with 0.1N NaOH after 30 min, and the absorbance was
determined at 405 nm by a spectrophotometer (Spectronic Gene-
sis 5S, Bioblock Scientific, Spectronic Instruments (Rochester, NY)).
Data are expressed as a ratio of nmol of inorganic phosphate (Pi)
cleaved by the enzyme in 30 min per �g protein. The quantitative
measurements of cellular proteins were performed by Lowry's
method as previously described.[10]


Osteocalcin immunostaining : Cells arising from the second sub-
culture were plated at 1� 104 cells cm�2 in Lab-tek chamber slides in
IMDM supplemented with 10% FCS. Three days later, the cell layer
was rinsed with PBS (0.1M, pH 7.4), saturated with 1% (w/v) bovine
serum albumin (BSA) for 1 h at 37 �C, and incubated overnight with
monoclonal antibody against human osteocalcin (Takara) diluted at
1/500 in PBS (0.1M, pH 7.4). Fixed immunoglobulins were detected
with a peroxidase-labeled secondary antibody against mouse
immunoglobulins and a detection kit (DAKO).


Cytotoxicity assay : HBMSCs were plated at 5�103 cells cm�2 into
36-well plates in IMDM supplemented with 10% (v/v) FCS, and
grown to confluency.[10] Confluent cultures were incubated for
24 hours in IMDM containing 10% (v/v) FCS in the presence of
different concentrations of compounds 3a, 3b, 5a, 5b, 6, 11, 13, 14,
15, 17, 18, 20, 23, and 25 (1 mM, 0.5 mM, 0.1 mM, and 0.01 mM) in PBS
buffer (0.1M, pH 7.4) containing 10 mM MgCl2 and 0.1% (w/v) BSA.
Two control extracts were used: a positive control with phenol at
64 gL�1, which induces a reproducible cytotoxic response, and a


negative control with the culture medium, IMDM. At the end of the
incubation time, the MTT assay was performed by a previously
described procedure.[11]


Hypoxanthine active transport : Nonconfluent HBMSC cultures
plated into 24-well plates were mixed with various concentrations
(1, 10, 50, 150, and 300 �M) of [14C]hypoxanthine in PBS buffer. The
[14C]hypoxanthine uptake into the cells was measured at different
times (15, 30, 60, 90, 120, and 150 min). After each time interval, the
transport medium was removed, and the wells were rinsed three
times with the PBS buffer to remove nonincorporated [14C]hypo-
xanthine. Cells were lysed by addition of water (500 �L). Lysates were
collected and radioactivity was counted by liquid scintillation in a
Packard � counter. The same experiment was conducted with cell
cultures that had previously been incubated with CCCP (200 �M) and
NaN3 (1 mM) in PBS buffer to block the energy sources within the
cells. All data are the results of duplicate experiments.


Inhibition of hypoxanthine transport : Noncytotoxic compounds
5a, 6, 13, 14, 15, 17, and 25 (100 �M in PBS buffer) and
[14C]hypoxanthine (1 �M) were added simultaneously to triplicate
monolayer wells of nonconfluent HBMSC cultures. The [14C]hypo-
xanthine uptake into the cells was measured at different intervals (15,
30, 60, 90, 120, and 150 min). After each time interval, the cells were
treated as described above.


By the above procedure, cells were incubated with varying concen-
trations of analogues 13 and 14 (10 �M, 100 �M, 150 �M, and 250 �M in
PBS buffer) in the presence of [14C]hypoxanthine at an approximate
Km concentration of 2 �M.
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Combined Biosynthetic Pathway For De Novo
Production of UDP-Galactose: Catalysis with
Multiple Enzymes Immobilized on Agarose Beads
Ziye Liu,[a] Jianbo Zhang,[a] Xi Chen,[b] and Peng G. Wang*[a]


Regeneration of sugar nucleotides is a critical step in the
biosynthetic pathway for the formation of oligosaccharides. To
alleviate the difficulties in the production of sugar nucleotides, we
have developed a method to produce uridine diphosphate
galactose (UDP-galactose). The combined biosynthetic pathway,
which involves seven enzymes, is composed of three parts : i) the
main pathway to form UDP-galactose from galactose, with the
enzymes galactokinase, galactose-1-phosphate uridyltransferase,
UDP-glucose pyrophosphorylase, and inorganic pyrophosphatase,
ii) the uridine triphosphate supply pathway catalyzed by uridine
monophosphate (UMP) kinase and nucleotide diphosphate kinase,
and iii) the adenosine triphosphate (ATP) regeneration pathway
catalyzed by polyphosphate kinase with polyphosphate added as


an energy resource. All of the enzymes were expressed individually
and immobilized through their hexahistidine tags onto nickel
agarose beads (∫super beads∫). The reaction requires a stoichio-
metric amount of UMP and galactose, and catalytic amounts of
ATP and glucose 1-phosphate, all inexpensive starting materials.
After continuous circulation of the reaction mixture through the
super-bead column for 48 h, 50% of the UMP was converted into
UDP-galactose. The results show that de novo production of UDP-
galactose on the super-bead column is more efficient than in
solution because of the stability of the immobilized enzymes.


KEYWORDS:


biosynthesis ¥ enzymes ¥ immobilization ¥ polyphosphate ¥
UDP-galactose


Introduction


Carbohydrates and glycoconjugates are gaining importance as a
result of the discovery of their roles in molecular recognition,
transmembrane signaling, and other physiological or patholog-
ical processes.[1] Much attention has been focused on biosyn-
thetic pathways and preparative approaches to the synthesis of
oligosaccharides, which are biologically distinct and pharma-
ceutically valuable. Leloir glycosyltransferase catalysis is one of
the common ways to synthesize oligosaccharides, but is
dependent on the availability of expensive sugar nucleotides.[2±5]


In enzymatic glycosylation,[6] sugar nucleotides serve as transient
intermediates that are regenerated continually in situ in catalytic
amounts. The nucleotide portions are reused in the biosynthetic
cycle. Previously, we have successfully synthesized a galactose-
�1,3-galactose-terminated trisaccharide by using the enzymes
involved in the regeneration of uridine diphospate galactose
(UDP-Gal) and a truncated bovine �1,3-galactosyltransferase.[7, 8]


Unlike the bovine enzyme, most important eukaryotic glycosyl-
transferases require post-translational modification that does
not take place in bacteria.[9±12] Additionally, the optimal reaction
conditions for the glycosyltransferases may be incompatible
with those for the enzymes in the sugar nucleotide biosyntheses.
Hence the separate preparation of sugar nucleotides in large
quantities is necessary. The isolated sugar nucleotides can be
conveniently used to synthesize any target oligosaccharides.
There are eight main sugar nucleotides that function as the


donor substrates of glycosyltransferases in mammals: UDP-
glucose (UDP-Glc), UDP-Gal, UDP-glucuronic acid, UDP-N-acetyl-
glucosamine, UDP-N-acetylgalactosamine, cytosine monophos-


phate (CMP)-N-acetylneuraminic acid, guanine diphosphate
(GDP)-mannose, and GDP-fucose.[13] Among these nucleotides,
UDP-Gal and schemes for its regeneration are the most prevalent
in the literature. In contrast to sugar nucleotide regeneration
cycles, de novo production of sugar nucleotides requires a
stoichiometric supply of the respective nucleotide and two high-
energy equivalents for each product molecule formed. For
instance, UDP-Gal has been enzymatically synthesized on the
gram scale from uridine triphosphate (UTP; added stoichio-
metrically) and galactose 1-phosphate formed by the phosphor-
ylation of galactose in a separate reaction.[14] UDP-Gal has also
been produced from UDP-Glc with three enzymes coupled
together to drive the reaction forward.[15] Recently, Kyowa Hakko
Inc. (Japan) reported significant progress in the biosynthesis of
oligosaccharides and sugar nucleotides, including UDP-Gal.[16±18]


Desirable yields of oligosaccharides and sugar nucleotides were
obtained based on an engineered strain of Corynebacterium
ammoniagenes that produces UTP from orotic acid and was
coupled with two recombinant Escherischia coli strains. Although
accumulation of UDP-Gal was reported in their work, the major
focus of researchers at Kyowa Hakko Inc. was on the final
oligosaccharide product.
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Herein, a combined approach to the de novo production of
UDP-Gal is designed from previous knowledge and information
on sugar nucleotide metabolism.[19] There are seven enzymes
involved in this proposed biosynthetic pathway, which consists
of three parts, the main UDP-Gal production pathway, the UTP
supply pathway, and an adenosine triphosphate (ATP) regener-
ation pathway (Scheme 1). The main pathway starts with the


Scheme 1. Biosynthetic pathway for UDP-Gal production. For abbreviations, see
text.


phosphorylation of galactose (Gal), catalyzed by galactokinase
(GalK, EC 2.7.1.6).[20, 21] The galactose 1-phosphate (Gal-1-P)
formed is then converted into UDP-Gal by galactose 1-phos-
phate uridyltransferase (GalT, EC 2.7.7.10),[22] which uses UDP-Glc
as the nucleotide source and also produces glucose 1-phosphate
(Glc-1-P). UDP-Glc is provided by UDP-glucose pyrophosphor-
ylase (GalU, EC 2.7.7.9), which catalyzes the condensation of Glc-
1-P with UTP.[23, 24] The reaction generates pyrophosphate (Ppi),
which can be hydrolyzed by inorganic pyrophosphatase (PPA,
EC 3.6.1.1) to form two phosphate (Pi) groups and thus drive the
UDP-glucose production equilibrium forward.[25, 26] The neces-
sary stoichiometric amount of UTP is made from uridine
monophosphate (UMP), an inexpensive uridine source, by
reactions catalyzed by UMP kinase (UMK, EC 2.7.4.14)[27, 28] and
nucleotide diphosphate kinase (NDK, EC 2.7.4.6).[29, 30] ATP, which
directly provides free energy, is regenerated from ADP and
polyphosphate (polyP) by polyphosphate kinase (PpK,
EC 2.7.4.1). Therefore, the inexpensive polyP serves as the
ultimate energy source.[31±34]


Immobilization of the enzymes possesses many advantages,
such as simplified isolation of the enzymes from the reaction
mixture, stability and reuse of the enzymes, and possibly
improved enzyme kinetics.[35±37] Immobilized metal affinity
chromatography (IMAC) is a common approach to the purifica-
tion of proteins with hexahistidine tags. The nickel agarose
beads immobilized with the enzymes attached, can be used
directly as the catalytic agent.[38] In our system (Figure 1), the
reaction mixture is continually circulated through a column that
contains the enzyme-charged beads. This system provides an
efficient and practical method for the production of UDP-Gal
from inexpensive starting materials.


1


2


3


Figure 1. Device for closed recirculating reaction. 1) column packed with bead-
immobilized enzymes; 2) pump; 3) mixture reservoir.


Results


Expression and characterization of enzymes


The recombinant E. coli strains were each cultured in the same
volume (1 L). Sodium dodecylsulfate polyacrylamide gel electro-
phoresis (SDS-PAGE) results showed the proteins to have
molecular weights identical to the predicted values (GalK:
43.6 kD, GalT: 42.1 kDa, GalU: 35.5 kDa, PPA: 21.9 kDa, UMK:
28.3 kDa, NDK: 17.6 kDa, and PpK: 82.6 kDa; Figure 2). None of


Figure 2. SDS-PAGE for expression and purification of the enzymes. A, GalK; B,
GalT; C, GalU; D, NDK and UMK; E, PPA; F, PpK. A, B, and D were performed in 15%
gels, C, E, and F in 12.5% gels. Lanes 1, 6, 11, 25, and 31: low-range protein
standards (from top to bottom: phosphorylase B, 97.4 kDa; serum albumin,
66.2 kDa; ovalbumin, 45.0 kDa; carbonic anhydrase, 31.0 kDa; trypsin inhibitor,
21.5 kDa; lysozyme, 14.4 kDa); lanes 2, 7, 12, and 16: BL21(DE3) host cells ; lanes
3 ± 5, 8 ± 10, 13 ± 15, 17 ± 19, 21 ± 23, 27 ± 29, and 32–34: expressed cells, lysates,
and proteins.
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the over-expressed proteins was toxic to the host, hence the cell
populations were comparable to each other after growth. The
protein expression levels were also comparable but the solubil-
ities were different. It was estimated that GalK, UMK, and PPA are
nearly 100% soluble; NDK, GalU, and GalT are approximately
80%, 70%, and 50% soluble, respectively; PpK is expressed
mostly as inclusion bodies and is 30% soluble. The enzymes
obtained after affinity chromatography were pure enough for
enzymatic reactions. Gel filtration was carried out to identify the
native conformations of the proteins in solution and further
purified enzymes were used for the kinetic studies. The results
suggested that GalK and PpK are monomers and GalT is a dimer,
whereas GalU, PPA, UMK, and NDK are tetramers in solution (data
not shown). The enzyme yields from the same culture volume
were different because of the different solubilities. The activities
of the enzymes varied considerably (Table 1). Therefore, the
enzyme immobilization could be controlled by the volume of
enzyme-containing lysates used, such that each enzyme had
comparable overall activity within a test mixture. The mixture
comprised the lysates from GalK (4 L), GalU and PpK (2 L each),
GalT and NDK (1 L each), UMK (0.5 L), and PPA (0.25 L).


Stepwise analysis of the biosynthetic pathway


The performance of each of the three parts of the proposed
biosynthetic pathway was investigated by stepwise incorpora-
tion of more enzymes and simpler starting materials into the
reaction. The results shown in Table 2 indicate that a 70% yield of
UDP-Gal was generated based on UTP as the starting material
(combination 1) in 24 h; 45% yield was obtained when the


reaction started with UMP and ATP present (combination 2);
35% yield was obtained from UMP with the addition of polyP
(combination 3). It was concluded that the proposed biosyn-
thetic pathway to produce UDP-Gal is feasible in practice.


Kinetics of individual and multiple enzyme reactions


The kinetic behavior of every enzyme was examined prior to and
following immobilization. The apparent Michaelis constant, Km,
of most enzymes for the major substrates increased only
slightly upon immobilization but the GalU KGlc-1-Pm and PpK
KADPm values doubled after immobilization. The maximum
reaction rate, Vmax , for some of the enzymes was signifi-
cantly changed upon immobilization. GalK and PpK had greater
Vmax values when immobilized rather than in solution. How-
ever, the Vmax values of GalU and NDK decreased. The Vmax
values of GalT, PPA, and UMK were unchanged by the
immobilization.
The kinetics of the multiple-enzyme reaction revealed that the


apparent Km values for the four main substrates were slightly
affected by the immobilization. The Km values for Gal, UMP, and
ATP increased and that for Glc-1-P was decreased by immobi-
lization. The Vmax value for the whole reaction was 50% increased
after immobilization, which suggests an improvement in the
efficiency of UDP-Gal production when it is catalyzed by all the
immobilized enzymes (Table 3), rather than produced in solution.


Table 2. Stepwise production of UDP-Gal.


Combination Enzymes Starting materials UDP-Gal [%]


1 (GalK�GalT�GalU�PPA) Gal�Glc-1-P(cat)�ATP�UTP 70
2 (GalK�GalT�GalU�PPA)� (UMK�NDK) Gal�Glc-1-P(cat)�ATP�UMP 45
3 (GalK�GalT�GalU�PPA)� (UMK�NDK)�PpK Gal�Glc-1-P(cat)�ATP(cat)�UMP�PolyP 35


Table 1. Purification of individual enzymes from 1 L bacterial culture.


Enzyme Amount Purification step
homo-
genate


lysate nickel
affinity


gel filtration


GalK protein[a] 1400 28 12 7.1
activity[b] 40 30 20


GalT protein[a] 1200 19 6.5 4.1
activity[b] 500 350 260


GalU protein[a] 1500 7 3.0 2.2
activity[b] 300 200 160


PPA protein[a] 1300 15 10 6.4
activity[b] 2000 1400 1000


UMK protein[a] 1300 8 3.0 2.1
activity[b] 1500 1000 800


NDK protein[a] 1500 10 3.3 2.0
activity[b] 500 360 240


PpK protein[a] 1400 10 3.2 2.0
activity[b] 300 220 150


[a] Measured in mg. [b] Measured in Units (U).


Table 3. Kinetic parameters of individual or multiple-enzyme reactions.[a]


Enzyme Substrate Km [�M] Vmax [nmolmin�1mg�1] Product
soluble immobilized soluble immobilized


GalK Gal 200 250 2000 2800 Gal-1-P
ATP 120 160


GalT Gal-1-P 450 500 55000 53000 UDP-Gal
UDP-Glc 85 120


GalU Glc-1-P 200 400 7000 5000 UDP-Glc
UTP 650 750


PPA PPi 0.20 0.22 150000 150000 Pi
UMK UMP 0.09 0.12 200000 220000 UDP


ATP 22 28
NDK UDP 30 35 15000 8000 UTP


ATP 20 25
PpK ADP 150 300 2000 2500 ATP
Multi Gal 300 400 2000 3000 UDP-Gal


UMP 20 25
ATP 25 25
Glc-1-P 25 20


[a] Each reaction (1 mL solution) was carried out with purified or resin-
immobilized enzymes. The Vmax value for more than one main substrate is
given under saturating concentrations of the substrates. The results shown are
representative of three independent experiments.
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Production of UDP-Gal


At first, small-scale reactions on mini Pasteur pipette columns
were carried out to optimize the reaction conditions, then the
gram-scale reaction was set up in the regular-sized column. In a
reaction mixture (200 mL) with UMP (1.47 g, 4 mmol), galactose
(0.72 g, 4 mmol), polyP (2.0 g, 1% (w/v)), ATP (0.11 g, 0.2 mmol),
and Glc-1-P (0.06 g, 0.2 mmol), about 50% (gross yield) of the
UMP was transformed into UDP-Gal (1.2 g, 2.0 mmol) in 48 h.
Finally, 60% of the produced UDP-Gal (0.7 g, 1.2 mmol) remained
after purification, which suggests an overall yield of 30% based
on UMP. NMR spectroscopy and mass spectrometry (MS) were
utilized to identify the produced UDP-Gal. Under the same
reaction conditions (50 mL), incubating with the purified en-
zymes gave UDP-Gal in 35% gross yield based on UMP. UDP-Gal
purification after the reaction was omitted in this case, but the
overall yield after purification would clearly be lower than that of
the on-column reaction. In summary, the space-time yield of the
on-column reaction (1.80 gL�1d�1) was higher than that of the
solution reaction (1.26 gL�1d�1), which suggests an improved
efficiency of UDP-Gal production (Table 4).


The reaction time course suggested that the initial production
rate in the on-column reaction is slightly lower than that in the
solution reaction in the first 6 h. However, the on-column
reaction reaches a plateau after 48 h as opposed to 24 h in the
case of the solution reaction, therefore the on-column reaction
results in higher product yields (Figure 3).


Reuse and productivity of enzymes


The column with the enzymes immobilized on beads was stored
at 4 �C after washing out the reacted mixture. The column was
reused for newly set up reactions, but only half the activity of the
whole enzyme mixture remained after the first reaction. Lysates
from PpK-expressed E. coli (1 L) were loaded onto the used
column because PpK is even unstable in the purification and
storage steps. The reaction yield was then 40%, which sug-
gests that 80% of the whole activity was restored. When
GalK lysates from the culture (2 L) were loaded as well as
PpK lysates, the activity of the column could be almost
completely restored if it was used within a one-month period.
Except for PpK and GalK, which need to be refreshed for each


Figure 3. Time course of UDP-Gal production. The reaction on the super-bead
column (200 mL, filled squares) was performed with UMP and galactose (20 mM


each), polyP (2% (w/v)), ATP and Glc-1-P (2 mM each). About 50% UMP was
converted into UDP-Gal in 48 h. Reaction in the solution with the purified enzymes
(50 mL, open squares) used the same reaction composition. About 35% UMP was
converted in 24 h. The results shown are the mean values from three experiments.
Standard error of the mean (S.E.M.) values (not shown) amounted to less than 5%
of the corresponding means.


new reaction, the enzymes on the column can be used at least
four times in a month with only slight loss of their activity. After
repeated syntheses, all the enzymes, deactivated or not, were
removed from the nickel beads and the beads were recharged
for further use. A limited amount of the enzymes can be used to
catalyze a reaction with a large volume of substrate solution
when the reaction mixture is continuously passed and recircu-
lated through the column. In this way, a higher efficiency,
beyond the capacity of these limited enzymes, can be realized.
We think this recirculation would be another way to reuse the
bead-immobilized enzymes.
The enzyme productivity of the on-column reaction has no


advantage over that of the solution process in a single reaction.
For example, the productivity of GalU in the on-column reaction
(3.75 mgU�1) is lower than that in the solution reaction
(6.56 mgU�1). With several reuses, the total productivity of most
enzymes immobilized on the column can be significantly higher
than that of those used once in solution.


Discussion


GalT catalyzes the conversion from UDP-Glc and Gal-1-P into
UDP-Gal and Glc-1-P in the classical Leloir pathway. Phospho-
glucomutase and Glc-6-P dehydrogenase are utilized to remove
the byproduct Glc-1-P and shift the equilibrium in the UDP-Gal
synthesis direction.[15, 19] However, these enzymes were not
actually applied in the biosynthetic pathway engineered by
others, for example Kyowa Hakko Inc. , for the synthesis of
oligosaccharides with UDP-Gal regeneration, in which galacto-
syltransferase could drive the whole reaction by consumption of
the regenerated product, UDP-Gal.[16] Herein, UDP-Gal is the final
product. Our designed biosynthetic pathway has two key steps:
Gal-1-P supply and UDP-Glc regeneration. The phosphorylation
of Gal by GalK is the critical step, because GalTcatalysis requires a
relatively high concentration of Gal-1-P so as to drive the
reaction forward to UDP-Gal. The Glc-1-P byproduct is treated


Table 4. UDP-Gal production in the solution or on-column reaction.


Solution[a] On-column[b]


UMP UDP-Gal UMP UDP-Gal


start [mmol] 1.00 4.00
reacted [mmol] 0.40 0.35 1.00 2.00
purified [mmol] 1.20
gross Yield [%] 35 50
overall Yield [%] 30
space-time yield [gL�1d�1][c] 1.26 1.80


[a] The reaction was carried out in solution (50 mL) with purified enzymes.
[b] The reaction mixture (200 mL) was continually circulated on the column
and the produced UDP-Gal was purified. [c] The data were calculated based
on the presumably constant purification yields for both reactions.
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with UTP to regenerate UDP-Glc at catalytic amounts in an
interchangeable reaction catalyzed by GalU. PPA is used to
consume PPi, the byproduct of UDP-Glc production, and drive
the reaction in the forward direction.[25, 26]


The production of UDP-Gal was not affected by the presence
of up to 20 mM ATP. Therefore, ATP can be added up to this
concentration as an energy source. However, polyP is a much
cheaper high-energy donor than ATP and, interestingly, not an
inhibitor at any step of the biosynthetic pathway of sugar
nucleotides.[33, 34] Hence, polyP was used as the ultimate energy
source.
Only the GalU KGal-1-Pm and PpK KADPm values were significantly


affected by immobilization, which suggests that the kinetic
behavior of these two enzymes is much more sensitive to
immobilization than that of the others. GalK and PpK were
relatively unstable but their Vmax values were significantly
improved after immobilization. NDK has the smallest molecular
weight among the seven enzymes and, as well as GalU, was
observed to have a decreased Vmax value after immobilization.
Practically, Km and/or Vmax changes for the individual enzymes
resulted in favorable effects on the overall reaction since the
overall Vmax value was increased by 50% after immobilization.
However, the time course indicated that the initial rate of UDP-
galactose production is slightly lower in the on-column reaction
than for the solution reaction with the purified enzymes. If
proximity leads to a higher reaction rate, as also discussed in our
previous study,[39] immobilization may not enhance the produc-
tion rate in a multiple-step reaction because of lower proximity
of the enzymes than can be achieved in solution. Packing the
immobilized enzymes onto a column should slow down the
rate of the reaction. The immobilization resulted in increased
overall yield of the reaction, albeit at the expense
of increased reaction times. Stabilization of the enzymes
would be the predominant effect of the immobilization and
the reason for the yield improvement. Generally, the im-
mobilized enzyme exhibits high stability against inactiva-
tion caused mainly by high temperature (room temperature
or 37 �C) and long-term use (days). The stability is attributed both
to the elimination of bacterial proteases and to the inherent
stabilization of proteins that are associated with metal chela-
tion.[40]


Following the protocol of Revers et al,[38] we removed the
enzyme-charged resin slurry from the column into a beaker and
set up a reaction under continuous stirring. We observed
immobilized enzymes that were partially detached from the
beads before the reaction ended. For this reason we abandoned
this protocol and continued to use the enzymes in the column.
The reactor allows for convenient product separation and avoids
the centrifugation step necessary to remove the resin in the
protocol of Revers et al. Even so, it was observed that about 10%
of the enzymatic activity was lost after a 48 h reaction. In
essence, these features render this approach highly practical,
and may facilitate parallel development for other nucleotide
sugars where progress is less advanced.
Affinity chromatography with nickel chelating resin is a


common technique for purification of proteins tagged with
oligohistidine at the N or C terminus. Other immobilization


methods include the use of different tags such as glutathione S-
transferase,[41] protein A,[42] and nonspecific covalent attachment
to N-hydroxysuccinimide activated resin. These may be expected
to have higher capacity and stronger protein binding ability.
However, hexahistidine tags can be used for one-step purifica-
tion of the recombinant proteins. This purification is a form of
immobilization and has been shown previously by our group[8]


and others[38] to be a successful method for obtaining active
resin-bound enzymes for oligosaccharide biosynthesis.
UDP-Gal could be prepared at a low cost (�US$20 per g),


mostly influenced by the price of UMP, with UMP and Gal (one
equivalent each), polyP (1% (w/v)), and catalytic amounts of ATP
and Glc-1-P (1/20th of one equivalent each) as the starting
materials. It is clear that this is an extremely cost-efficient way to
generate UDP-Gal as compared to the commercial prices of this
compound (US$439.20 per 100 mg from Sigma).


Experimental Section


Materials : E. coli strain K-12 (MG 1655) was obtained from the
American Tissue Culture Collection (ATCC); this served as a DNA
template for gene cloning of the involved enzymes. Strain DH5�
[lacZ�M15 hsdR recA] , used for molecular cloning, was from Gibco.
Expression vector pET15b and the host strain BL21(DE3) [F� ompT
hsdSB(rB�mB


�) gal dcm (DE3)] were from Novagen. The restriction
enzymes, T4 DNA ligase, and DNA ladder were purchased from
Promega; the kits for purification of chromosomal DNA, plasmid
DNA, PCR product, and DNA fragments were from Qiagen. Nickel-
nitrilotriacetic acid (Ni ±NTA) agarose was also a product of Qiagen.
Low-range protein standards were purchased from Bio-Rad. Radio-
active materials were purchased from Amersham Pharmacia Biotech.
PolyP was from Sigma. Other chemical reagents were from Sigma or
Fisher.


PCR and molecular cloning : The general procedure was as
published.[43] The primers were synthesized by Gibco with incorpo-
rated appropriate restriction sites (Table 5). The DNA amplification
was performed in a solution (50 �L) that contained template DNA
(50 ng) and Taq polymerase (2.5 U) with an annealing temperature of
52 �C in a Thermolyne Amplitron I (Barnstead Thermolyne). PCR


Table 5. Polymerase chain reaction (PCR) primers for cloning the genes from
E. coliK-12 into pET15b.


Primer name Sequence[a]


galK-F 5�-GATCATATGAGTCTGAAAGAAAAAACAC-3�/NdeI
galK-R 5�-CGCGGATCCTCAGCACTGTCCTGCTCCTTG-3�/BamHI
galT-F 5�-GGATCCATATGACTAGTATGACGCAATTTAATCCC-3�/NdeI
galT-R 5�-AGCGGATCCTTACACTCCGGATTCGCG-3�/BamHI
galU-F 5�-GGATCCTCGAGATGCCTGCCATTAATACG-3�/XhoI
galU-R 5�-CGCGGATCCACTAGTTTACTTCTTAATGCCCATCTC-3�/BamHI
ppa-F 5�-GGAATTCCATATGAGCTTACTCAACGTCCCT-3�/NdeI
ppa-R 5�-CCGCTCGAGCGGTTATTTATTCTTTGCGCGCTC-3�/XhoI
umk-F 5�-GAAAGACATATGGCTACCAATGCAAAA-3�/NdeI
umk-R 5�-CCATCACTCGAGTTATTCCGTGATTAAAGT-3�/XhoI
ndk-F 5�-GAGGTACATATGGCTATTGAACGTACT-3�/NdeI
ndk-R 5�-TTTACGCTCGAGTTAACGGGTGCGCGGGCA-3�/XhoI
ppk-F 5�-GGATCCATATGGGTCAGGAAAAGCTATAC-3�/NdeI
ppk-R 5�-CGCGGATCCGGTACCTTATTCAGGTTGTTCGAG-3�/BamHI


[a]The restriction site sequences are in italics.
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products were purified by using a Qiaquick PCR purification kit, then
cut by appropriate restriction enzymes and purified further on
agarose gel with a Qiaex II gel extraction kit. DNA fragments were
then ligated with plasmid pET15b which was double digested by
suitable pairs of restriction enzymes. Ligates were used to transform
DH5�, and the positive recombinants were identified by restriction
mapping of the isolated plasmid.


Expression and purification of enzymes : Newly transformed
BL21(DE3) carrying the above recombinant plasmids were cultured
in Luria ±Bertani (LB) medium (10 gL�1 peptone, 5 gL�1 yeast extract,
10 gL�1 NaCl; 50 mL) with ampicillin (150 �gmL�1) overnight at 30 �C
in an incubator ± shaker (New Brunswick Scientific), then transferred
into fresh LB medium(1 L) with ampicillin for another 2 h at 37 �C.
When an optical density A600�0.8 ± 1.0 was reached, the culture was
induced with 400 �M isopropyl-1-thio-�-D-galactopyranoside for 3 h
at 37 �C. The cells were harvested by centrifugation (4500�g,
10 min, 4 �C) and the cell paste stored at�80 �C. The cell pastes were
thawed and resuspended at 1/20th culture volume with lysis buffer
(50 mM tris(hydroxymethyl)aminomethane (Tris)/HCl, (pH 8.5), 1%
(v/v) Triton X-100, 10 mM 2-mercaptoethanol, 200 �gmL�1 lysozyme,
2 �gmL�1 DNase). The cells were broken by sonication (3 min) on ice
by using a Branson Sonifier 450. The debris was removed by
centrifugation (10000�g, 20 min, 4 �C). The supernatants were
diluted with an equal volume of binding buffer (50 mM Tris/HCl
(pH 7.9), 500 mM NaCl, 10 mM 2-mercaptoethanol), and applied at a
flow rate of 2 mLmin�1 to a Ni ±NTA agarose column (25�40 mm�
20 mL) equilibrated in the same buffer at 4 �C. The column was
washed with 5 column volumes (100 mL) of washing buffer (50 mM


Tris/HCl (pH 7.9), 500 mM NaCl, 20 mM imidazole, 10 mM 2-mercapto-
ethanol). The proteins were eluted with eluting buffer (50 mM Tris/
HCl (pH 7.9), 500 mM NaCl, 200 mM imidazole, 10 mM 2-mercapto-
ethanol). The fractions that contained the proteins were pooled and
precipitated with 70% saturated ammonium sulfate. The pellets
were dissolved in distilled water (2 mL), applied to a HiLoad 16/60
Superdex 200 column (Amersham Pharmacia Biotech), and eluted
with a buffer (50 mM Tris/HCl, pH 7.9, 250 mM NaCl, 10% (v/v) glycerol,
10 mM 2-mercaptoethanol) at a flow rate of 0.4 mLmin�1 on a
æKTAdesign fast protein liquid chromatography (FPLC) system
(Amersham Pharmacia Biotech). The chromatography was calibrated
with standard proteins from a gel filtration calibration kit (Amersham
Pharmacia Biotech). Purified proteins were stored at �20 �C after
addition of glycerol to 30% of the final concentration. SDS-PAGE was
done by the standard protocol of Laemmli[44] with a 12.5% or 15%
uniform gel in a Mini Protean III cell gel electrophoresis unit (Bio-
Rad), and stained with Brilliant Blue R-250 (Sigma). Protein concen-
tration was measured by the method of Lowry et al.[45] Activity assays
for the individual enzymes were carried out as described below.


Characterization of GalK : This enzyme catalyzes phosphorylation at
the C1�OH of Gal. The activity assay for GalK was performed at room
temperature for 30 min in a reaction solution (100 �L) that contained
2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfonic acid (HEPES;
100 mM; pH 7.4), [6-3H]Gal (0.5 mM; 1000 cpmnmole�1), ATP (50 mM),
and a suitable amount of purified enzyme. The reaction was stopped
by addition of cold ethylenediaminetetraacetate (EDTA; 100 mM;
100 �L) followed by Dowex 1�8 ±200 chloride anion exchange resin
(0.8 mL) prepared in distilled water. After centrifugation, the super-
natant (0.5 mL) was mixed with ScintiVerse BD (10 mL) and counted
in a LS-3801 liquid scintillation counter (Beckmann).[20, 21] One unit of
enzyme activity was defined as one �mol of product formed per
minute at room temperature.


Characterization of GalT: This enzyme catalyzes the conversion from
Gal-1-P and UDP-Glc into Glc-1-P and UDP-Gal. The activity was
measured by observation of the UDP-Glc consumption coupled with


the UDP-Glc dehydrogenase reaction. The first step was performed
at room temperature for 15 min in a reaction solution (250 �L) that
contained HEPES (100 mM, pH 7.4), Gal-1-P (1.6 mM), UDP-Glc (2.8 mM),
and a suitable amount of purified enzyme. The reaction was stopped
by addition of NaCl (0.15M; 0.5 mL) and immediate transfer to a
boiling water bath for 5 min. After the tube cooled down, the
precipitate was spun down and the supernatant was subjected to
the next step. The enzyme was assayed in a reaction solution (1 mL)
that contained Tris/acetate (0.03M, pH 8.7), nicotinamide adenine
dinucleotide� (NAD� ; 1.36 mM), UDP-Glc dehydrogenase (3 mU), and
the above supernatant (0.2 mL). The A340 change was recorded in an
HP 845�UV-Visible System (Hewlett Packard) and indicated the
amount of UDP-Glc that remained.[22]


Characterization of GalU : This enzyme generates UDP-Glc from Glc-
1-P and UTP in a reversible reaction. Two assay methods were used
to assess the reaction in the forward direction.


Protocol I was a direct assay of the generated UDP-Glc by radioactive
labeling of Glc-1-P, as described by Weissborn et al.[23] The reaction
was performed at room temperature for 30 min in a reaction solution
(0.1 mL) that contained Tris/HCl (50 mM, pH 7.8), KH2PO4 (2 mM), MgCl2
(10 mM), [U-14C]Glc-1-P (0.3 mM; 4000 cpmnmol�1), UTP (0.3 mM), PPA
(100 mU), and a suitable amount of purified enzyme. The reaction
was stopped by the addition of ethanol (0.9 mL, 30% (v/v)). After
centrifugation, the supernatant was loaded onto a mini diethylami-
noethyl (DEAE)-cellulose acetate column (0.5 mL) packed in a Pasteur
pipette. The column was washed with ethanol (30%, 1.1 mL) and
acetic acid/ammonium acetate (0.05M, pH 4.6) in ethanol ( 30%,
7 mL) to remove unutilized [U-14C]Glc-1-P. The product, labeled UDP-
Glc, was then eluted with acetic acid/ammonium acetate (0.15 mM,
pH 4.6) in ethanol (30%, 4 mL). The radioactivity was counted in a
liquid scintillation counter by mixing the eluate (1 mL) with
ScintiVerse BD (10 mL).


Protocol II was an indirect assay that involved the generation of UDP-
Glc coupled with the A340 increase caused by the formation of
reduced nicotinamide adenine dinucleotide (NADH) from NAD�


when UDP-Glc was oxidized by UDP-Glc dehydrogenase. The
reaction was carried out at room temperature in a reaction solution
(1 mL) that contained Tris/HCl (50 mM, pH 7.5), KH2PO4 (2 mM), MgCl2
(10 mM), Glc-1-P (3 mM), UTP (3 mM), NAD (1.36 mM), UDP-Glc dehy-
drogenase (3 mU), and a suitable amount of purified enzyme. GalU
activity was determined from the initial rate of the A340 increase.[24]


Characterization of PPA : This enzyme catalyzes the hydrolysis of PPi.
A color reagent that consisted of malachite green (0.045%) base and
ammonium molybdate (4.2%) in 4M HCl (malachite green:ammo-
niummolybdate�3:1) was used to quantitatively determine the PPA
activity. The samples that contained released phosphate developed a
green color while negative controls remained yellow. The assay was
carried out in a reaction solution (300 �L) that contained Tris/HCl
(50 mM, pH 7.5), MgCl2 (3 mM), sodium pyrophosphate (160 �M), and
the purified PPA (30 �L). After 30 min at room temperature, the color
reagent (600 �L) was added and the solution incubated for another
10 min. The A620 was measured.[25, 26]


Characterization of UMK : The activity was determined by using a
coupled spectrophotometry assay. The reaction was carried out in a
reaction solution (1 mL) that contained Tris/HCl (50 mM, pH 7.4), KCl
(50 mM), MgCl2 (2 mM), ATP (4 mM), UMP (2 mM), phosphoenolpyruvate
(PEP; 1 mM), NADH (0.2 mM), pyruvate kinase (2 U), and lactate
dehydrogenase (2 U). The reaction was started with the addition of a
suitable amount of purified UMK. The A340 decrease was meas-
ured.[27, 28]


Characterization of NDK : A coupled-enzyme assay was used as
described by Almaula et al.[29] The reaction mixture (1 mL) contained
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Tris/HCl (50 mM, pH 7.4), KCl (200 mM), MgCl2 (20 mM), ATP (0.9 mM),
deoxythymidine diphosphate (dTDP; 1.8 mM), PEP (2 mM), NADH
(0.2 mM), lactate dehydrogenase (5 U), and pyruvate kinase (5 U). The
reaction was started by the addition of purified NDK and the A340
decrease was measured.[29, 30]


Characterization of PpK : This assay for PpK activity was established
in this study. The enzyme catalyzes the formation of ATP from ADP,
which could be coupled with the ATP-dependent phosphorylation of
Glc.[32] The reaction was carried out in a mixture (1 mL) that contained
Tris/HCl (50 mM, pH 7.4), MgCl2 (10 mM), Glc (5 mM), ADP (5 mM),
NADP� (0.5 mM), polyP (1% (w/v), 75 mM as phosphate), glucokinase
(1 U), Glc-6-P dehydrogenase (1.25 U), and a suitable amount of
purified enzyme. The activity was determined at room temperature
from the initial rate of the A340 increase.[33]


Immobilization of enzymes : The lysates of the expressed enzymes
from E. coli were loaded individually onto a mini column (Pasteur
pipette) with Ni ±NTA agarose. To prepare the beads (immobilize
them with the enzymes attached), a suitable amount of each of the
individual enzymes was applied as determined by the specific
activity. A mini column (1 mL) was used for a small-scale test and a
regular-sized column (25� 80 mm, 40 mL) was used for large-scale
production. After loading of the individual or mixed enzyme(s), the
columns were washed and equilibrated with the reaction buffer
before use.


Kinetics : The enzymatic reaction was carried out in a buffer (1 mL)
that consisted of Tris/HCl (50 mM, pH 7.4), KCl (10 mM), MgCl2 (10 mM),
Gal (20 mM), UMP (20 mM), ATP (2 mM), Glc-1-P (2 mM), polyP (1% (w/
v)), and the purified enzyme (1 U in each case). The reactions were
performed at room temperature with rotation at 30 rpm. For this
purpose, the beads immobilized with either individual enzymes or
multiple enzymes were removed from the mini column and added
into the enzymatic reaction as catalytic reagents. The amounts of
immobilized proteins were also measured according to Lowry
et al.[45] after their release from the beads by addition of EDTA
(100 mM). The apparent kinetic parameters of the individual enzymes
for their main substrates were determined. Additionally, the
parameters for the entire pathway (7 enzymes) were determined
for each of the four main substrates. Double-reciprocal plots of each
enzymatic activity were constructed for the determination of Km and
Vmax values for the respective main substrates.[28]


Reaction on the column : The reaction mixture was prepared in small
scale (1 mL) or large scale (200 mL) and contained Tris/HCl (50 mM,
pH 7.4), KCl (10 mM), MgCl2 (10 mM), Gal (20 mM), UMP (20 mM), ATP
(2 mM), Glc-1-P (2 mM), and polyP (1% (w/v)). The mixtures were
applied to the column in a continuous closed-circuit system at room
temperature (for large scale, Figure 1).


HPLC analysis : To prepare a sample for HPLC, acetonitrile (0.5 mL)
was added to an equal volume of the reaction mixture, the tube was
vortexed, and the possible precipitate was spun down (14000�g,
5 min). Sugar nucleotides and other mixture components were
measured by HPLC by a modified version of the method of
Kittelmann et al.[46] The sample (20 �L) was injected into a Microsorb
NH2 100 ä column (4.6� 250 mm) connected to the ProStar HPLC
system (Varian). Elution was carried out with a linear gradient ratio of
acetonitrile to potassium phosphate (20 mM, pH 6.2) from 70:30 to
0:100 in 40 min at a flow rate of 0.75 mLmin�1 and was observed
with a UV detector at 262 nm.


Purification of UDP-Gal : To isolate UDP-Gal, the eluant was collected
from the column for the large-scale reaction. The diluted solution
was applied to an ion-exchange column (22�120 mm, 45 mL) with
DEAE-cellulose (Sigma) and was eluted with a gradient of NaCl from
0 to 0.5M in 4 column volumes (180 mL) at a flow rate of 2 mLmin�1.


The fractions that contained UDP-Gal were identified by HPLC. UDP-
Gal was desalted with water in a Sephadex G-15 (Pharmacia) column
(26� 800 mm) under gravity flow and the purified product was
lyophilized. NMR spectra were recorded in D2O with a Varian VXR400
NMR spectrometer (data not shown). Electrospray ionisation (ESI)-MS
spectrometry: found: 225.11 [M�Na��Rb��H]; 383.25 [(M�
H)�2Na��K�] ; consistent with the calculated values.
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A Novel Cyclodextrin-Derived Tellurium
Compound with Glutathione Peroxidase Activity
Xiaojun Ren,[a, b] Yan Xue,[a] Junqiu Liu,[b] Kun Zhang,[a] Jian Zheng,[c] Guimin Luo,*[a]


Canhui Guo,[a] Ying Mu,[a] and Jiacong Shen[b, c]


A novel dicyclodextrinyl ditelluride (2-TeCD) compound was devised
as a functional mimic of the glutathione peroxidase (GPX) enzymes
that normally remove hydroperoxides from the cell. The GPX
activity of the mimic was found to be 46.7 U�M�1, which is 46 times
as active as Ebselen, a well-known GPX mimic. A detailed steady-
state kinetic study was undertaken to probe the reason for the high
catalytic efficiency of 2-TeCD. This high efficiency can be explained
based on both the binding of the substrate to the cyclodextrin and
the catalytic mechanism of 2-TeCD, which is different from that of


diselenide compounds. 2-TeCD exhibits good water solubility and is
chemically and biologically stable. The biological effect of 2-TeCD
was evaluated by its ability to protect mitochondria from oxidative
damage. 2-TeCD exhibited excellent antioxidant capacity in
comparison with Ebselen.


KEYWORDS:


artificial enzymes ¥ cyclodextrins ¥ glutathione peroxidase ¥
kinetics ¥ tellurium


Introduction


Reactive oxygen species (ROS) are products of the normal
metabolic activities of aerobic living organisms and are pro-
duced in response to various stimuli. Under normal conditions,
there is a balance between the production of ROS and their
destruction. In certain pathogenic states the production of ROS
is enhanced and the excess ROS damage biomacromolecules
such as DNA, lipids, proteins, and sugars;[1] this results in ROS-
mediated diseases.[2] To prevent undesired ROS-induced dam-
age, the organism is equipped with several antioxidant lines of
defense. These antioxidants use either a nonenzymatic action
(vitamin E, ascorbate, glutathione, and uric acid) or an enzymatic
action (superoxide dismutase, catalase, and glutathione perox-
idase (GPX)). GPX [EC 1.11.1.9] is a mammalian selenoenzyme
that catalyzes the reduction of hydroperoxides by glutathione
(GSH).[3] It was observed that GPX is substantially more efficient
on a molar basis than the other enzymatic antioxidant defense
systems.[4]


Enzyme therapies possess some limitations, such as solution
instability, limited cellular accessibility, short half-lives, high
production costs, and vulnerability to proteolytic digestion.
Considerable efforts have therefore been made to find com-
pounds that could mimic the properties of GPX. Ebselen (2-
phenyl-1,2-benziososelenazol-3(2H)-one) was the first com-
pound found to have this capacity.[5] Although extensive
research has been done on this interesting molecule, from
studies of its ability to scavenge ROS to clinical trials,[6] it has
some drawbacks, such as low GPX activity and water insolubility.
Many compounds with GPX activity have been prepared and
these compounds are well-reviewed by Mugesh and co-work-
ers.[7] Selenium and tellurium exhibit similar redox properties and
thus some aryl tellurium compounds have been prepared to
mimic GPX.[8] These compounds were insoluble in water, there-


fore the GPX activity was followed by using other thiol
compounds instead of GSH.


Another potential use of redox enzymes is as bioelectronic
devices, for example, amperometric biosensors, sensoric arrays,
logic gates, optical memories, and biofuel cells.[9] Willner and co-
workers showed that extracellular oxidized GSH (GSSG) can be
reduced to GSH by GSSG reductase assembled on electrodes.[10]


GPX catalyzes the oxidation of GSH to GSSG. Therefore, GPX and
GSSG reductase can be combined to form a system that could be
applied in bioelectronic devices. GPX is not easily available by
purification from living organisms or by protein engineering so a
highly effective mimic of GPX would be a good alternative.


The general principle of enzymatic models is that efficient
catalysis involves binding of the substrate and subsequent
intracomplex catalysis.[11] Cyclodextrins (CDs) have been exten-
sively exploited in the past as enzyme models and molecular
receptors because of their capacity to accommodate various
guest molecules in their hydrophobic cavities through host ±
guest chemistry.[12] Here we report a novel GPX mimic (2,2�-
tellurium-bridged �-cyclodextrin (2-TeCD)) that catalyzes the
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decomposition of hydroperoxides with a remarkably high
activity that exceeds many small molecular mimics of GPX. The
biological effect of 2-TeCD was evaluated by its ability to protect
mitochondria against oxidative damage, and it was found to be a
better antioxidant than Ebselen. 2-TeCD exhibited high GPX
activity and water solubility. These properties may be useful in
pharmacological application and bioelectronic devices.


Results


Synthesis and characterization of 2-TeCD


The route used to synthesize 2-TeCD is shown in Figure 1.
Selective monotosylation of the secondary 2-hydroxy group of
�-CD was carried out to synthesize 2-OTs-�-CD 2 as described
previously.[13] The tellurol group was incorporated at the
2-position of �-CD by nucleophilic substitution of the


OH


O2


OTs TeH


Te Te


NaHTe


1 2 3


4


Figure 1. Synthesis of 2-TeCD. Ts� tosyl�p-toluenesulfonyl.


sulfate ester group of 2-OTs-�-CD to give telluroyl-�-CD 3.
Oxidation of 3 in air gave 2-TeCD 4. 2-TeCD was characterized by
elemental analysis, IR, 1H NMR, and 13C NMR spectroscopies. The
tellurium content and the valency of the tellurium in 2-TeCD
were measured by X-ray photoelectron spectroscopy. The Te3d5/2


electronic binding energy of 2-TeCD is 574.2 eV, which ap-
proaches the binding energy of diphenyl ditelluride (573.9 eV)
and indicates that the tellurium in 2-TeCD is present in the �1
oxidation state (ditellurium bridge, Te�Te). The experiment also
gave the C:Te ratio (43.5:1; calculated as 42:1), which indicates
that the mimic contains 2 molar equivalents of tellurium per
mole of mimic.


Estimation of GPX-like activity


GPX activity may be indirectly determined if the reaction is
performed in the presence of GSSG reductase and �-nicotin-
amide adenine dinucleatide phosphate, reduced form
(NADPH).[14] The progress of the reaction may be conveniently
followed spectrophotometrically by observation of the decrease
in NADPH absorbance at 340 nm (Scheme 1). The GPX activities
measured in this way are shown in Table 1. The activity of 2-TeCD
for the reduction of H2O2 by GSH was determined to be
46.7 U�M�1, a catalytic efficiency remarkably higher than those of
Ebselen,[14] diphenyl diselenide (PhSeSePh),[14] and 2-SeCD.[13]


2GSH H2 O2 2H2 O GSSG


  GSSG 
Reductase


NADPH


NADP+


2GSH


+ +2-TeCD


Scheme 1. The presence of GSSG reductase and NADPH allows the progress of
the 2-TeCD-catalyzed reduction reaction to be spectrophotometrically followed by
observation of NADPH absorption at 340 nm.


2-TeCD also catalyzes the reduction of a variety of structurally
distinct hydroperoxides which range from the hydrophilic H2O2


to the bulky aromatic cumenyl hydroperoxide (CuOOH). The GPX
activities of 2-TeCD for catalytic reduction of tert-butylhydroper-
oxide (tBuOOH) and CuOOH by GSH were determined to be 32.3
and 87.3 U�M�1, respectively. These results show that 2-TeCD is
substrate specific and the preferred substrate is CuOOH. To
gauge the catalytic efficiency of 2-TeCD, we compared it with the
model compound Ebselen, a well-studied GPX mimic. At 37.0 �C
and pH 7.0, the initial rate of reduction of H2O2 (0.5 mM) by GSH
(1 mM) in the presence of 2-TeCD (1.2 �M) is 3.2�10�5 M min�1.
When 1.2 �M of Ebselen was used as the catalyst under the same
conditions, the initial rate was only 6.9�10�7 M min�1. These data
indicate that 2-TeCD is at least 46 times more efficient than
Ebselen.


In order to gauge further the GPX-like activity of 2-TeCD, a
direct assay was carried out by using PhSH as a GSH alternative,
according to the procedure of Iwaoka and Tomoda.[15] The initial
rate of the 2-TeCD-catalyzed reduction of H2O2 by PhSH was
followed by observation of the UVabsorption increase at 305 nm
caused by diphenyl disulfide formation. At 1 mM PhSH and
0.5 mM H2O2, the initial rate of the reduction reaction is
51 �M min�1 in the presence of 1.2 �M 2-TeCD. In the presence
of 1.2 �M Ebselen under the same conditions, the rate of reaction
between H2O2 and PhSH is only 0.61 �Mmin�1. These data show
that the 2-TeCD-catalyzed reduction of H2O2 by PhSH is 83 times
as efficient as the Ebselen-catalyzed reaction.


Kinetics of the 2-TeCD-catalyzed reduction of peroxides by GSH


Detailed kinetic studies were undertaken to probe the mecha-
nism by which 2-TeCD catalyzes the reduction of hydroperoxides


Table 1. Comparison of GPX activity of 2-TeCD and other GPX mimics.[a]


GPX mimic Hydroperoxide Activity [U�M�1][b]


Ebselen H2O2 0.99
PhSeSePh H2O2 1.95
2-SeCD H2O2 7.4
2-TeCD[a] H2O2 46.7 (1.2)


tBuOOH 32.3 (0.8)
CuOOH 87.3 (0.7)


[a] Reactions were carried out in potassium phosphate buffer (50 mM,
pH 7.0) at 37 �C with GSH (1 mM) and the hydroperoxide (0.5 mM). [b] One
unit of enzyme activity is defined as the amount of mimic that utilizes
1 �mol of NADPH per minute. All values are means of at least five
measurements and standard deviations are shown in parentheses.
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by GSH (for graphs of the kinetics, see the Supporting
Information). Plots of initial reaction velocities versus the 2-TeCD
concentration gave a straight line, which shows that the mimic
activity is proportional to its concentration. When the concen-
tration of 2-TeCD was kept constant while substrate concen-
tration was increased, a rapid increase of velocity was observed
in the initial phase; however, when the substrate concentration
was increased further, the rate became constant. When the
concentration of 2-TeCD was increased at the same time as that
of the substrate, the velocities became very high for higher
substrate concentrations. Saturation kinetics were observed for
the enzymatic peroxidase reaction at all the individual concen-
trations of GSH and tBuOOH, H2O2, or CuOOH investigated.
Double-reciprocal plots of initial velocity versus substrate
concentration were linear and revealed the characteristic parallel
lines of a ping-pong mechanism. The apparent second-order
rate constants of the enzymatic reactions between 2-TeCD and
the hydroperoxide substrates t-BuOOH, H2O2, and CuOOH are
listed in Table 2. These values were deduced from a fit of the


experimental data to a ping-pong kinetic mechanism [Eq. (1)] . In
this model, v0 is the initial reaction velocity, [E]0 is the initial
enzyme mimic concentration, kmax is the maximum rate of
reaction, KGSH is the Michaelis-Menten constant for GSH, and KH2O2


is the Michaelis-Menten constant for H2O2.


v0


�E�0
� kmax�GSH��H2O2�


KGSH�H2O2� � KH2O2
�GSH� � �H2O2��GSH� (1)


The data did not fit well to other models such as sequential or
equilibrium-ordered mechanisms. In addition to the parameters
in Table 2, the following parameters were also determined for
tBuOOH: kmax� 35�2 min�1, KtBuOOH (the Michaelis-Menten con-
stant for tBuOOH)� 0.67� 0.02 mM, and KGSH�0.56�0.07 mM;
for H2O2: kmax� 61� 2min�1, KH2O2


� 0.75�0.05 mM, and KGSH�
0.97�0.07 mM; for CuOOH: kmax�122�8min�1, KCuOOH (the
Michaelis-Menten constant for CuOOH)� 0.45� 0.08 mM, and
KGSH� 1.48�0.27 mM.


Initial velocities for the spontaneous reaction between hydro-
peroxides and GSH were found to be linearly proportional to the
concentrations of tBuOOH, H2O2, and CuOOH. A small deviation
from this behavior was observed for tBuOOH and CuOOH at high
concentration (tBuOOH�0.4 M, CuOOH� 10 mM) for which the
velocity was lower than that expected at the limit of solubility of
the hydroperoxides in aqueous buffer. At 1 mM GSH, the pseudo-


first-order rate constants for these background reactions were as
follows: tBuOOH, k1� (2.3�0.4)� 10�2 min�1; CuOOH, k1�
(3.2�0.2)� 10�2 min�1; H2O2, k1� (7.0�0.3)� 10�2 min�1.


The spontaneous reaction between GSH and tBuOOH was
investigated in the presence and absence of the radical trap 2,6-
di-tert-butyl-4-methylphenol (BHT). The GSH concentration was
kept constant while the tBuOOH concentration was varied. In the
presence of 50 �M BHT, the spontaneous reaction velocity was
apparently inhibited, as evidenced by Figure 2A. In contrast, in
the presence of 1.1 �M 2-TeCD no inhibition of the enzymatic
reaction by BHT (50 �M) was observed within experimental error
(Figure 2B). This result indicates that the 2-TeCD-catalyzed
reaction does not involve the radical reaction, while the
spontaneous reduction reaction does involve this radical
process.


Figure 2. Plots of �0 against tBuOOH concentration for 1 mM GSH in potassium
phosphate buffer (50 mM, pH 7.4) at 37 �C with [BHT]� 0 �M (�) and 50 �M (�).
A) [2-TeCD]� 0 �M. B) [2-TeCD]� 1.1 �M.


Effect of the GPXmimic on swelling of damaged mitochondria


Mitochondrial swelling can be correlated with changes in light
scattering (see Materials and Methods). Thus, Figure 3A shows
that the mitochondria were greatly swelled by ferrous sulfate/
ascorbate-induced damage and that this swelling was decreased
by the addition of 2-TeCD. The absorbance at 520 nm for the


Table 2. Kinetic parameters for the 2-TeCD-catalyzed reduction of hydro-
peroxides by GSH.[a]


Hydroperoxides kmax/KROOH [M�1 min�1] kmax/KGSH [M�1 min�1]


tBuOOH (5.24� 0.32)�104 (6.26� 0.27)� 104


H2O2 (7.99� 0.51)�104 (6.28� 0.32)� 104


CuOOH (2.71� 0.21)�105 (6.86� 0.83)� 104


[a] Reactions were carried out in potassium phosphate buffer (50 mM,
pH 7.0) at 37 �C. The experimental data were fit to a ping-pong mechanism
to obtain the parameters shown. For detailed graphs of the kinetics, see the
Supporting Information.
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Figure 3. A) Effect of concentration of 2-TeCD on the swelling of mitochondria.
�� control ; ��damage� 16 �M 2-TeCD; ��damage� 8 �M 2-TeCD; ��
damage� 2 �M 2-TeCD; �� damage. B) Effect of the different GPX mimics on the
swelling of mitochondria. �� control ; ��damage� 8 �M 2-TeCD; ��
damage� 8 �M 2-SeCD; ��damage� 8 �M Ebselen; ��damage. For damage
conditions, see Materials and Methods section. The ordinate axes have been
interrupted in both (A) and (B).


control group was basically constant, whereas the absorbance
for the damaged group decreased considerably with time which
shows that the mitochondrial swelling was considerably in-
creased. However, the swelling was apparently inhibited for the
protected group, which contained a known concentration of
2-TeCD, and this swelling of the mitochondria decreased further
as 2-TeCD concentrations were increased. The GPX mimics
2-TeCD, 2-SeCD, and Ebselen displayed different levels of ability
to inhibit the swelling of mitochondria. As evidenced by
Figure 3B, 2-TeCD was the best ROS scavenger among those
studied. This is in agreement with the H2O2 removal activities of
these GPX mimics.


Inhibition of lipid peroxidation of mitochondria by 2-TeCD


Figure 4A shows the extent of protection afforded by 2-TeCD.
The amount of malondialdehyde (MDA) accumulated whilst the
mitochondria were damaged was considerably reduced in the


Figure 4. A) Dependence of extent of MDA accumulation on concentration of
2-TeCD. ��damage; ��damage� 2 �M 2-TeCD; �� damage� 8 �M 2-TeCD;
�� damage� 16 �M 2-TeCD. B) Effect of different GPX mimics on the MDA
accumulated during damage of mitochondria. �� damage; ��damage� 8 �M


Ebselen; ��damage� 8 �M 2-SeCD; �� damage� 8 �M 2-TeCD. For damage
conditions, see Materials and Methods section. The optical density (absorbance)
values represent MDA equivalents and each is the mean of three determinations.
The ordinate axes have been interrupted in both (A) and (B).


presence of 2-TeCD and this decrease in the amount of MDA
became greater as the concentration of 2-TeCD was increased.
When the 2-TeCD concentration was 16 �M, after 50 min only
35.8% of the lipids in the damaged group had been converted
into MDA, therefore 64.2% of MDA production was inhibited. To
gauge the capacity of the three GPX mimics, 2-TeCD, 2-SeCD,
and Ebselen to inhibit MDA accumulation, their antioxidant
activities were determined under identical conditions. As
evidenced by Figure 4B, the capacity of 2-TeCD to decrease
the MDA accumulation was greater than that of 2-SeCD and
Ebselen.


Protection of CCO activity in damaged mitochondria by
2-TeCD


Cytochrome c oxidase (CCO) is one of the key redox enzymes in
the electron transport chain of mitochondria and is also the
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marker enzyme of mitochondria. The integrity of the mito-
chondrion lipid membrane is important for the activity of this
enzyme. Figure 5 shows that the CCO activity was greatly
decreased by ferrous sulfate/ascorbate-induced mitochondrion
damage. After 60 min, the CCO activity of the damaged group
was 59% of that of the control group, whereas 88% of CCO
activity was retained in the presence of 8 �M 2-TeCD. After 60 min
under identical conditions, the CCO activities retained in the
presence of 8 �M of 2-SeCD or Ebselen were 79% and 71% of the
control group activity, respectively. This results indicates that
2-TeCD was the most effective GPX mimic among those tested.


Figure 5. Effect of different GPX mimics on CCO activity in damaged mito-
chondria. Activity of CCO in the control group is defined as 100%. ��damage�
8 �M 2-TeCD; �� damage� 8 �M 2-SeCD; �� damage� 8 �M Ebselen; ��
damage. For damage conditions, see Material and Methods section. Values are
mean values from three sets of experiments. The ordinate axis has been
interrupted.


Discussion


Two systems were used to assess the GPX activity of the 2-TeCD-
catalyzed reduction of hydroperoxides by thiols. The catalytic
efficiency of 2-TeCD was compared with that of the model
compound Ebselen and the indirect enzymatic assay system
found that the 2-TeCD-catalyzed reduction of H2O2 by GSH is 46-
fold more efficient than that with Ebselen. However, the direct
assay system showed the catalytic efficiency of the 2-TeCD-
catalyzed reduction of H2O2 by PhSH to be 83-fold more efficient
than that with Ebselen. Clearly, the capacity to bind this thiol
substrate is essential for the enzymatic activity. An enzyme binds
its substrate and then stabilizes the transition state for a
particular reaction. Enzymes must first recognize and bind their
substrate to set up the correct geometry. The binding process is
of key importance in the development of an enzyme mimic.[11]


Cyclodextrin seems to have a preference for the hydrophobic
compound PhSH (the aromatic group in PhSH) rather than the
hydrophilic compound GSH.[16] This observation allows the
difference between the activities seen in the two assay systems
to be explained and suggests that attempts to enhance the
catalytic activity of 2-TeCD should focus on the binding of the
thiol substrate by redesign of the cyclodextrin to incorporate


the binding group and thus facilitate binding of the thiol
substrate.


The rate constants of the spontaneous reaction between
hydroperoxides and GSH vary in magnitude in the order
k(H2O2)� k(CuOOH)� k(tBuOOH). In contrast, the analogous
bimolecular rate constants for 2-TeCD (kmax/KROOH) vary as
k(CuOOH)� k(H2O2)� k(tBuOOH). It is possible that the first
order reflects the intrinsic rate of reaction between the hydro-
peroxides and thiols in the absence of any significant binding
effects, while the latter order indicates that CuOOH could have
some binding advantage in the hydrophobic cavity of the
cyclodextrin and hence be able to raise its kmax/KROOH value above
that of H2O2 and tBuOOH by lowering KCuOOH. Cyclodextrin is
known to favor aromatic groups in the cavity, but further work
will be necessary to clarify this assumption.


The values of kmax/KROOH provide a measurement of the rate of
reaction between the free enzyme and hydroperoxides. For
native GPX, the equivalent bimolecular rate constants approach
the diffusion limit. This is believed to reflect the fact that in the
native enzyme the catalytic group selenocysteine is located in a
shallow depression on the surface of the protein and may react
with any approaching hydroperoxides.[17] The bimolecular rate
constants for the reaction between GSH and the hydroperoxides
are: k�1(tBuOOH)� 4.5� 108 M�1 min�1, k�1(CuOOH)�7.7�
108 M�1 min�1, and k�1(H2O2)� 3.5�109 M�1 min�1, as determined
previously.[17] Under similar conditions, these values for 2-TeCD
are: k�1(tBuOOH)� 5.24� 104 M�1 min�1, k�1(CuOOH)�2.71�
105 M�1 min�1, and k�1(H2O2)�7.99�104 M�1 min�1. The bimolec-
ular rate constants for the reactions between 2-TeCD and these
hydroperoxides are approximately 4 ± 5 orders of magnitude
lower than those for the native GPX. The catalytic efficiency of
the 2-TeCD-catalyzed reduction of hydroperoxides by GSH is
higher than that of any other cyclodextrin-derived GPX mimics,
as evidenced by the comparison of kinetic data. For example, the
apparent second-order rate constant kmax/Km(H2O2) for 2-SeCD
was determined to be 5.16� 104 M�1 min�1,[13] but, under identi-
cal conditions, the equivalent parameter for 2-TeCD is 7.99�
104 M�1 min�1. This may be caused in part by the fact that the
catalytic mechanisms of 2-TeCD and 2-SeCD are different, thus it
is necessary to characterize the catalytic intermediates.


As discussed above, 2-TeCD accepts a variety of structurally
distinct thiol compounds and hydroperoxides as substrate, and
the catalytic activity is dependent upon the nature of both the
thiol compound and the hydroperoxide. These observations
offer mechanistic insights, which may facilitate the rational
improvement of the efficiency of the enzyme. Our enzyme
model, which only has a hydrophobic environment for the
substrate, is simpler than the native enzyme, which has not only
a hydrophobic environment (Phe and Trp) but also two Arg
residues and one Gln residue that form a salt bridge and
hydrogen bond with GSH to help bind it.[18] It appears possible to
obtain strong substrate binding by modification of cyclodextrin,
based on molecular design. Kinetic experiments with the radical
trap BHT suggest that, while the spontaneous reduction of
tBuOOH by GSH involves free radicals, the same reaction
catalyzed by 2-TeCD does not. These investigations help to
define the mechanism of the peroxidase activity of 2-TeCD, many
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aspects of which are very similar to that of the natural GPX,
which does not involve free radicals.[19]


Mitochondria are one of the major sources of endogenous
ROS in the cell, which include superoxide anions, hydrogen
peroxides, and hydroxyl radicals.[20] Under normal conditions,
there is a balance between the production of ROS and their
destruction. When antioxidant defense system is overwhelmed,
the accumulation of ROS results in injury to mitochondria.
Moreover, it has recently been revealed that ROS of mitochon-
dria regulate the physiological state of the cell and influence cell
death.[2, 21] Therefore, we chose the mitochondrion as the
model for our oxidative damage experiments. Exposing mito-
chondria in vitro to redox active xenobiotics can mimic the
oxidative damage of mitochondria in vivo. The reactions
involved in ferrous sulfate/ascorbate-induced mitochondrial
damage can be proposed as in Equations (2), (3), and (4) in
which H2O2 is produced by oxidation of ascorbic acid to
dehydroascorbic acid, and then hydroxyl radicals are produced
by the Fenton reaction.


Ascorbic acid�O2�Dehydroascorbic acid�H2O2 (2)


Fe2��H2O2�Fe3��OH�� .OH (3)


Ascorbic acid�2Fe3��Dehydroascorbic acid� 2Fe2�� 2H� (4)


The biological molecules in the mitochondria were easily
attacked by hydroxyl radicals, then changes in the mitochondrial
composition, morphology, structure, integrity, and function took
place. These changes were similar to the symptoms of mito-
chondrial disease. GPX and GPX mimics can scavenge hydro-
peroxides, block the production of hydroxyl radicals, and
therefore protect mitochondria against oxidative damage.


In the ferrous sulfate/ascorbate-induced mitochondrion dam-
age model system, the extent of swelling, MDA content, and
CCO activity of the mitochondria were chosen as standards to be
used to determine the extent of injury and protection of the
mitochondria. 2-TeCD reduced the swelling of the mitochondria
during damage and decreased the maximal level of MDA
accumulation as well as the rate of accumulation in its rapid
phase. The extent to which swelling of the mitochondria
and MDA accumulation is decreased by 2-TeCD is depen-
dent upon the dose of 2-TeCD. The reason that 2-TeCD inhibited
MDA accumulation and decreased the mitochondrial swelling is
that it acted as a GPX mimic and effectively scavenged
hydroperoxides, which protected the mitochondria against
oxidative damage.


In conclusion, we have prepared a novel class of GPX mimic.
2-TeCD is an excellent GPX mimic, as evidenced by its enzymatic
properties. Studies of the kinetics of the 2-TeCD-catalyzed
reduction of hydroperoxides by GSH show that it is important
to consider the binding of the substrate in designing GPX
mimics. The investigations of mitochondrial damage induced by
ferrous sulfate/ascorbate reveal that 2-TeCD is a better antiox-
idant than other GPX mimics. We anticipate that 2-TeCD may
have potential for the treatment of ROS-mediated diseases and
also for use in bioelectronic devices.


Materials and Methods


Apparatus : Characterization of the mimic structure was performed
with a Varian Unity-400 NMR spectrometer, a Bruker IFS-FT66V
infrared spectrometer, and a Perkin-Elmer 240 DS elemental analyzer.
The tellurium content and valency were determined by an ESCALAB
MKII X-ray photoelectron spectrometer. The spectrometric measure-
ments were carried out with a Shimadzu 3100 UV/Vis-near-IR
spectrophotometer interfaced with a personal computer. Data were
acquired and analyzed by using ultraviolet spectroscopy (UVS)
software. The temperature for UV time course studies was controlled
within (�)0.5 �C by use of a LAUDA compact low-temperature
thermostat RC6 CP.


Materials : �-Cyclodextrin (�-CD) was purchased from Tianjin Chem-
ical Plant, recrystallized twice from water, and dried for 12 hours at
120 �C in a vacuum. 2-SeCD was prepared as described previously.[13]


p-Toluene sulfonylchloride (TsCl) and tBuOOH were also obtained
from Tianjin Chemical Plant. Benzenethiol (PhSH) and benzoic acid
were bought from Shanghai Chemical Plant. Tellurium powder,
sodium borohydride, GSH, NADPH, CuOOH, Ebselen, and glutathione
reductase (type III) were purchased from Sigma. Thiobarbituric
acid, ferrous sulfate, and cytochrome c were obtained from Shanghai
Second Reagent Plant. Ascorbic acid was purchased from Fluka.
Sephadex G-25 was purchased from Amersham Pharmacia
Biotech, Uppsala, Sweden. All other chemicals were of the highest
purity commercially available and were used without further
purification.


Synthesis of 2,2�-tellurium bridged �-cyclodextrin (2-TeCD): The
regiospecific monotosylation of the 2-position hydroxy group of �-
CD was carried out to prepare 2-OTs-2-deoxy-�-CD (2-OTs-�-CD) as
described previously.[13] Finely ground elemental tellurium (1.27 g)
and sodium borohydride (0.9 g) were heated in ethanol (20 mL) at
reflux under nitrogen for 1 hour. After cooling to ambient temper-
ature, acetic acid (1.2 mL) was added to the solution. Nitrogen was
bubbled through 2-OTs-�-CD (2 g) dissolved in potassium phosphate
buffer (50 mM, 20 mL; pH 7.0) for 30 min and this was then added to
the above solution. The mixture was kept under nitrogen for
48 hours at 60 �C then oxidized in air and finally purified by
centrifugation and Sephadex G-25 column chromatography (�5�
A80cm; �� 254 nm) with distilled, deionized water as the eluent. The
resulting solution was freeze-dried and the lyophilized powder
provided the yellow product in 62% yield.


Characterization of 2-TeCD : The structure of 2-TeCD was analyzed
by means of elemental analysis, IR, 1H NMR, and 13C NMR spectros-
copies. 1H NMR (400 MHz, D2O, 25 �C): �� 4.99 (1-H), 4.0 ± 3.65 (3-H,
5-H, 6-H), 3.65 ± 3.28 (2-H, 4-H); 13C NMR (400 MHz, D2O, 25 �C): ��
100.8 (1-C), 98.5 (1�-C), 80.1 (4-C), 75.9 (2�-C), 72.3 (2-C), 70.9 (3-C, 5-C,
5�-C), 68.3 (3�-C), 59.5 (6-C, 6�-C); IR (KBr): ��� 3367 (OH), 2928 (CH,
CH2), 1630, 1154, 1083, 1027 (�O�) ; elemental analysis: calcd (%) for
C84H138O68Te2 ¥ 6H2O (2599.2): C 38.32, H 5.58; found: C 37.87, H 5.65.


Determination of the tellurium content and valency in 2-TeCD :
The content and valency of tellurium in the mimic were determined
by X-ray photoelectron spectroscopy. The energy of the exciting
X-ray was 1253.6 eV (Mg, K�). C1s� 285.0 eV served as the standard.
The scans were performed 10 times.


Estimation of GPX-like activity : The GPX-like activity of the 2-TeCD-
catalyzed reduction of hydroperoxide by thiols was assessed by
using both an indirect enzymatic assay (coupled test procedure
assay)[14] and a direct assay.[15]


Indirect enzymatic assay: GPX activities were examined by following
the oxidation of NADPH in the presence of GSSG reductase. This
reductase catalyzes the reduction of oxidized GSH formed by GPX
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with a slight modification. The sample and control cuvettes both
contained potassium phosphate buffer (50 mM, pH 7.0), EDTA (1 mM),
sodium azide (1 mM), GSH (1 mM), and GSH reductase (1 unit) in a
total volume of 0.5 mL. An aliquot of enzyme was added to the
sample cuvette only. The reaction mixture was preincubated at 37 �C
for 7 min, after which the reaction was started by the addition of
hydroperoxide (0.5 mM) to both cuvettes. Progress of the reaction
was followed by observation of the decrease of NADPH absorption at
340 nm. The activity was corrected for the value recorded in the
control experiment. One unit of enzyme activity was defined as the
amount of mimic that utilizes 1 �mol of NADPH per minute.


Direct assay: The reaction was carried out at 25 �C in 0.5 mL of a
solution which contained the appropriate enzyme mimic and
potassium phosphate buffer (50 mM, pH 7.0) and PhSH (1 mM)
dissolved in methanol. The reaction was initiated by the addition
of H2O2 (0.5 mM) and was monitored by UV spectroscopy at 305 nm.
The molar extinction coefficient of PhSSPh (	1�1.24� 103 M�1 cm�1)
at this wavelength is much larger than that of PhSH (	2� 9M�1 cm�1).
The concentration of PhSH (C) was therefore calculated from the
absorbance (A) according to Equation (5).


C� (	1C0�2A)/(	1� 2	2) (5)


The initial reduction rate of H2O2 (v0) was then determined from plots
of the reciprocal of the velocity versus the reciprocal of PhSH
concentration.


Assay of kinetics of 2-TeCD : The enzymatic mimic-catalyzed
reduction and the nonenzymatic reduction of hydroperoxides
(H2O2, tBuOOH, and CuOOH) by GSH were monitored by observation
of the decrease in NADPH absorbance at 340 nm at 37 �C. To
investigate the dependence of rate on substrate concentration, the
initial velocities were determined at several concentrations of one
substrate while the concentration of the other was kept constant. All
kinetic experiments were performed in 0.5 mL of a solution
containing potassium phosphate buffer (50 mM, pH 7.0), ethylendi-
aminetetraacetate (EDTA; 1 mM), sodium azide (1 mM), GSH (1 mM),
GSH reductase (1 unit), and appropriate concentrations of GSH,
hydroperoxides, and 2-TeCD. The reaction was initiated by the
addition of the hydroperoxides. The enzymatic rates were corrected
for the background (nonenzymatic) reaction between hydroperoxide
and GSH. Lineweaver ± Burk plots were obtained by using the Origin
6.0 (professional version) program. For each set of experiments a
straight line was drawn with the best-fit method.


Preparation of mitochondria : Bovine heart mitochondria were
isolated from fresh bovine heart as described in ref. [22], suspended
in sucrose (0.25 M), EDTA (10 mM), and 2-[4-(2-hydroxyethyl)-1-piper-
azinyl]ethanesulfonic acid (HEPES)/NaOH buffer (25 mM, pH 7.4), and
maintained at 0 �C. The concentration of mitochondrial protein was
determined by using Commassie brilliant blue[23] with bovine serum
albumin as the standard.


Ferrous sulfate/ascorbate-induced mitochondria damage : The
incubation mixture consisted of KCl (0.125 M), MgCl2 (1 mM), gluta-
mate (5 mM), mitochondria (0.5 mg proteinmL�1), GSH (1 �M), and the
appropriate amount of enzyme mimic in potassium phosphate
buffer (10 mM, pH 7.4) at 37 �C. MDA content and swelling of the
mitochondria were determined at intervals after the addition of
ascorbate (0.5 mM) and ferrous sulfate (12.5 �M). Damage experi-
ments were also done without the enzyme mimic; control experi-
ments were performed in the absence of enzyme mimic, ascorbate,
and ferrous sulfate.


Measurement of malondialdehyde : The level of lipid peroxidation
was determined as the formation of malondialdehyde (MDA), the
final product of lipid peroxidation. MDA content in ferrous sulfate/
ascorbate-treated mitochondria was analyzed by a thiobarbituric
acid (TBA) assay. In this assay, TBA reacts with MDA and/or other
carbonyl byproducts of free-radical-mediated lipid peroxidation to
give a 2:1 molar ratio of colored conjugates.[24] The reaction was
terminated by addition of trichloroacetic acid (0.1 mL, 0.5% (w/w)). In
plots of lipid peroxide formation, the absorbance reading is plotted
directly rather than by means of a fixed conversion into MDA and/or
other carbonyl byproduct equivalents.


Assays for mitochondria swelling : Swelling of mitochondria was
assayed as described by Hunter et al.[25] Changes in light scattering
are correlated with mitochondrial swelling. The swelling was
measured as the decrease in turbidity of the reaction mixture at
520 nm. The decrease of the absorbance indicates an increase in the
mitochondrial swelling and a decrease in mitochondrial integrity.


Assay of cytochrome c oxidase activity : An aliquot of incubation
mixture was taken at different time intervals and centrifuged
(10000 g, 4 �C, 2 min). The pellet was washed with potassium
phosphate buffer (10 mM, pH 7.4) containing KCl (125 mM), MgCl
(1 mM), and glutamate (5 mM), then suspended in a small amount of
potassium phosphate buffer (100 mM, pH 7.0) and an aliquot taken to
assay the cytochrome c oxidase (CCO) activity.[26] The CCO activity
was measured in 2 mL of reaction system, in which the cytochrome c
concentration was 15 �M. The absorbance decreased with oxidation
of cytochrome c in the sample cell. K3Fe(CN)6 (5 �L of a 10 mM


solution) was added to oxidize the cytochrome c thoroughly when
the reaction was complete. The absorbance intensity at this time was
recorded as A8 . A plot of ln(At�A8) versus time was made (At�
absorbance at time t). The absolute value of the line slope, Kapp , was
the apparent rate constant of cytochrome c oxidation and was used
to express the COO activity.
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Protective Activities of Some Phenolic
1,3-Diketones against Lipid Peroxidation:
Possible Involvement of the 1,3-Diketone Moiety
Birija S. Patro,[a] Shyam Rele,[a] Gajanan J. Chintalwar,[a] Subrata Chattopadhyay,*[a]


Soumyakanti Adhikari,[b] and Tulsi Mukherjee[b]


The protective activities of four ginger-derived phenolic 1,3-
diketones (1 ±4) and curcumin (5) against lipid peroxidation was
studied by using different biologically relevant model systems and
pulse radiolysis. The extraordinary activity of 5 vis-a¡-vis 1± 4
against Fe2�-mediated peroxidation may be attributed to the
additional phenolic hydroxy group in the former, which lends it
better iron-chelating and radical-scavenging properties. In iron-
independent peroxidation, however, the ginger constituent [6]-
dehydrogingerdione (1) showed activity comparable to that of 5 ;
this indicates its higher affinity for the lipid peroxide radical (LOO.),
due to its higher hydrophobicity. A very high rate constant for the
reaction between 1 and Cl3COO


. , measured by pulse radiolysis, not
only confirmed this, but also established the superior antioxidant


efficacy of 1 in comparison to vitamins E and C. This was also
evident from the results obtained from a liposomal peroxidation
study with 1 and vitamin C. This study also established a synergistic
effect of the latter on the antioxidant activity of 1. HPLC analysis of
the products of the reaction between 1 and Cl3COO


. revealed the
formation of higher concentrations of ferulic acid (7), along with
vanillin (6). The presence of ascorbate affected the generation of 7
more than it did that of 6. On this basis, a mechanism for the
antioxidant action of 1 has been proposed, which suggests the
contribution of the phenolic group as well as the active methylene
group of the 1,3-diketones.


KEYWORDS:


diketones ¥ lipids ¥ peroxides ¥ radicals ¥ redox chemistry


Introduction


In recent years, the antioxidant properties of food constituents
have been seriously noted by medical and nutritional experts,
since oxidation of biological molecules has been postulated to
induce a variety of pathological events such as atherogenesis,[1]


carcinogenesis[2] and ageing.[3] These damaging events are
caused by reactive oxygen species (ROSs), and various dietary
compounds are known to prevent them, primarily through their
ROS-scavenging potentials. Amongst dietary sources, spices and
condiments possibly have the best potential, as these are widely
used in traditional recipes as adjuncts to enhance the flavour,
colour and taste of food preparations. One such spice, turmeric,
is valued[4] for its various curative properties, mainly associated
with its constituent curcuminoids.[5a,b] Recently, our reinvestiga-
tion into the antioxidant components of the ginger (Zingiber
officinale) rhizome revealed[6] that, contrary to earlier reports,[7]


the [6]- and [10]-dehydrogingerdiones (1 and 2) and their
corresponding dihydro analogues (3 and 4) were superior
antioxidants to the other ginger components, gingerols, dehy-
drogingerone and shogaol. Chemically, compounds 1 ±4 are
similar to curcumin (5) (Scheme 1) and can be viewed as
curcuminoids. Like curcumin, each of these compounds pos-
sesses a partially methylated catechol moiety, a 1,3-diketo
functionality and (for 1 and 2) extended conjugation. Hence,
their superior antioxidant activity compared to the other ginger
constituents was not surprising. Unlike 5, which is a biphenol,
however, each of the compounds 1 ±4 contains only one


Scheme 1. Chemical structures of the ginger compounds 1 ±4 and curcumin (5).


phenolic hydroxy group. It was therefore of interest to compare
the antioxidant activities of 1 ±4 with that of 5 and study their
modes of action, as phenols are known to exert this activity as
free radical scavengers,[8a,b] metal chelators[9a,b] and cell mem-
brane modifiers.
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Results and Discussion


Cellular membranes, which perform a decisive role in the
functional organization of the cell, are among the most
important targets for oxidative damage, due to their high
content of unsaturated fatty acids.[10] Adverse alterations in
biomembranes can directly give rise to cytotoxicity and/or
indirectly to genotoxicity.[11] The complex process of lipid
peroxidation (LPO) is believed to be initiated by the ROSs
produced in cells and tissues by partial reduction of oxygen
during metabolism. Other prominent causative agents for LPO
are ionizing radiation and transition metals (especially Fe2� and
Cu�). The direct consequence of LPO is the loss of membrane
integrity and inactivation of vital cellular components, including
membrane-bound enzymes. In addition, the low molecular
weight electrophilic products generated during the process can
damage other biomolecules remote from the site of their
generation.[12] Hence, the anti-LPO activities of the ginger
components 1 ±4 were analysed by two biologically relevant
test systems:[13] rat brain homogenate and liver mitochondria,
both of which are highly susceptible to oxidation due to their
elevated oxygen consumption.


Exposure of rat brain homogenate to Fe2� ascorbate resulted
in a significant increase in lipid peroxidation, as was evident from
the increase in the absorbance at 532 nm (A532) due to
thiobarbituric acid reactive substrates (TBARSs). All the test
compounds 1 ±4, and curcumin 5, inhibited the lipid peroxida-
tion concentration dependently (Figure 1). Table 1 shows their


Figure 1. Concentration-dependent inhibitory activities of 1±4 against Fe2�-
induced peroxidation of rat brain homogenate: ��1, ��2, �� 3 and ��4.
Values are mean� standard error (n� 3).


IC50 values (the concentration at which 50% of activity is
inhibited) along with those of two positive controls, �-tocopher-
ol (�-toc) and butylated hydroxyanisole (BHA). Although com-
pound 5 was the best inhibitor, the anti-LPO activities of 1 ±3
were far superior to that of �-toc, while compound 1 showed
activity comparable to that of BHA. Interestingly, unlike in the
case of curcuminoids,[14] the antioxidant activities of 1 and 2
were better than those of their corresponding hydrogenated
derivatives 3 and 4. The extraordinary efficacy of 5 in comparison
to 1 ±4 seemed to originate from the additional phenolic
hydroxy group present in the former. Besides increasing the
radical scavenging ability, this group also made 5 a better iron
chelator. This was evident from the results obtained in the 1,1-
diphenyl-2-picrylhydrazyl (DPPH) assay and the iron chelation
study.


Table 2 shows the DPPH radical scavenging activities of 1 ±5,
with �-toc as the positive control. The ginger compounds
showed moderate scavenging activities compared to those of
the control and 5. In this assay, too, 5 showed radical scavenging


potential far superior to that of 1, the best candidate amongst
the ginger constituents. In the chelation study, compound 1 was
found to complex Fe2�, since its absorbance at 363 nm (50 �M)
gradually reduced with concentrations of Fe2� increasing from
50 to 100 �M (data not shown). No further reduction in
absorbance was observed on increasing the Fe2� concentration
beyond 100 �M; this suggests formation of a 1:2 complex
between 1 and Fe2�. In comparison, a similar experiment with 5
revealed the formation of a 1:4 complex. Thus, it was concluded
that 5 had a better chelating action.


Although less potent than 5, the low IC50 value for 1 against
Fe�2-mediated lipid peroxidation was impressive and indicative
of a strong affinity for lipid peroxide radicals (LOO.). The anti-LPO
activities of 1 and 5 were therefore assessed by an iron-
independent technique, so as to offset the chelation factor. For
this, peroxidation of rat liver mitochondria was carried out with
tert-butylhydroperoxide (TBHP), an organic peroxide model
widely used[15a,b] to induce oxidative stress in biomolecules.
Table 3 shows the inhibitory effects of 1, 4, 5 and the positive
control (�-toc), each at a concentration of 20 �M. It was observed
that the protective activity of compound 1 (40% protection) was
much better than that of �-toc (16% protection) and compa-
rable to that of 5 (52% protection), while compound 4 gave least
protection (10%). The results were in sharp contrast to those
obtained in the iron-mediated peroxidation and DPPH-scaveng-


Table 1. Protective activities of 1 ±5 against Fe2�-induced lipid peroxidation.


Compound IC50 [�M]


1 1.76�0.08
2 3.66�0.39
3 3.10�0.26
4 21.4� 0.51
5 0.4� 0.10
�-toc 9.2� 0.60
BHA 1.1� 0.50


Table 2. DPPH-scavenging activities of 1 ±5.


Compound IC0.200 [�M][a]


1 23.76�0.77
2 42.6� 1.20
3 62.9� 0.97
4 91.66�1.76
5 8.3� 0.55
�-toc 6.1� 0.46


[a] For definition of IC0.200 , see the Experimental Section.
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ing assay, in which 5 was found to be far superior than 1. Thus,
the LOO.-scavenging activity of 1 was almost 80% that of 5.
Considering that 5 has two radical scavenging phenolic sites, the
above result substantiated our hypothesis that compound 1
should have a better binding affinity with lipid due to the higher
hydrophobicity that arises from the alkyl chain.


The antioxidant/prooxidant activity of a test compound in
iron-mediated lipid peroxidation in a biological system is
critically governed by factors such as the concentration of
endogenous reducing systems and/or redox couples. Hence, the
true antioxidant activity of 1 was assessed by use of a well-
defined, biologically relevant liposomal system, devoid of bio-
logical reductants such as ascorbate, NADPH, etc. , and by
carrying out the Fe2�-mediated peroxidation at pH 5.0, at which
value Fe2� remains unoxidized,[16] for at least 3 h, during which
considerable peroxidation took place. This study not only
ensured minimization of the prooxidant effect of ascorbate,
but also assisted in the quantitative comparison of the
antioxidant activities of 1 and ascorbate, individually and in
combination. Figure 2 shows the extent of liposomal peroxida-
tion mediated by Fe2� in the absence or presence of 1 and


Figure 2. Time-dependent inhibition of Fe2�-induced liposomal peroxidation by
1, vitamin C and their mixtures at pH 5 (40 mM tris(hydroxymethyl)aminomethane
(Tris)-acetate buffer): ��without antioxidant, ��with 15 �M vitamin C, ��
with 5 �M 1, ��with 10 �M 1, ��with 5 �M 1 and 15 �M vitamin C, � �with
10 �M 1 and 15 �M vitamin C. Values are mean� standard error (n� 3).


vitamin C, individually and in combination. The protection
offered by vitamin C (15 �M) alone was considerably less than
that offered by 1 even at lower concentrations (5 and 10 �M).
More interestingly, the antioxidant activity of 1 increased
drastically in the presence of vitamin C at increasing concen-
trations. These results strongly suggest that 1 scavenges the


LOO. radical more quickly than vitamin C does, but the
radical generated from 1 then reacts with vitamin C to regen-
erate 1. This established a synergistic effect of vitamin C on
the antioxidant activity of 1, as shown schematically in Equa-
tion (1).


The above results were also confirmed by pulse radiolytic
studies of the reaction between 1 and the trichloromethylper-
oxyl radical (Cl3COO


.). In spite of its higher reduction potential
value (1.5 V)[17] compared to the physiologically relevant per-
oxides, the Cl3COO


. radical is extensively used as a representative
peroxyl radical because of the inherent simplicity in performing
the experiments, and it was indeed used earlier to study a very
important biophysical phenomenon, namely free radical inter-
action between vitamin E and vitamin C.[18] The radical can be
generated in aerated water/isopropanol/acetone mixtures con-
taining carbon tetrachloride.[18]


Figure 3 shows transient absorption spectra due to the
reaction between Cl3COO


. and 1 (1� 10�4M) obtained through
pulse radiolysis at pH 9. The spectrum showed an absorption


Figure 3. Transient absorption spectra obtained from an air-saturated aqueous
solution (50% isopropanol, 10% acetone) at pH 9.0, containing 1� 10�4M 1 and
1� 10�2 M CCl4 : a) 30 �s, b) 150 �s and c) 300 �s after the electron pulse. Inset :
Typical oscilloscope traces recorded at 430 nm for the radical formed in the
reaction between 2� 10�4M 1 and Cl3COO


. at pH 9: a) without vitamin C, b) with
5� 10�6 M vitamin C and c) with 1.5� 10�5 M vitamin C.


maximum at 360 nm attributable to a characteristic phenoxyl
radical[19] and bleaching of the absorption at 430 nm for parent
depletion. The reaction can be represented as in Equation (2), in


Table 3. Protective activities of 1 and 5 against TBHP-induced lipid perox-
idation.


Compound % Inhibition at 20 �M


1 39.16�0.55
5 55.6� 1.50
4 16.23�0.60
�-toc 10.3� 0.75
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which 1. is a phenoxyl radical. The bimolecular rate constant for
the formation of 1. was 2�109 M�1 s�1, which is higher than that
for the vitamin E radical in the same medium.[18] The decay of the
absorption peak at 360 nm follows neither a clear first-order
pathway nor a second-order one; this suggests that the
phenoxyl radical has more than one channel for its decay.


The reaction between vitamin C and Cl3COO
. in the same


medium produced the characteristic transient absorption peak
at 360 nm.[20a±c] The bimolecular rate constant for its formation
was calculated to be 1� 108M�1 s�1, which is much lower than
that observed with 1 and in conformity with our results obtained
with the liposomal system. Thus, the LOO.-scavenging potential
of 1 was better than that of vitamin C even in homogeneous
medium.


The regeneration of 1 by vitamin C was also studied by pulse
radiolysis. Without vitamin C, the pattern of signal bleaching
remained the same up to 500 �s, as evident in Figure 3 (inset).
However, considerable bleaching recovery was observed even at
a very low ascorbate concentrations and became higher with
increasing concentrations of vitamin C. This also confirmed the
repair of the radical 1. by vitamin C.


The conclusion drawn from the pulse radiolysis experiment is
based on the interaction between 1 and vitamin C in homoge-
nous solution. In a real biological system, these two components
would have to be located in separate phases, due to their
different polarities, and so the above discussion appears to be
somewhat inapplicable. However, similar results were also
obtained in the liposomal peroxidation and substantiate our
view that compound 1 is a LOO. scavenger superior to vitamin C.
The liposome has been used previously as a biologically relevant
system for studying the interaction between vitamins E and
C.[16, 21]


In principle, 1 can exert its antioxidant action by conventional
electron donation through the phenolic group and hydrogen
donation from the active methylene group of its �-diketone
moiety. Indeed, the latter possibility, proposed earlier for
curcumin and its tetrahydro derivative,[22a] has recently been
advocated strongly.[22b,c] However, the hydrogen-transfer mech-
anism has been disputed by Ross et al.[23] The antioxidative
process is believed to proceed through two stages, as shown in
Equations (3) and (4).


Most studies on antioxidant action are primarily focussed on
the trapping stage, through use of a kinetic approach. However,
the radical A . would definitely be converted into a nonradical
product. Study of this would offer important mechanistic
information, and could thereby settle the above controversy
about the antioxidant action of phenolic �-diketones such as 1.


For this purpose, 1 was treated with Cl3COO
. and the products


formed were analysed by HPLC. At the outset, we anticipated
formation of vanillin (6, �max�314 nm) and ferulic acid (7, �max�
310 nm) from the reaction between 1 (�max�362 nm) and the
prototype peroxyl radical (Cl3COO


.). The product peaks were
therefore detected at 310 nm in the HPLC analysis. Best peak
resolution for 1 (Rt�8.9 min), 6 (Rt�1.51 min) and 7 (Rt�
0.69 min) was observed with acetonitrile/water (60:40) as the
eluent. The HPLC profile showed the formation of four products
(Table 4), two of which were identified as 6 and 7 by comparison


with authentic samples. The dose-dependent accumulation of 6
and 7 over a period of 1 h, in the presence and absence of
vitamin C, is shown in Figure 4. This revealed that both products
were formed, irrespective of the dose of irradiation, and that
their accumulation increased steeply up to 15 min irradiation.
Thereafter, although production of 7 continued, the concen-
tration of 6 remained steady up to 30 min and subsequently
started to reduce marginally. At all dose levels, however, 7 was
produced in higher amounts than 6. Surprisingly, the presence of
vitamin C reduced the concentration of 7 drastically, while
affecting the concentration of 6 to a much lesser extent.


Figure 4. Dose-dependent formation of 6 and 7 by the reaction between Cl3COO
.


and 1 (300 �M) in the absence or presence of vitamin C (150 �M). ��accumu-
lation of 6 and �� accumulation of 7 in the absence of vitamin C; �� accu-
mulation of 6 and �� accumulation of 7 in the presence of vitamin C. Each peak
area was calculated from the 310 nm peak for 6 and 7.


Mechanistically, the formation of 6 and 7 from 1 can be
explained schematically (Scheme 2). As indicated earlier, com-
pound 1 can generate the phenoxyl radical (I) and/or the �-
diketone methylene radical (II). The radical I has two more
canonical forms, I a and Ib, the latter subsequently furnishing


Table 4. HPLC profile of reaction products.


Peak no. Elution time [min] Compound


1 0.69 ferulic acid (7)
2 1.51 vanillin (6)
3 2.15 ±
4 2.95 ±
5 8.9 [6]-dehydrogingerdione (1)
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another radical intermediate (I c). The canonical form I a, being a
carbon-centred radical, reacts very rapidly with molecular oxy-
gen to produce the corresponding peroxide, which can furnish 6
by cyclization at its adjacent position and subsequent decom-
position. Likewise, the carbon-centred intermediate I c furnishes
7 by the corresponding sequence of reactions. As formation of I c
from Ib involves C�H bond breakage, its concentration should
be less than, or at best equal to, that of I a, which is merely a
canonical form of I. In conformity with this logic, formation of
equal amounts of similar intermediates has also been reported in
the reaction between curcumin and azobisisobutyronitrile
(AIBN).[24] Thus, the greater build-up of 7 than of 6 can not be
explained by considering the intermediacy of I c alone. A rational
alternative pathway for the generation of 7 would be via the
radical II. Hence, it is tempting to suggest that the methylene
radical II is also produced during the reaction between 1 and
Cl3COO


. and accounts for the excess accumulation of 7 in the


product mixture. This is in keeping with the recent
report[22b] of the formation of a methylenic radical
transient (absorption maximum at 490 nm) in
the CH3


. radical induced oxidation of curcumin.
In view of the low reactivity of Cl3COO


. , we
anticipated a smaller yield and hence a weaker
absorption due to the methylenic radical in
the pulse radiolysis experiment. This, coupled
with the span of the bleaching spectrum (Figure 3)
in the 420 ±500 nm region, probably masked
the weak absorption of the 1,3-diketomethylenic
radical.


In the presence of ascorbate, a portion of the
phenoxyl radical I is repaired by hydrogen dona-
tion, which thus reduces the concentration of 6
produced in the subsequent steps. The canonical
form I a, responsible for producing 6, is a carbon-
centred radical and hence reacts very rapidly with
oxygen. Vitamin C might not have sufficient time
to repair I and, consequently, the reduction in the
concentration of 6 is small. In contrast, formation
of the intermediate I c, responsible for producing 7,
must be relatively slow as it involves a bond-
breakage (hydrogen-transfer) process. Hence, its
progenitor I or its canonical form Ib, which are
oxygen-centred radicals, are repaired by ascor-
bate, and the concentration of 7 is thereby
significantly reduced. In a separate pulse radiolysis
experiment, we found that the non-phenolic 1,3-
diketo compound, PhCOCH2COPh reacts with
Cl3COO


. to furnish the diketomethylene radical
(�max� 460 nm). The carbon-centred radical was
not repaired by vitamin C (data not shown). In the
light of this information, none of the carbon-
centred radicals (canonical form I a or intermedi-
ates II and I c) involved in the present scheme
appeared to have been repaired by vitamin C.


The above inferences are in line with the
molecular model recently proposed[22c] to explain
the antioxidant action of 5. Indeed, the synergism


between 1 and the water-soluble antioxidant vitamin C in the
liposomal system can also be explained by the above model. It
seems that the lipophilic radical I produced during the
antioxidant action of 1 positions itself at the water-membrane
interface. Subsequently, because of its high polarity and strong
oxidizing capability, the oxygen-centred radical (I or its canonical
form Ib) is repaired by vitamin C.]


In conclusion, the results of the experiments established 1 as a
stronger antioxidant than vitamins C and E, with a high affinity
particularly for the lipid peroxide radical. The antioxidant activity
is enhanced in the presence of even small amounts of vitamin C,
which repairs the phenoxyl radical generated by oxidation of 1.
Furthermore, the products generated by oxidation of 1 are also
well known antioxidants, which should be beneficial in biological
systems. Analysis of the oxidative products of 1 strongly
suggested the involvement of both phenoxyl and 1,3-diketone
moieties in the antioxidant action of 1.


Scheme 2. Proposed mechanism for the formation of 6 and 7 from the reaction between Cl3COO
.


and 1.
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Experimental Section


Materials : Compounds 1 ±4 were isolated from ginger as described
earlier.[7] For assaying the antioxidant activities, compounds 1 ±4
were dissolved in 10% aqueous ethanol, while 5 was taken up in 2%
aqueous dimethylsulfoxide (DMSO); the results presented are
measured against appropriate blanks. BHA, DPPH, Tris-acetate and
Tris-HCl, �-tocopherol and L-�-phosphotidylcholine (L-�-lecithin)
from dried egg yolk, vanillin and ferulic acid were purchased from
Sigma (St.Louis, MO, USA). Vitamin C, ferrous ammonium sulfate,
2-thiobarbituric acid (all from Himedia Lab. , India), trichloroacetic
acid (TCA; from Thomas Baker, India) and TBHP (70%; from Lancaster,
UK) were used.


Lipid (rat brain homogenate) peroxidation : Rat brain homogenate,
prepared from the brains of freshly killed Wistar rats, was subjected
to Fe2�-induced lipid peroxidation as described previously,[25] with
minor modifications. Briefly, the total reaction mixture (1.0 mL)
contained Tris-HCl buffer (125 mM; pH 7.4) and brain homogenate
(0.5 mg of protein per mL), with or without test compounds. The
reaction was triggered by addition of ferrous ammonium sulfate
(20 �M) and vitamin C (200 �M) and incubation at 37 �C for 30 min.
The reaction was terminated by addition of TBA-TCA-HCl solution
(2 mL; 0.37% TBA, 2.8% TCA, 0.25M HCl) and boiling of the mixture at
100 �C for 10 min. The extent of lipid peroxidation was measured
spectrophotometrically by recording the absorbance at 532 nm.


Iron chelation study : Iron chelation was determined by recording
the absorption spectra of the test compounds (50 �M) from 190±
600 nm, five minutes after addition of ferrous ammonium sulfate (0 ±
350 �M). The chelation capacity of individual compounds was
evaluated from the change and/or spectral shift of the absorbance.


DPPH assay : The DPPH-scavenging assay was carried out[26] by
monitoring the absorbance of an ethanolic solution of DPPH (100 �M)
at 517 nm in the presence and absence of the test compounds. The
concentration (IC0.200) of the test compounds at which absorbance
decreased by 0.200 of a unit during a 30 min observation was taken
as the free radical scavenging potency.


TBHP-induced mitochondrial lipid peroxidation : For the prepara-
tion of mitochondria, livers of male Wistar rats (250� 20 g) were
excised and homogenized in a sucrose solution (0.25M) containing
ethylenediaminetetraacetate (EDTA; 1 mM). The homogenate was
centrifuged at 3000�g for 10 min to remove the cell debris and
nuclear fraction and the supernatant was centrifuged three times at
10000�g for 10 min. The sedimental mitochondria pallet was
washed three times with potassium phosphate buffer (pH 7.4; 0.05M)
to remove sucrose. The protein content was estimated by Lowry's
method and the pellets were resuspended in the phosphate buffer at
a final concentration of 20 mgmL�1. The mitochondrial lipid
peroxidation was initiated by addition of TBHP (final concentration:
1 mM) to the reaction mixture, which also contained the following
components at the final concentration stated: mitochondrial fraction
(4.0 mg of protein per mL) and test compounds (20 �M) or vehicle
(0.1% ethanol or 0.25% DMSO) in potassium phosphate buffer
(pH 7.4; 100 mM). The mixture was incubated at 37 �C for 20 minutes,
TCA-TBA-HCl solution was added and the absorbance at 532 nm was
monitored as described previously.


Iron(II)-mediated liposomal peroxidation : Fe2�-induced oxidation
of the liposome was carried out by the reported procedure.[16] In
brief, a solution of phosphotidylcholine (32 mg) in chloroform
(0.5 mL) was concentrated with N2 purging; the residue was
dissolved in cold water, vortexed for 1 min and stored at 4 �C for
1 h. The solution was then sonicated for 2 min, and peroxidation of
the liposome was carried out within 24 h of preparation. Peroxida-


tion of the reaction mixture (0.5 mL) containing the liposome
(0.24 mg) in Tris-acetate buffer (pH 5.0; 40 mM) was carried out by
initiation with ferrous ammonium sulfate (10 �M), incubation for 0 ±
120 mins and subsequent termination with HCl (0.5 mL, 0.25M) and
TBA (0.5 mL, 1% solution in 50 mM NaOH). The solution was heated at
100 �C for 15 min, and the TBARS thus formed were extracted with
nBuOH (1 mL) and their absorbance at 532 nm was recorded. The
experiments were carried out in the absence or presence of 1 (5 ±
10 �M), or ascorbate (15 �M) or a combination of both.


Pulse radiolysis : Aqueous solutions were prepared in nanopure
water (conductivity�0.06 �s) from a Barnstead nanopure cartridge
filtration system. An alkaline pH value was obtained by addition of
NaOH only. The pulse radiolysis system, using pulses of 7 MeV
electrons, has been described previously.[27] The width of the pulse
was selected at 50 ns and the dose was 12 Gy per pulse. The kinetic
spectrophotometric system covered the wavelength range 250 ±
800 nm. The dosimetry was carried out by using an air-saturated
aqueous solution containing 0.05M KSCN (G�� 21522M�1 cm�1 per
100 eV for (SCN)2


.� at 500 nm).[28] The bimolecular rate constants for
the reaction between 1 and the Cl3COO


. radicals were calculated
from the slope of the plot of the pseudo first order build-up rate
constant of the transient species at 360 nm and bleaching at 420 nm
against the concentration of 1. The concentration range used for the
measurement of rate constants was 0.1 ± 0.4mM. The uncertainty in
the rate constant measurement is �10%.


Product analysis for the reaction between 1 and Cl3COO
. : Reaction


mixtures (each 1 mL) containing tert-BuOH (3.5M), CCl4 (30 mM) and 1
(300 �M) in the presence or absence of ascorbate (150 �M) were taken
in different tubes. These were subjected to � radiolysis by irradiating
for 0, 15, 30, 45 and 60 min, by using a � chamber with a 60Co source
(dose rate: 570 Gyh�1). Product analysis for the reaction was carried
out with a Bruker HPLC instrument under the following conditions:
RP-18 column (Merck, Germany); eluent: acetonitrile/water (6:4),
flow rate: 1 mLmin�1; detection wavelength: 310 nm, injection
volume: 20 �L. Authentic samples of ferulic acid and vanillin were
also analysed under the same conditions, and the peak areas were
calculated by use of Bruker HPLC software.
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