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Ways of Assembling Complex Natural Products
on Modular Nonribosomal Peptide Synthetases**
Henning D. Mootz, Dirk Schwarzer, and Mohamed A. Marahiel*[a]


Nonribosomal peptide synthetases (NRPSs) catalyze the assembly
of a large number of complex peptide natural products, many of
which display therapeutically useful activity. Each cycle of chain
extension is carried out by a dedicated module of the multifunc-
tional enzymes. A module harbors all the catalytic units, which are
referred to as domains, necessary for recognition, activation,
covalent binding, and optionally modification of a single building
block monomer, as well as for peptide-bond formation with the
growing chain. A terminal domain releases the full-length peptide
chain from the enzyme complex. Recent characterization of many
NRPS systems revealed several examples where the sequence of the
product does not directly correspond to the linear arrangement of
modules and domains within the enzyme(s). It is now obvious that
these systems cannot be regarded as rare exceptions of the
common NRPS architecture but rather represent more complicated
variations of the NRPS repertoire to increase their biosynthetic


potential. In most of these cases unusual peptide structures of the
products are observed, such as structures with side-chain acylation,
cyclization involving the peptide backbone and/or side chains, and
transfer of the peptide chain onto soluble small-molecule sub-
strates. These findings indicate a previously unexpected higher
versatility of the modules and domains in terms of both catalytic
potential and interaction within the multifunctional protein
templates. We propose to classify the known NRPS systems into
three groups, linear NRPSs (type A), iterative NRPSs (type B), and
nonlinear NRPSs (type C), according to their biosynthetic logic.
Understanding the various biosynthetic strategies of NRPSs will be
crucial to fully explore their potential for engineered combinatorial
biosynthesis.
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Introduction


Peptide antibiotics represent a large and diverse group of
bioactive natural products with a wide range of applications in
medicine, agriculture, and biochemical research. They can be
classified into different groups according to their way of
synthesis. The lantibiotics nisin and subtilin, for example, which
contain the thioether amino acid lanthionine, are produced by
posttranslational modification and proteolytic processing of
ribosomally synthesized precursor peptides.[1] Other peptides
are synthesized nonribosomally. The tripeptide glutathione[2]


and the bacterial cell-wall precursor dipeptide DAla ±DAla[3] are
assembled by an enzyme-catalyzed phosphorylation of the
carboxyl group of one amino acid to facilitate the nucleophilic
attack of the amino group of the consecutive amino acid.
Yet another and very widespread method of peptide assembly


is performed on nonribosomal peptide synthetases (NRPSs),
which are the subject of this review. They produce secondary
metabolite peptides, which can have very complex structures
and many of which are used as important pharmaceuticals.
Examples are the penicillin precursor ACV (2), the antibiotic
vancomycin, the microtubule-stabilizing epothilone (10), and
virulence-conferring siderophores such as enterobactin (5) that
are secreted by microorganisms to capture iron ions. Producers
of nonribosomal peptides are mostly soil-inhabiting micro-
organisms, such as members of the Gram-positive Actinomycetes
and Bacilli, but also eukaryotic filamentous fungi. Marine micro-
organsims have also emerged as a rich source for such secondary
metabolites.[4] Nonribosomal peptides are usually about 3 ± 15


amino acids in length, with the upper limit possibly imposed by
the enormous size of the NRPSs (see below). Their structural
diversity (see Scheme 1 for examples) exceeds that of riboso-
mally synthesized peptide antibiotics. This is achieved by the
incorporation of proteinogenic and ™unnatural∫ amino acids as
well as �-hydroxy and carboxylic acids. Further modification
such as N-, C- and O-methylation, acylation, glycosylation,
heterocyclic ring formation, and conversion of the building
blocks into their stereoisomer can be conducted by the
enzymes. The released peptides can be linear, cyclic, or
branched-cyclic leading to macrocyclic lactams or lactones.
The often high content of hydrophobic residues and the
incorporation of long-chain fatty acids render the peptides able
to pass or penetrate biological membranes. The peptide-based
structures and enormous structural diversity confer the potential
to bind to many biological targets. The unusual monomers and
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Scheme 1. Products of NRPSs and PKSs. A) Products of linear NRPSs
(type A); B) products of iterative NRPSs (type B); C) products of nonlinear
NRPSs (type C) and mixed NRPS/PKS systems; D) products of PKSs.
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further chemical modifications are also beneficial for the stability
of the products against proteolytic digest. In particular, all
nonribosomal peptides contain, to our knowledge, unusual or at
least modified amino acids at their N or C termini. Thus, the
structures and the diversity of these compounds are preselected
for stability and biological activity.
In contrast to the structural diversity of the products, their


mode of synthesis, catalyzed by NRPSs, is very conserved.[5, 6]


NRPSs are large multifunctional enzymes that can carry out up to
several dozen reactions in a coordinated manner. One NRPS for a
certain product can be a single polypeptide chain, as is the case
for most fungal NRPSs (such as the 1.6 MDa cyclosporin
synthetase), or can be organized into a few interacting subunits
(each of which is also referred to as an NRPS), as is found for most
bacterial systems (for example, the tyrocidine synthetase
subunits TycA, B and C (see Figure 2 II). NRPSs are composed of
modules, each capable of carrying out one cycle of chain
extension. To become active they need to be posttranslationally
modified to their holo form by a 4�-phosphopantetheinyl
transferase,[7] generally at every module (see below). A key
principle in nonribosomal peptide synthesis is the covalent
attachment to the enzyme of all monomers and intermediates as
thioesters to the enzyme-attached 4�-phosphopantetheine
(Ppant) prosthetic groups until the final product is released
(see below for the first exceptions to this rule).
A module is composed of domains that catalyze the single


reaction steps like activation, covalent binding, optional mod-
ification of the incorporated monomer substrate, and conden-
sation with the amino acyl or peptidyl group on the neighboring
module. Peptide synthesis proceeds in an N- to C-terminal
direction. In a few cases, modification during chain elongation
can also be catalyzed by external enzymes. After release from the
NRPS complex, the product can undergo further tailoring
reactions by independent enzymes to achieve its mature form
(see the recent review[8] on tailoring reactions for more details).
Manipulations of NRPSs by genetic engineering of the


encoding genes holds the potential for the biosynthesis of
useful variants of the well-known pharmaceuticals or even
completely new products.[9, 10] A key issue in research on
nonribosomal peptide synthesis is how the multifunctional
NRPSs manage to specifically assemble these complex natural
products from simple monomers. How are the instructions to
these complex syntheses stored in the specificity of the single
domains and their organization within the enzyme templates?
The finding that modules as well as domains, the catalytic units
of NRPSs, retain their activity when excised from the multifunc-
tional enzymes supported the model of NRPSs being an array of
specifically interacting semiautonomous catalytic units. A co-
linear relation between the sequence of the product and
arrangement of the catalytic domains was confirmed for many
biosynthetic systems and can be illustrated with the consecutive
work-stations of an assembly-line. Consequently, exchange of
domains or modules for counterparts with different substrate
specificity resulted in productive NRPSs that synthesized pre-
dicted compounds.[9, 11±13] However, many recently discovered
NRPSs were found to substantially deviate from the ™classical∫
linear architecture; this makes it difficult or impossible to predict


their biosynthetic logic without extensive biochemical charac-
terization.
In this review, we propose a classification of NRPSs into three


classes, linear NRPSs (type A), iterative NRPSs (type B), and
nonlinear NRPSs (type C), and we will discuss their combinatorial
potential. First of all, however, the core domains essential for
every NRPS shall be introduced.


The Core Domains of NRPSs: Adenylation,
Thiolation, and Condensation


Three essential enzymatic activities are needed for one complete
elongation cycle, which is illustrated in Figure 1. They reside in
the adenylation (A), thiolation (T; also referred to as the peptidyl
carrier domain, PCP), and condensation (C) domains. First, the


Figure 1. Domain organization and reaction sequence of an NRPS elongation
module. A minimal NRPS elongation module consists of a C domain, an
A domain, and a PCP domain. The A domain selects a specific amino acid from
the available pool of substrates and catalyzes formation of the amino acyl
adenylate under consumption of ATP (reaction 1). The activated acyl moiety is
subsequently transferred onto the thiol group of the Ppant prosthetic group of the
PCP (reaction 2). Movement of the acyl-S-Ppant facilitates transport to the
acceptor or nucleophile position (a) of the upstream C domain, where peptide
bond formation with the amino acyl or peptidyl group of the preceeding PCP is
catalyzed (reaction 3). Finally, the elongation cycle is completed at the donor or
electrophile position (d) of the downstream C domain of the next module,
where deacylation of the PCP by nucleophilic attack of the following amino
acyl-S-Ppant results in translocation of the growing chain to the following
module. The Ppant prosthetic group is represented by the zigzagged lines.


A domain (about 550 aa in size) selects the cognate amino acid
from the pool of available substrates and activates it as the
aminoacyl adenylate (reaction 1 in Figure 1). This activation is
analogous to the first reaction performed by aminoacyl-tRNA
synthetases[14] in the ribosomal system. From the crystal
structure of a representative A domain in complex with its
substrates, the residues that form the pocket for substrate
recognition could be identified[15] and generalized for A domains
of diverse selectivity.[16] The analysis of the so-called signature
sequences allows the reliable prediction of the cognate sub-
strate(s) of newly identified NRPS sequences and a change of
selectivity by site-directed mutagenesis, which might serve as a
powerful tool to obtain new products.[16] In the following step,
the activated amino acid is transferred onto the thiol moiety of
the Ppant prosthetic group attached to the PCP domain
(reaction 2 in Figure 1). The Ppant group of each PCP is
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posttranslationally introduced onto the side-chain hydroxy
group of a conserved serine residue within the PCPs by a
cognate Ppant-transferase.[17, 18] Thus, the chemical energy of the
phosphoester is used for the formation of the energy-rich
thioester bond. The PCP (about 80 aa in size) with its 20 ä Ppant
cofactor then serves as a swinging arm to transport the
intermediates to the various catalytic centers. This covalent
tether, which is the hallmark of the so-called multiple carrier thio
template model of nonribosomal peptide synthesis[19] and which
is also found in polyketide and fatty acid synthesis, allows
™physical channeling∫[20] through the multifunctional enzyme.
C domains, which are about 450 aa in size, are localized between
every consecutive pair of A domains and PCPs and catalyze the
formation of the peptide bond between the upstream amino-
acyl- or peptidyl-S-PCP moiety and the free amino group of the
downstream aminoacyl-S-PCP, thus facilitating the translocation
of the growing chain onto the next module (reactions 3 and 4 in
Figure 1).
The directionality and ordered initiation of this synthesis is


probably achieved by so-called donor and acceptor sites on the
C domain for electrophiles and nucleophiles, respectively (illus-
trated as the two reaction centers on the C domain in Figure 1)
The acceptor site binds the aminoacyl-S-PCP with a high affinity
until the condensation process with the incoming aminoacyl- or
peptidyl-S-PCP is completed.[19, 21, 22] This way, misinitiation at
internal modules of the multimodular template is prevented.
According to this model, internal elongation modules can be
switched into initiation modules simply by deleting the up-
stream C domain of a C±A±PCP module.[22] Recent biochemical
studies indeed revealed an editing function of the C domains at
the acceptor site, which was found to discriminate, at least to a
certain extent, against amino acids of opposite stereochemistry
and with larger side chains, whereas the donor site is more
tolerant.[23, 24] Such a specialization for the nucleophile is in
agreement with the postulated binding site.


The Thioesterase Domain Can Act as a
Macrocyclase


In most NRPS assembly lines a thioesterase-like (Te) domain of
about 250 aa is found at the C-terminal end of the last module.
After transfer of the linear peptidyl intermediate from the last
PCP onto the catalytic serine residue of the Te domain (serine is
replaced by cysteine in a few examples), this domain catalyzes
release of the product by hydrolysis, cyclization, or oligomeriza-
tion. To directly assess the catalytic properties of excised
Te domains, peptidyl-S-NACs (peptide N-acetylcysteamine thio-
esters) were used as soluble molecule substitutes for the natural
peptidyl-S-PCP substrates. The 28 kDa Te domain from tyrocidine
NRPS catalyzed the formation of the cyclic antibiotic tyrocidine A
from a decapeptidyl-S-NAC that corresponded to the tyrocidine
sequence.[25] Remarkably, only very few of the ten residues
located at the N- and near the C-termini of the substrate
decapeptide were found to be important for efficient cyclization.
These residues are likely to be involved through hydrogen bonds
in a preorganisation of the linear peptide into the antiparallel �-
sheet structure that provides the right orientation of the N- and


C-termini for ring closure.[26] Other residues in the S-NAC
substrates can be substituted, deleted, or even replaced by
spacers or insertions of several amino acids leading to an
increase in ring size, as was demonstrated by efficient cyclization
of various substrate analogues.[25±27] A recent review was
dedicated to the different termination reactions catalyzed by
NRPSs.[28]


Linear NRPS (Type A)


Examples for linear NRPSs are the tyrocidine (1),[29] bacitracin
(3),[30] surfactin (4),[31] actinomycin,[32, 33] ACV (2 ; the penicillin and
cephalosporin precursor),[34] cyclosporin,[35] pristinamycin,[36, 37]


fengycin,[38, 39] and ergotamine[40] NRPSs and the glycopeptide
antibiotics of the vancomycin family, chloroeremomycin,[41]


balhimyicin,[42] and complestatin.[43] Figure 2 illustrates linear
NRPSs in the example of the biosynthesis of the tripeptide ACV
and the module organization of the tyrocidine and surfactin
NRPSs. In linear NRPSs, the three core domains are arranged in
the order C±A±PCP in an elongation module that adds one
amino acid to the growing chain. The first amino acid of the
peptide chain is incorporated by the initiation module which
lacks a C domain. On the other hand, the terminal module in
most cases contains a Te domain to release the full-length
peptide chain from the enzyme.[28] In NRPSs of fungal origin the
Te domain is often replaced by a specialized C domain, which is
believed to catalyze the cyclization reaction.[28] In linear NRPSs,
the sequence of the resulting linear peptide chain is entirely
determined by the number and order of the modules, in contrast
to nonlinear NRPSs, where the domain interplay can be more
complicated, as will be shown below. Thus, a typical linear NRPS
protein template for a peptide of n amino acids consists of n
modules with the domain organization A±PCP ± (C ±A±
PCP)n�1 ± Te. Modification domains are inserted into the respec-
tive module.


Strategies to Construct Hybrid Enzymes from
Linear NRPSs


The arrangement of modules in linear NRPSs suggests a
straightforward strategy to create novel products with predicted
amino acid changes by domain or module swapping at the
respective positions. Several such examples have been reported,
both in vivo with the manipulated producer strain secreting the
new peptide[9, 11, 44] and in vitro with purified hybrid pro-
teins,[12, 13, 33] to allow detailed studies of turnover rates and
possible by-product formation. Repositioning the Te domain
from the terminal modules to internal ones resulted in the
premature hydrolysis of the correspondingly shortened pep-
tides.[44, 45] Te domains from heterologous NRPSs with a desired
cyclization activity could be used to control regioselectivity of
the termination reaction.[45] Lichenysin and surfactin (4) are
structurally almost identical lipoheptapeptides that are used as
biosurfactants, but the more powerful lichenysin is produced in
only small amounts by Bacillus licheniformis. Whereas surfactin
(4) has a Glu residue at position 1 of the peptide portion, a Gln
residue is found in lichenysin. Exchange of the Glu-incorporating
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module (see Figure 2 III) of the surfactin NRPS of B. subtilis with
the Gln-activating module of the lichenysin NRPS of B. lichen-
iformis gave rise to a switch of B. subtilis into a high-level
lichenysin producer.[11] Thus, engineering a heterologous strain
that produces the desired compound in a better yield is an
interesting application. In this work, a site on the gene level that
corresponds to a highly conserved sequence motif within
C domains was chosen for the module exchange. Although a
very productive hybrid NRPS was obtained (the recombinant
strain produced about 90% lichenysin compared to the amount
of surfactin produced by the parent strain[11] ), this approach
might be less efficient when applied to heterologous NRPSs (the


surfactin and lichenysin NRPSs represent a special case because
of their very high sequence identity and because modules were
exchanged only at equivalent positions).
It is the prevailing opinion that surgery in linker regions


between the independently folding domains without pertubing
their integrity is in general the best way to obtain hybrid
enzymes. Linker regions, which usually show only little or no
conservation and are rich in small and hydrophilic residues, are
common in multidomain enzymes and can be identified by
limited proteolysis experiments or multiple sequence align-
ments.[46] Two papers have reported the construction of small
hybrid NRPSs by whole-module fusion in the linker regions


Figure 2. Organization and mode of synthesis of linear NRPSs (type A). The ACV (I), tyrocidine (II), and surfactin (III) NRPSs are typical examples for linear NRPSs. Peptides
of n amino acids are assembled on NRPSs with the module organization A± PCP± (C ±A ±PCP)n�1 ± Te, thus the number and order of modules determines the peptide
sequence. ACV synthetase contains all modules on one polypeptide chain, whereas the tyrocidine and surfactin synthetases are composed of three interacting subunits.
The Te domain can catalyze peptide release by hydrolysis, macrolactamization, or macrolactonization. Modules can contain optional domains for the modification of
the corresponding amino acid, for example, module 3 of the ACV NRPS and modules 1 and 4 of the tyrocidine NRPS. The N-terminal C domain of module 1 of the
surfactin NRPS (III) is responsible for transfer of a fatty acid to the glutamate residue bound at this module. The Ppant prosthetic group of each module is simplified as a
single line.
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between the A domain and the PCP[13] (defining a module as a
(PCP ±C±A) set of domains), as well as between the PCP and the
C domain[12] (defining a module as a (C ±A±PCP) set). In both
cases the predicted peptides were synthesized by the purified
enzymes with turnover rates comparable to those of the wild-
type systems. By leaving entire modules intact, these examples
also took into account recent results pointing to an editing
function at the acceptor position of the C domains (see
above).[23, 24] The implication of the latter work for the design
of efficient hybrid NRPSs is to avoid fusions between consecutive
C and A domains, which are potentially incompatible, but rather
to fuse (C ±A±PCP) or (PCP ±C±A) modules. Interesting in this
respect is a work on the construction of a hybrid enzyme derived
from the actinomycin NRPS that disregarded this guideline and
nevertheless successfully fused between the C and A domains.
The A domain and the PCP responsible for valine incorporation
were exchanged against a three-domain unit comprising the
A domain and the PCP, also valine-specific, and an N-methylation
(M) domain, which is inserted in the C-terminal end of the
A domains.[33] Interestingly, the upstream C domain was also able
to accept N-methylvaline as the nucleophile for formation of the
peptide bond; this indicates a tolerance for this modification.
However, the catalytic constants to assess the efficiency of the
hybrid enzyme were not determined in this study.
To further refine the rules and explore the limits for the design


of artificial NRPSs many domain combinations in hybrid contexts
remain to be tested, in particular those involving the numerous
modification domains that contribute substantially to the
bioactivity of the products. For example, it has been noted that
PCPs from modules containing an epimerization domain differ
significantly in their primary structure from standard PCPs
normally connected to a C domain;[7, 47] this probably reflects
specialized communication with this modifica-
tion domain and suggests possible incompati-
bilities if exchanged with modules of the other
kind.[48] Another important aspect for the full
exploration of the biosynthetic potential of
NRPSs by combinatorial approaches is to under-
stand the interaction between modules on
different subunits of a synthetase complex, that
is, interpolypeptide interaction between mod-
ules (in trans) as opposed to the intrapolypep-
tide interaction (in cis) as discussed above. What
governs, for example, the ordered interaction of
subunits in NRPS complexes comprising more
than 2 subunits? Why does SrfA-A donate the
intermediate peptide chain only to SrfA-B and
not to SrfA-C (see Figure 2 III)? The control and
predictable manipulation of these interactions
would provide a great combinatorial potential.
Recent work on mechanistically and architec-
turally related multidomain enzymes, the poly-
ketide synthases (PKSs) that assemble another
large class of natural products, revealed that
short linkers at the N and C termini of the
enzymes are necessary and sufficient to medi-
ate the observed protein ±protein interac-


tions.[20, 49±51] Exchange of these interpolypeptide linkers can
redirect the product flux between the subunits. Comparable
linkers can also be identified in NRPSs and NRPS/PKS hybrids,[52]


although they are generally shorter and less conserved. It will be
an important issue to clarify their role in nonribosomal peptide
synthesis.


Iterative NRPSs (Type B)


Iterative NRPSs use their modules or domains more than once in
the assembly of one single product. This strategy is employed to
build up peptide chains that consist of repeated smaller
sequences. For example, the depsipeptide antibiotic enniatin
(8) of the filamentous fungus Fusarium scirpi is a cyclic trimer of
the dipeptidol D-2-hydroxyisovaleryl ±N-methylvaline (D-Hiv ±
MeVal).[53] The iron-chelating siderophore enterobactin (5) pro-
duced by Escherichia coli is a cyclic trimer of dihydroxybenzoyl-
serine units.[54] Structurally very similar is bacillibactin (6) of
B. subtilis, which is a trimerized dihydroxybenzoyl-glycyl ± threo-
nine peptide.[55] Gramicidin S (7) is assembled by head-to-tail
condensation of two identical pentapeptide halves.[27] The NRPSs
involved in the synthesis of these compounds contain a reduced
number of modules that corresponds to only one set of the
repeated sequences, which is then assembled to form the final
multimeric product on the terminal PCP and/or Te domain. Thus,
the key to the oligomerization process is this latter domain, as
illustrated in Figure 3 for enterobactin (5). In the synthesis of
enterobactin (5) and gramicidin S (7), the monomer chains are
transferred onto the active site serine residue of the C terminal
Te domain, thereby deacylating the last PCP so that the next
monomer chain can be assembled.[56] Correct oligomerization of
the chains takes place on the Te domain until the final product is


Figure 3. Enterobactin NRPS as example for iterative NRPS (type B). In iterative NRPSs, modules or
domains are used more than once for the assembly of one product molecule. For example, three Dhb-
Ser-S-Ppant intermediates are generated on the two modules of the enterobactin NRPS and are
oligomerized and cyclized on the Te domain.
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released, usually through cyclization (see Figure 3). In the fungal
enniatin NRPS, the Te domain is replaced by a PCP and a
C domain. It is believed that the oligomerization intermediates
are stalled on this additional PCP with the C domain catalyzing
both the transfer and final cyclization.[28] In both examples,
Te domain and PCP±C didomain, these domains must control
both the number of the iterative cycles and the chemical nature
of the bonds between the monomer chains. In enterobactin (5)
and bacillibactin (6), the linkage occurs as ester bonds through
the side-chain hydroxy group of the serine and threonine
residues, respectively, whereas in gramicidin S the head-to-tail
dimerization yields peptide bonds, and in the synthesis of
enniatin the hydroxy groups of the �-hydroxyacid D-Hiv form
ester bonds with the C-terminal-activated N-methyl ± valyl
residues.
The N-methylated cyclooctadepsipeptide PF1022A (9), which


exhibits anthelmintic properties, is synthesized by an NRPS that
is probably of similar domain architecture to the NRPS of the
closely related N-methylated cyclohexadepsipeptide enniatin.[57]


PF1022A (9) is assembled by successive condensations of
dipeptidol building blocks of D-lactate ±MeLeu and D-phenyl-
lactate ±MeLeu. Interestingly, by using the purified protein (the
encoding gene has not yet been cloned) in assays for in vitro
synthesis of PF1022A (9),[57] the di-, tetra-, and hexahomologues
of PF1022A can be detected as by-products; this indicates partial
premature cyclization during the iterative assembly.
Strikingly, we are not yet able to distinguish iterative from


linear NRPSs by analysis of the primary sequence. The biochem-
ical knowledge of the enterobactin and gramicidin S NRPSs
suggests that all determinants for the multimerization process
reside in the terminal Te domain, however, even here multiple
sequence alignments with other Te domains point to no clue
allowing the prediction of such an iterative function. From the
present knowledge, the discussed iterative NRPSs can be
regarded as linear NRPSs with an iterative activity at the terminal
PCP (Te domain or PCP ±C didomain). Thus, if iterativity is desired
in artificial hybrid NRPSs, this/these domain(s) must be trans-
located. We expect, however, that oligomerization/cyclization is
a highly specialized process which in hybrid NRPSs will be
restricted to monomer peptides that are very similar to the
natural substrate in terms of size and sequence of the monomer
as well as the nature of the internal nucleophile.
Other examples of iterative NRPSs are those for the biosyn-


thesis of the siderophores yersiniabactin and vibriobactin. These
will be discussed with the nonlinear NRPSs in the next section, as
they also show an unusual domain organization.


Nonlinear NRPSs (Type C)


Sequencing efforts in the last years have revealed many
biosynthetic clusters that deviate in their domain organization
from the standard (C ±A±PCP)n architecture of linear NRPSs.
These were first regarded as rare exceptions of the colinearity
rule.[58, 59] In the meantime it has become clear that most of the
first characterized NRPS assembly lines were of the linear type


only by chance and that deviations of this type are not an
exception but constitute a considerable fraction of the NRPS
repertoire that can be found in nature. The hallmark of these
systems is at least one unusual arrangement of the core domains
C, A, and PCP. Recently described NRPSs that fall into this group
are the syringomycin (11), yersiniabactin (16), vibriobactin (14),
bleomycin (12), and mycobactin (15) systems (see Scheme 1 for
structures). A deviation from the module arrangement (C ±A±
PCP)n of linear NRPSs often goes along with nonlinear peptide
products that result from unusual internal cyclizations (for
example, bleomycin (12)) or branch-point syntheses (for exam-
ple, vibriobactin (14) or mycobactin (15)). Detailed biochemical
studies are needed to understand the function and the interplay
within these enzymes. Another difference to linear NRPSs can be
the use of small soluble molecules to be incorporated into the
nonribosomally assembled peptide, such as the amines in
vibriobactin (14) and bleomycin (12) synthesis. Since these
amines lack a carboxyl group, the prerequisite for a covalent
attachment to the enzyme as thioester, their incorporation
cannot obey the classic multiple-carrier thiotemplate model in
which all substrates and intermediates are covalently bound to
the enzyme. Specialized C domains with specificity for peptidyl-
S-PCP electrophiles at the donor position and free small
molecules as nucleophiles at the acceptor position catalyze
these reactions.[60, 61]


Many other biosynthetic clusters encoding putative nonlinear
NRPSs whose products are not known can be found in the
databases (for example, accession numbers U46488, T50176, and
U85909 submitted to the Genbank/EBI Database). Due to their
unusual (putative) domain organizations we can at best only
very vaguely predict their possible products. Furthermore,
inactive domains can complicate predictions based on the
primary structures of the enzymes.
We propose to classify all such systems as nonlinear NRPSs


(type C), until progress in understanding the underlying bio-
synthetic logic may call for more precise distinctions.
In syringomycin (11) biosynthesis, the two peptide synthe-


tases SyrB and SyrE have been identified.[58, 62] SyrB consists of an
A±PCP didomain, whereas SyrE comprises the remaining eight
(C ±A±PCP) modules and the terminal Te domain for the
assembly of the lipononapetide (see Figure 4 I). However,
biochemical analysis of the first two A domains of SyrE and the
A domain of SyrB clearly showed that SyrE must synthesize the
N-terminal lipooctapeptide and SyrB must add L-Thr as the
precursor of the ninth amino acid. The difference to linear NRPSs
is localized near the C-terminal end of SyrE: between the eighth
module and the terminal Te domain a C domain and a PCP are
inserted, giving rise to the unsual domain order (C ±A±PCP)8 ±
C ±PCP9a ± Te (see Figure 4). As shown in Figure 4 II, it was
proposed that SyrB delivers the activated amino acid L-Thr onto
the additional PCP9a in trans and that the additional C domain
extends the octapeptide to the nonapeptide on PCP9a before
release is catalyzed by the Te domain.[58] In this scenario, which
awaits biochemical proof, the role of the PCP9b of SyrB remains to
be explained.
In the biosynthesis of the siderophore yersiniabactin (16 ; see


Figure 5) from Yersinia sp. an even more impressive example of
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Figure 4. Syringomycin NRPS is a nonlinear NRPS (type C). The biosynthesis
cluster for the lipononapeptide syringomycin encodes the two NRPSs SyrB1 and
SyrE (I). SyrB1 recognizes threonine, the ninth amino acid of the syringomycin
sequence, and is proposed to complement the incomplete module 9 of SyrE by in
trans acylation of PCP9a. It is not clear if PCP9b of SyrB1 is needed for this
reaction.


in trans aminoacylation can be found.[63] The A domain of
HMWP2 is specific for cysteine and loads three PCPs with this
amino acid:[64±66] one is located in the same unit as the A domain,
whereas the second is at unusual distance on the same enzyme,
and the third is actually on another enzyme of the complex,
HMWP1 (Figure 5 I). This example also highlights the remarkable
architectural flexibility that the yersiniabactin NRPS must be able
to adopt, beyond the usual ability of a PCP, to interact with an
A domain, upstream and downstream C domains, and optionally
with modification domains.[67] The necessary spatial proximity of
the active sites of the A domain and the three PCP domains
could be achieved either by a highly complex three-dimensional
arrangement of the domains of yersiniabactin NRPS and/or by
large conformational changes. Yersiniabactin and the structurally
related siderophore pyochelin[68] are also good examples for
tailoring steps carried out by distinct modification enzymes
while the growing chain is still attached to the NRPS complex.
The NADPH-dependent reductase PchG reduces one of the
thiazoline rings to thiazolidine. In yersiniabactin biosynthesis,
the homologous YbtU is believed to catalyze the equivalent
reaction[69] (see Figure 5 II).
Whereas in yersiniabactin biosynthesis one A domain loads


three different PCPs, a C domain is proposed to catalyze
formation of two amide bonds during the assembly of the
siderophore myxochelin (13 ; see Scheme 1 for structure) from
Stigmatella aurantiaca.[70] This pathway is illustrated in Figure 6.
Obviously, the C domain of the four domain NRPS MxcG (with
the domain organisation C±A±PCP ±R, where R is a reductase


domain) is responsible for acylation of both the �- and
�-side-chain amino groups of the activated lysine
residue with dihydroxybenzoyl groups, which are trans-
ferred from the PCP of MxcF. According to this
hypothesis,[70] the integrated C domain of MxcG must
process these two different nucleophiles at its acceptor
position (Figure 6). No other C domains have been
found in the myxochelin gene cluster. In the subse-
quent course of the biosynthesis, the bisacylated lysyl-
S-PCP intermediate is reduced to the free aldehyde by
the R domain of MxcG and is then probably further
reduced by an oxidoreductase to myxochelin A or
converted by an aldehyde amino-transferase into
myxochelin B. Genes encoding candidate enzymes for
these reactions are located in the cluster.[70]


The biosynthesis of the siderophore vibriobactin
(14)[60, 61, 71, 72] is a particularly interesting example as it
shows for the first time the use of free soluble molecules
to be incorporated into the product without prior
binding to the enzyme as a thioester. As shown in
Figure 7, the virulence-conferring molecule from Vibrio
cholerae consists of the triamine norspermidine, with a
dihydroxybenzoyl (Dhb) moiety bound to one of the
terminal amines and two dihydroxyphenyl oxazoline-
carbonyl (Dhp-Oxa) moieties bound to the remaining
two amines. Norspermidine has no carboxyl group
which could be used for an activation as acyl adenylate.
Thus, an A domain for its incorporation is superfluous,
instead its entry into the vibriobactin biosynthesis is


Figure 5. Yersiniabactin NRPS is a nonlinear NRPS (type C). Yersiniabactin biosynthesis
proceeds on a mixed NRPS/PKS system. Panel I shows the binding of the monomer acyl
building blocks on the carrier protein domains. The cysteine-specific A domain of HMWP2
acylates three different PCPs on two enzymes. Panel II shows the proposed assembly of the
siderophore with the domains that are involved in the single steps highlighted. YbtU is an
external NADPH-dependent reductase.
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Figure 6. Myxochelin NRPS is a nonlinear NRPS (type C). The proposed biosyn-
thesis of the siderophore myxochelin involves two acylations of the lysine residue
bound to MxcG with Dhb provided by MxcE and MxcF. The C domain of MxcG
would carry out both reactions with the �-amino group and the �-side-chain
amino moiety of Lys-S-Pant-MxcG serving as nucleophiles.


Figure 7. Vibriobactin NRPS is a nonlinear NRPS (type C). The siderophore
vibriobactin is synthesized from one molecule of norspermidine, two molecules of
threonine, and three molecules of Dhb. The vibriobactin NRPS is the first
biochemically characterized example for the use of free, soluble, small molecules
as nucleophiles in nonribosomal peptide synthesis. The stand-alone C domain
VibH transfers the first Dhb from Dhb-S-Ppant-VibB onto the triamine norsper-
midine. The six-domain NRPS VibF acylates the two remaining amine groups with
dihydroxyphenyl oxazolinecarbonyl (Dhp-Oxa), which is derived from condensa-
tion of Dhb with threonine. It is not yet clear if both or just one of the two Cy and
C domains of VibF are involved in these reactions.


achieved by a stand-alone C domain, VibH, which catalyzes the
transfer of a Dhb from VibB onto one of the terminal amines.[60]


The two acylations with Dhb-Oxa to yield the final product are
performed by VibF[61] (see Figure 7). The Michaelis constant (Km)
value for norspermidine in this reaction was determined to be
1.5 mM whereas those for the mono- and bisacylated intermedi-
ates were 1.7 and 25 �M, respectively; this indicates the high-
affinity sequestering of the reaction intermediates.[60, 61] There
are two striking features about this six-domain enzyme, which
can be seen as both an iterative and a nonlinear NRPS. Whereas it
contains only one A domain and one PCP to build up two Dhb-
threonyl-S-PCP for each product formed (after transfer of Dhb
from VibB), there are two Cy domains (for heterocyclic ring
formation) and two C domains to give a domain arrangement
Cy ±Cy±A±C±PCP ±C. It is believed that each of the C domains
catalyzes transfer of one Dhb-Oxa moiety onto the norspermi-


dine acceptor.[61] This is reasonable since recognition of the
middle and the terminal amine might require a dedicated
catalyst. However, the reason for the presence of a second
Cy domain remains obscure and the question of whether both
Cy domains are active must be addressed with mutational
studies.[61]


The antitumor drug bleomycin (12) shares with vibriobactin
the acylation of an amine lacking a carboxyl group for thioester
activation, although the attached peptide chain is much larger in
this case. Bleomycins with two different terminal amines are
known, and two stand-alone C domains can be identified in the
sequenced 85 Kb of the biosynthesis cluster[73] (see Figure 8 I).
Since the last NRPS modules also lack a Te domain, the knowl-
edge of vibriobactin synthesis would postulate a biosynthetic
logic similar to that of VibH of the vibriobactin NRPS:[60] the fully
assembled peptide chain would be transferred onto the amine(s)
by one or both of the stand-alone C domains that are specific for
these small molecule nucleophiles. However, bleomycin also
contains other structural elements that are unprecedented in
nonribosomal peptide synthesis and for which assumptions on
the nature and order within the NRPS of the necessary domains
can only be speculative.[73] First, the first amino acid residue is
believed to be derived from dehydroalanine, which is then
bound to the amino group of Asn2 by conjugative addition and
subsequent aminolysis. The formation of the pyrimidine ring
requires cyclization with the side-chain moiety of Asn3 followed
by transamination and oxidation.[73] An aminoacyl ligase at the
N terminus of BlmVI was proposed for the aminolysis reaction
and a surplus C domain (C�) at the C terminus of BlmV was
suggested as candidate for the cyclization reaction.[73] However,
one of the two stand-alone C domains could also be involved
(see Figure 8 I). The enzymatic activities for transamination and
oxidation are probably not integrated in the NRPS. A distinct PCP,
encoded by blmI[74] (Figure 8 I), might also come into play in a yet
unknown fashion. The remaining chain extension would pro-
ceed in a relatively standard manner through the NRPS and PKS
modules,[73] except for the above-mentioned unusual termina-
tion by transfer onto amine acceptors. Therefore bleomycin is a
good example about how unusual structural features go along
with unusual domain arrangements whose logic is not yet
decipherable for us and will require detailed biochemical
characterization or mutational studies.
Another very complex nonlinear NRPS is involved in the


biosynthesis pathway for the siderophore mycobactin (15) of
Mycobacterium tuberculosis[75] (see Scheme 1 for structure).
Although mycobactin (15) is on first sight a relatively simple
molecule, its assembly is not completely understood and is very
difficult to predict from the biosynthesis genes. Nonlinear
peptide structures again parallel nonlinear organization of
domains in the mixed mycobactin NRPS/PKS hybrid (Figure 8 II).
The terminal lysine residue undergoes intramolecular lactamiza-
tion, which probably occurs in the course of releasing the
product from the enzyme complex in a reaction that might be
catalyzed by the terminal domain with homologies to the E and
C domains.[75] Furthermore, the PKS-derived 3-hydroxybutyrate
unit is linked through the hydroxy group as an ester with the first
peptide-like half of mycobactin, although PKSs usually catalyze
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Claisen-like C�C bond formations. This would mean that
mycobactin is assembled from two halves whose synthesis
may start independently. The ester bond might be formed by the
acyltransferase domain at the end of MbtB.[75] Reminiscent of the
syringomycin (11) NRPS (see above), insertion of a C±PCP two-
domain unit is found between modules 4 and 5 in MbtE (see
Figure 8 II). In analogy to the proposed biosynthesis of syringo-
mycin (11), it can be hypothesized that this two-domain unit of
MbtE might be loaded in trans with a fatty acid by an as yet
unidentified factor, for example an acyl-CoA ligase-like enzyme,
which is then transferred to the lysine residue side chain. If this
hypothesis is true, assembly of mycobactin would proceed in a
branch-point synthesis fashion on different parts of the mole-
cule, catalyzed by domains that are integrated within the same
NRPS. Detailed biochemical characterization of this interesting


pathway would be necessary to unravel the domain interplay.
Unfortunately, the production of recombinant mycobactin
NRPSs for such studies was hindered by expression and solubility
problems in E. coli.[75]


Finally, the enzyme NovL involved in the biosynthesis of the
antibiotic novobiocin (17) from Streptomyces spheroides[76, 77] is
an example for an unusual peptide antibiotic biosynthesis
pathway that does not follow any of the discussed principles.
NovL catalyzes formation of the peptide bond between
3-dimethylallyl-4-hydroxybenzoic acid (ring A, see Figure 8 III)
and 3-amino-4,7-dihydroxy-8-methyl coumarin (ring B).[77] Strik-
ingly, NovL is a one-domain enzyme only, with homology to acyl-
adenylate forming enzymes of the same superfamily as A do-
mains. It activates the carboxy acid of ring A towards the acyl
adenylate. Instead of the usual transfer onto a PCP, however, the


Figure 8. The bleomycin and mycobactin NRPSs are nonlinear NRPSs (type C). Panels I and II show the NRPSs genes and enzymes of the biosynthetic pathways for
bleomycin and mycobactin, respectively, which are only poorly understood. The monomer substrates are drawn to each module as suggested by the authors. An
A domain forms a peptide bond in the biosynthesis of Novobiocin. Panel III illustrates the reaction carried out by NovL.
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acyl adenylate then directly acts as the electrophile for the
condensation with amino group nucleophile of ring B. Apparent
Km values were 19 �M for ring A and 131 �M for ring B.[77] Thus, an
A domain (or an A-domain-like enzyme) can also use a diffusable
small-molecule nucleophile and bypass a PCP. In fact, covalent
capture of the highly reactive aminoacyl-adenylate intermediate
with diffusable small molecules has been observed as a side
reaction for other NRPSs.[64, 78] NovL is an example for the
efficient exploitation of this kind of reaction, which can obviously
be encountered in many biosynthetic pathways requiring only
one condensation step between two precursors of the final
product.[79] It can also be compared with the reaction catalyzed
by acyl-CoA ligases which belong to the same superfamily as the
A domains. It remains a matter of definition as to whether the
one-domain NovL should be counted in the family of NRPSs,
whose characteristics are the interplay of several domains and
the covalent linkage of (at least most of) the biosynthesis
intermediates. The potential use of enzymes of the NovL type to
create more general peptide bond forming catalysts by in vitro
evolution is, however, remarkable.


Comparison with PKS, FAS, and NRPS/PKS
Hybrid Systems


It is very helpful to compare NRPSs with PKSs, since both classes
of multifunctional enzymes employ a similar synthetic logic in
utilizing Ppant-dependent carrier proteins to bind the mono-
mers and the growing chain to the enzyme complex. Naturally
occuring NRPS/PKS hybrids underline this close relationship.
Thus, insights gained on one system may stimulate research in
the other field as well. Instead of amino acids, polyketides are
built of acetate and propionate monomers. Malonyl- and
methylmalonyl-CoA are the activated precursors used for the
extension steps, which proceeds like fatty acid synthesis. In
addition, structural diversity of the ketide backbone is achieved
by selective reduction of the �-keto group after each condensa-
tion step. Other parameters are chain length, macrocyclization
and further tailoring through hydroxylation, methylation, or
glycosylation (see recent reviews on comparisons between
NRPSs and PKSs[52, 80, 81] for a more detailed description).
According to Kennedy et al.[82] , PKSs can be subdivided into
three large groups: modular (type I) and iterative PKSs (type II)
are of bacterial origin, iterative type I PKSs are of fungal origin.
The modular PKSs of type I (examples are those for the


biosynthesis of erythromycin (18 ; see Scheme 1 for structure)[83]


and tylosin[84] ) correspond in architecture to the linear NRPSs.
Modules and domains are arranged in a linear order according to
the stepwise assembly of the ketide chain. A thioesterase
domain at the last module cleaves the product by macro-
cyclization. Like linear NRPSs, modular PKSs are manipulatable in
a predictive manner by module or domain swapping, domain
insertion, or domain inactivation.[6, 85] Attempts to generate
molecular diversity by genetic engineering of linear NRPS-
encoding genes may profit from two powerful approaches
recently demonstrated for modular type I PKSs. First, as men-
tioned above, the identification of N- and C-terminal linkers that
control the interpolypeptide interaction between modules on


different enzymes raises the question of whether similar linkers
are operative in NRPSs.[52] Second, a multiplasmid approach was
reported for PKSs to produce libraries of variants of the lead
compound erythromycin (18).[86] To this end, a production strain
was transformed with three plasmids, each harboring one of the
three genes encoding the PKSs responsible for the synthesis of
the erythromycin aglycone precursor. After various domain-
swapping experiments in each of the genes, the modified
plasmids were used for transformation in all possible combina-
tions (for example, 4 plasmids for each gene give 4� 4�4� 64
possible combinations). This strategy would be conceivable for
all NRPS systems comprising two or more subunits, such as the
surfactin, tyrocidine, and bacitracin NRPSs, to produce a large
number of variants.
The most convincing argument for the similarity of modular


PKSs (type I) and linear NRPSs is the existence of mixed
biosynthetic clusters of the two types in nature. In these
complexes, NRPS and PKS modules can act together either in
trans on distinct enzymes or even in cis connected with each
other on one polypeptide chain.[52, 81] Examples of the mixed
peptide ±polyketide products are the important agents bleo-
mycin (12),[73] epothilone (10),[87, 88] myxothiazol,[89] microcys-
tin,[90, 91] and rapamycin.[92] (The lipopeptide mycosubtilin is
assembled on a hybrid NRPS/fatty acis synthase (FAS) com-
plex[93] ). Artificial generation of hybrid NRPS/PKS enzymes would
tremendously increase our potential for combinatorial biosyn-
thesis.
In iterative PKSs of type II, the catalytic domains (acyl carrier


protein (ACP), ketosynthase, acyltransferase, etc.) are used
iteratively to build up a ketide chain that is subsequently
cyclized by additional cyclases and aromatases. Tetracycline (19)
and daunorubicin are examples of the often aromatic products
that synthesized in this fashion.[94] The factors that control the
chain length are not completely understood. In contrast to the
modular PKSs of type I, but in analogy to bacterial FASs, all
domains and additional enzymatic activities are localized on
distinct polypetide chains. Exchange of enzymes between
different systems can lead to new products.[95] There are also
examples of distinct NRPS domains, such as A domains in many
aryl-capped peptides and siderophores,[96] isolated PCPs in the
actinomycin NRPS[32] and associated with the bleomycin clus-
ter,[74] and stand-alone C domains in the vibriobactin[60] and
bleomycin clusters.[73] Some authors proposed that these would
correspond functionally to iterative type II PKSs. However, they
cannot be regarded as such counterparts in terms of biosyn-
thetic logic, since the iterative use of a single set of core domains
is missing. In fact, the structural diversity obtained by iterative
type II PKSs through various cyclizations of a ketide polymer
precursor would not be possible in comparable form with a
polymer of a single amino acid. To produce amino acid polymers,
nature obviously has selected another kind of peptide synthe-
tases, which operate with a different, Ppant-independent
mechanism, such as the cyanophycin synthetase. Cyanophycin
is a polymer of L-aspartic acid with L-arginine condensed to the
side-chain carboxy acids.[97, 98] The construction of NRPSs from
various distinct A domains, PCPs, and C domains that randomly
interact with each other in order to produce a peptide library has
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been proposed previously[5, 74] but seems out of reach at present
time. It would require a general C domain with a broad
selectivity on both acceptor and donor sites, as well as control
of in trans interactions between A domains and PCPs on one
hand and PCPs and C domains on other. Determinants for these
issues are at present not at all understood.
Fungal iterative type I PKSs resemble iterative type II PKSs with


the difference that all PKS domains are integrated on one
polypeptide chain. Accessory enzymes in lovastatin (20 ; see
Scheme 1 for structure) biosynthesis were shown to be involved
in control of chain length and specific reduction of the extender
units;[82] this is, however, only partially understood. This type of
PKS can deviate in some aspects from the conserved domain
organisation found in the modular type I PKSs or FASs. For
example, a two-domain unit of two consecutive ACPs is a typical
architectural feature of unknown funtion.[99] Fungal iterative
type I PKSs can be regarded as the closest counterpart of
iterative NRPSs, especially of those of fungal origin like the
enniatin NRPS, although marked differences remain, for example
the higher number of modules in iterative NRPSs.
An unsual module composition has been found in the


antibiotic TA[100] and albicidin PKSs[101] as well as in a hybrid
NRPS/PKS of B. subtilis for which the corresponding product is
not known.[102] In these cases, the PKS modules lack an
AT domain. Acyl transfer with the extender units is believed to
be catalyzed by distinct acyl-transferases which are encoded
within the clusters. This situation would correspond to the
proposed in trans acylation of SyrE by SyrB in syringomycin
biosynthesis (see above). Another PKS that corresponds in terms
of unpredictable domain interaction to the nonlinear NRPSs is
that for the biosynthesis of methymycin and pikromycin.[103]


Here, the terminal Te domain can obviously either cyclize a 14-
membered ketide assembled on the last module, or, alterna-
tively, can interact with the second last module to cleave a 12-
membered ketide. This partial ™skipping∫ of the last module
results in formation of a product mixture from one PKS
complex.[103] Finally, probably the most exotic modular PKSs,
which can be discussed as ™nonlinear∫, have very recently been
reported. They are involved in the production of polyunsatu-
rated fatty acids and exhibit unusual domain arrangements with
up to nine consecutive ACPs in one enzyme.[104] Thus, also the
combinatorial potential of the catalytic domains of PKSs does
not seem to be restricted to the solutions of the so far well-
characterized systems.


Conclusions


Recent results indicate that the biosynthetic potential of NRPSs is
even larger than previously appreciated. Unusual domain
organizations within the multifunctional enzyme templates can
lead to the assembly of products which are structurally more
complex than those derived from linear peptide precursors. We
propose the classification into linear NRPSs (type A), iterative
NRPSs (type B), and nonlinear NRPSs (type C) to reflect the
different mechanisms of synthesis. Detailed biochemical studies
of nonlinear NRPSs will be necessary to understand the


selectivity and interaction of the involved domains and to
exploit these for combinatorial approaches.


Abbreviations


A adenylation
aa amino acid
Aad �-aminoadipate
ACP acyl-carrier protein
ACV �-aminoadipyl-L-cysteinyl-D-valine
AMP adenosine monophosphate
AT acyltransferase
ATP adenosine triphosphate
C condensation
CoA coenzyme A
Cy domain for heterocyclic ring formation
Dhb dihydroxybenzoyl
Dhp dihydroxyphenyl
E epimerization
FAS fatty acid synthase
KR ketoreductase
KS ketosynthase
MT methyltransferase
NRPS nonribosomal peptide synthetase
Orn ornithine
Ox oxidation
PCP peptidyl-carrier protein
PKS polyketide synthase
Ppant 4�-phosphopantetheine
R reductase
T thiolation
Te thioesterase
S-NAC S-N-acetylcysteamine
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Cell Cycle Control and Cell Division: Implications
for Chemically Induced Carcinogenesis**
Andreas Luch*[a]


Eukaryotic cells proceed through an ordered series of events
constituting the cell cycle, during which their chromosomes are
duplicated and one copy of each daughter chromosome segregates
to each daughter cell (mitosis). A precise and stringent regulation
of this cell cycle is absolutely necessary for normal development of
multicellular organisms; loss of cell cycle control, however, may
ultimately lead to the generation of tumors. The present article
provides an overview on the molecular mechanisms constituting
the two most important checkpoints within the cell cycle of


eukaryotic cells, that is, the spindle/mitotic checkpoint and the DNA
damage checkpoint. It will be discussed how these checkpoints
may be impaired by chemical carcinogens and how these
interactions may contribute to the generation of aneuploidy and
accumulation of somatic mutations, two major characteristics of
human tumor cells.


KEYWORDS:


carcinogenesis ¥ cell cycle control ¥ DNA damage ¥ mitosis ¥
signal transduction


1. Introduction


Cell cycle checkpoints regulate progression between distinct
steps within the cell cycle (G1�S�G2�M; Figure 1) to
guarantee high fidelity during protein-catalyzed passage of
™critical events∫ like segregation of chromosomes (the spindle/
mitotic checkpoint), DNA replication (the DNA replication


G1G2


S


M


CDK1/
cyclin A or B
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Figure 1. Schematic representation of the cell cycle of somatic cells from higher
vertebrates and humans. Fast-replicating cells from higher vertebrates proceed
through an entire cell cycle within 24 hours: M phase (mitosis) �30 min,
G1 phase (first ™gap∫ phase) �9 h, S phase (synthesis phase�DNA replication)
�10 h, G2 phase (second ™gap∫ phase) �4.5 h. Immediately after mitosis,
initiation of cell division (cytokinesis) occurs. Mitosis can be subdivided into
prophase, metaphase, anaphase, and telophase (see Figure 2). The period in
between two M phases is called interphase (�G1� S�G2). The figure also
displays the most important cell cycle phase-dependent CDK/cyclin complexes
and their most relevant cellular inhibitors (see the text for explanations).


checkpoint), and DNA damage-induced cell cycle arrest and
apoptosis (the DNA damage checkpoint).[1] Disturbance of these
cellular checkpoints, for example, by chemically induced muta-
tions or chemical inhibition of contributing protein factors, may
therefore lead to chromosome missegregation (aneuploidy),
accumulation of DNA mutations, and subsequently to ™genomic
instability∫ and generation of tumors.[2]


2. Cell Division: The Spindle or Mitotic
Checkpoint


Many tumor cells are aneuploid.[3] Studies of colorectal cancer
cell lines indicate that aneuploidy can result from an error-prone
distribution of chromosomes during mitosis.[4] Mutations within
genes encoding the proteins that constitute the spindle or
mitotic checkpoint (Figure 2) may often–but not exclusively–
be etiologically related to this process.[5] The resulting ™chromo-
somal instability∫ may facilitate the additional loss of tumor-
suppressor genes and subsequently may lead to formation and
selection (™evolution∫) of malignant cells.[6]


Microtubule inhibitors like taxol, colchicine, nocodazole, or
vinca alkaloids (Scheme 1) interfere with the assembly and
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degradation of the mitotic spindle apparatus and therefore
affect mitotic segregation of chromosomes at the transition from
metaphase to anaphase. Exposure to these compounds results
in a cellular delay/inhibition of the onset of anaphase (by
activation of the spindle checkpoint) and/or in induction of
apoptosis.[7] The spindle checkpoint is constituted by a signal


transduction cascade that inhibits the onset
of anaphase until all spindle microtubules
are correctly attached to the kinetochores of
each individual chromosome. Progression in
mitosis remains blocked even in the case
where just a single chromosomal connec-
tion is missing.[8] The mitotic arrest caused
by unattached chromosomes can be over-
come by laser ablation of the kinetochore.[9]


Thus, the signal for checkpoint-dependent
arrest arises from the kinetochores.
Many new and detailed insights on the


control of the transition between meta-
phase and anaphase have been achieved
during recent years by investigation of yeast
cells (Saccharomyces cerevisiae and Schizo-
saccharomyces pombe).[10] However, the
mechanistic relationship between activa-
tion of the spindle checkpoint and induc-
tion of apoptotic cell death still remains
unclear. Apoptosis may be a direct result of
the activation of proteins involved in the
checkpoint; alternatively, apoptosis may
also result from an arrest in metaphase or


may be induced by proapoptotic structures accumulating in cells
that undergo aberrant mitosis (exit from mitosis in the absence
of anaphase or cytokinesis).[7, 11]
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Scheme 1. Important inhibitors of microtubules and mitosis : taxol (from Taxus
brevifolia), colchicine (from Colchicum autumnale), nocodazole (methyl-[5-(2-
thienylcarbonyl)-1H-benzimidazol-2-yl]-carbamate), and vinblastine or vincristine
(from Catharanthus roseus).
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PAPC/C


G2 prophase metaphase anaphase cytokinesis


cyclin A/B


CDK1


G1


S
synthesis phase (DNA replication)


Cdc20


P


Cdc14


Mad2


Mad3


Mad1
Bub3


Bub1


Bub2


Mitotic Exit
Network


securin


kinetochore


APC/C


Cdc20


CDK1


CDK1
CDK1


APC/C


cyclin B


separin
separin


Cdh1
Cdh1


P


PP


APC/C


Figure 2. The spindle checkpoint. APC/C-dependent regulation of cell cycle progression and function of
the spindle checkpoint in animal cells (see the text for explanations). For clearness reasons, the final
stage in mitosis, traditionally termed as `telophase', is not depicted in this figure (see Figure 1).
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2.1. Cyclin-dependent progression through mitosis


Progression through the eukaryotic cell cycle is controlled by
heterodimeric protein kinases consisting of a regulatory subunit
(cyclin) and a catalytic subunit (cyclin-dependent kinase, CDK; in
yeast, Cdc stands for cell division cycle; Figure 2). Mitosis is
initiated by a maturation- or mitosis-promoting factor (MPF)
consisting of cyclin B and Cdc2 (in fission yeast), Cdc28 (in
budding yeast), or CDK1 (in mammals).[12] Phosphorylation
reactions catalyzed by mitotic CDK complexes that accumulate
during interphase are responsible for condensation of chromo-
somes (condensin), nuclear-envelope breakdown (nuclear
lamins), and assembly of the mitotic spindle apparatus (micro-
tubule-associated proteins). Inactivation of mitotic CDK com-
plexes is induced by the polyubiquitination-triggered degrada-
tion of their cyclin subunits ; this starts in late anaphase and is
catalyzed by the anaphase-promoting complex/cyclosome
(APC/C).[13] APC/C is a complex ubiquitin ligase (12 subunits)
that targets substrate proteins for rapid degradation by the
proteasome.


2.2. The role of the anaphase-promoting complex


The APC/C-catalyzed degradation of mitotic CDK complexes in
late anaphase is required for cellular progression into G1 phase.
Complex cellular events like the breakdown of the spindle
apparatus, decondensation of chromosomes, cytokinesis (cell
division), reassembly of the nuclear envelope, and formation of
prereplication complexes occur during the transition between
mitosis and interphase. Segregation of chromosomes (meta-
phase�anaphase transition), however, is induced by the APC/C-
catalyzed degradation of securins (inhibitors of chromosome
segregation during anaphase; Figure 2). The presence of secur-
ins (for example, Pds1) leads to sequestration of initiators of
anaphase, the separins (such as Esp1). During metaphase, sister
chromatids are connected to each other by a multiprotein
complex named ™cohesin∫. Esp1-dependent proteolysis of Scc1,
an important component among proteins composing the
cohesin complex, directly facilitates segregation of sister chro-
matids.[10, 13] Initiation of chromosomal segregation is therefore
realized by a multistep protein cascade activated by APC/C-
catalyzed degradation of securins. Consistently, mutations with-
in subunits of APC/C lead to metaphase arrest in the cell cycle.[14]


Accessory factors regulate the oscillating activity of APC/
C.[10, 13, 15] Biochemical studies with oocytes from the frog
Xenopus laevis have shown that transition to anaphase is
initiated in early M phase by degradation of securins only after
CDK-catalyzed phosphorylation of APC/C subunits and subse-
quent binding of Cdc20 (APC/CCdc20) (Figure 2). Binding of Cdh1,
another activator of APC/C in yeast and somatic cells, however,
occurs during late M/early G1 phase and constitutes the complex
APC/CCdh1 that leads to polyubiquitination (and finally degrada-
tion) of cyclin B (telophase�G1 transition through cytokinesis ;
Figure 2).


2.3. Protein components constituting the spindle checkpoint


Conversely, the activity of APC/C is controlled by components of
the spindle checkpoint.[1, 10] Genetic screening of S. cerevisiae led
to the identification of a number of contributing genes named
mad1± 3 (stands for mitotic-arrest defective) or bub1± 3 (stands
for budding uninhibited by benzimidazole).[10] Cloning of
homologous genes from animals or humans and analysis of
the gene products revealed that protein kinase Bub1 is localized
at the kinetochore and activated by the spindle checkpoint.
Together with another kinase (Mps1), Bub1 leads to phosphor-
ylation of Mad1 in a Bub3- and Mad2-dependent manner
(Figure 2), subsequently resulting in activation of Mad2 and
inhibition of APC/CCdc20 through formation of a ternary Mad2/
APC/CCdc20 complex (the so-called Bub/Mad pathway). This
cascade leads to an arrest of the cell in metaphase through
securin-dependent sequestration of the separin Esp1.[10]


On the other hand, Bub2 is probably activated by as yet
unknown mechanisms that are initiated through microtubule
depolymerization rather than by signals originating from
unattached kinetochores. Results from studies with yeast cells
demonstrated that Bub2 is localized at the spindle poles
(centrosomes). As soon as chromosomes arrive at the spindle
poles in late anaphase, cytokinesis is initiated. It is likely that this
process is initiated by association of Bub2 with Byr4 because the
resulting GTPase-activating protein complex (Bub2/Byr4) inhibits
the multistep protein cascade called the ™mitotic exit network∫
(MEN). Since MEN normally activates the function of APC/CCdh1


through Cdc14-catalyzed dephosphorylation of Cdh1, Bub2-
dependent inhibition of MEN finally results in a blockage of the
transition into G1 (the Bub2/Byr4 pathway, Figure 2).[10]


2.4. Mitotic cyclins in mammalian cells


In somatic cells from higher vertebrates two different major
mitotic cyclins, cyclins A and B, were identified (Figures 1 and 2).
Cyclin A is required for both S phase progression and the early
steps in mitosis, whereas cyclin B is required for entry into
mitosis. Cyclin A is degraded by APC/CCdc20 at the time of nuclear
envelope breakdown and not stabilized by activation of the
spindle checkpoint (Figure 2).[16] In contrast to the situation in
yeast cells or oocytes from Xenopus laevis (see Section 2.2.),
cyclin B degradation in somatic cells is started by APC/CCdc20


during metaphase and is finally finished by APC/CCdh1 after
anaphase (Figure 2).[17] Although somatic cells express both APC/
C activators known to date (Cdc20 and Cdh1) and also
components of the MEN,[18] the physiological role of the APC/C
activators and MEN remains to be exactly characterized.


2.5. Inhibition of proteins of the spindle checkpoint


Selective inhibition of Bub1, Bub3, or Mad2 in mice demon-
strated that these checkpoint proteins are also important for
mitotic chromosome segregation in mammalian cells.[19] In
addition to increased frequencies of chromosomal missegration
(aneuploidies) and apoptotic cells, elevated levels of lung tumors
were observed in mice that had been knocked-out for only one
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mad2 allele. Analogous or similar effects were also seen after
mutational alteration of other proteins associated with the
kinetochore, for example, the tumor-suppressor gene respon-
sible for a hereditary precancerous stage of colon cancer called
Adenomatosis Polyposis Coli.[20] The tumor-suppressor protein,
which was discovered by investigating the molecular pathology
of this disease, accumulates at the chromosomal kinetochores
during mitosis by forming complexes with Bub1 and Bub3. In
summary, these observations together with the detection of
mutations found in the spindle checkpoint components of
tumor cells[5] clearly underscore the importance of chromosomal
missegregation and formation of aneuploid daughter cells for
the generation of cancer.


3. Cell Cycle Progression in Interphase


3.1. Control of DNA replication


Cell cycle progression from G1 to S phase was investigated and
characterized in yeast before it became clear that proteins with
similar structural and functional properties are also expressed in
cells from vertebrates or mammals.[21, 22] The transition between
G1 and S phase is realized through the synthesis of CDKs and
cyclins specific to late G1 or S phase (CDK2 and cyclins E and A in
animals) and subsequent activation of the complexes formed
(Figure 1). Prior to activation of these complexes, CDK inhibitors
like Sic1 (budding yeast) or p27Kip1 (mammals) must be
destroyed at the proteasome. This process is cooperatively
catalyzed by the ubiquitin-conjugating enzyme Cdc34 and the
Cdc53-dependent ubiquitin-ligase
SCF (the Cdc34-dependent ubiqui-
tination pathway). After degrada-
tion of the inhibitors, S phase CDKs
become catalytically active and
contribute to activation of prerep-
lication complexes by phosphor-
ylation reactions. Prereplication
complexes are already formed dur-
ing G1 phase at origins of replica-
tion within DNA and consist of a
number of proteins (Cdc6, Cdc45,
and MCMs) associated with a multi-
subunit origin recognition com-
plex.[23] After replication, the same
CDKs prevent re-formation of pre-
replication complexes until mitosis
has occurred and specific G1 phase
conditions have been restored.
In mammalian cells, synthesis of


CDK2/cyclin E or A complexes and
other important proteins (for ex-
ample, dihydrofolate reductase,
thymidine kinase, DNA polymer-
ase �) during G1 phase is induced
by members of the transcription
factor family E2F (such as E2F-1).
Through phosphorylation of the


retinoblastoma tumor-suppressor protein (the pRB pathway),
the activity of the E2F proteins is indirectly controlled by G1-
specific and mitogen-induced CDK/cyclin complexes formed
from CDK4 or 6 and cyclins of the D family (D1 ±D3; Figures 1
and 3).[22, 24] Cyclin D dependent activity of CDK4 and 6 is blocked
by specific inhibitors (the INK4 proteins p15, p16, p18, and p19).
Overexpression of these inhibitors leads to an arrest of the cell
cycle in G1 phase. On the other hand, overexpression of
cyclin D1 or loss of function of p16INK4 not only leads to an
elevated rate of cell proliferation but may also contribute to the
generation of tumors in experimental set-ups or in humans.[22, 25]


3.2. The p53-dependent cell cycle progression


Cell cycle progression from G1 to S phase is further controlled by
an additional group of CDK inhibitors, the Cdk inhibitory
proteins (Cip) p21Waf1, p27Kip1 (see Section 3.1.), and p57Kip2


(Figure 1).[1, 22] The CDK inhibitor p21Waf1 is of particular interest
because of its p53-dependent regulation (Figure 3). The p53
protein acts as a tumor-suppressing transcription factor that is
frequently mutated in human tumors.[26] In contrast to the CDK-
inhibitor p16INK4, p21Waf1 inhibits various cyclin-dependent kin-
ases and initiates a cell cycle arrest at the G1 to S phase transition
as well as between G2 phase and mitosis. Direct inhibition of
transcription factors of the E2F family by p21Waf1 may be another
mechanism involved in this regard (Figure 3).[27, 28] In epithelial
cells there also exists a p53-dependent expression of the 14-3-3�
protein that is capable of inducing a cell cycle arrest at the
transition between G2 phase and mitosis (Figure 1).[27, 29] 14-3-3�-
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Figure 3. The DNA damage checkpoint. Regulation of cell cycle progression at the transitions between G1�S and
G2�mitosis in the M phase (see the text for explanations). The figure summarizes the DNA damage checkpoint
signaling in response to the formation of a bulky DNA adduct lesion. The DNA adduct shown is formed through
covalent interaction between guanosine and the ™ultimately∫ carcinogenic metabolite of the polycyclic aromatic
hydrocarbon benzo[a]pyrene ((�)-anti-BPDE; see Scheme 3). Cellular kinases inducible by DNA damage (see Figure 4):
ATM�mutated in the disease Ataxia Teleangiectasia, ATR�Ataxia Teleangiectasia-related kinase, and DNA-PK�
DNA-dependent protein kinase.
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dependent sequestration of the Cdc25C phosphatase prevents
dephosphorylation of CDK1 and thus inhibits the formation of
active CDK1/cyclin B complexes that would be required for entry
into mitosis (see Section 2.4. ; Figure 3).


3.3. The p53-dependent apoptosis


In addition to controlling the transitions between different cell
cycle stages, the p53 protein may also intitate the induction of
apoptotic cell death under certain circumstances (Figure 3).[1, 30]


Programmed cell death is induced by transactivation of various
proapoptotic proteins, for example, the Bax protein, a member
of the Bcl-2 protein family that is localized within mitochondria.
Bax promotes the release of mitochondrial cytochrome c into
the cytosol. Subsequently, the elevated level of cytosolic
cytochrome c triggers an activation cascade of proteolytic
caspases (cysteine-dependent aspartases) that catalytically pro-
mote the degradation of cellular constituents and hence result
in the demise of a cell. Other p53-dependent death-promot-
ing proteins, for example, enzymes that contribute to the
generation of reactive oxygen species (ROS, such as HO. , O2


� .)
or ™death-signal∫ receptor cascades were also identified (Fig-
ure 3).[30]


3.4. The DNA damage checkpoint


Since the tumor-suppressor protein p53 is probably the most
important cellular key protein that integrates signaling pathways
involved in cellular growth, division, and death, its steady-state
level (half-life time of �20 min) is tightly and precisely con-
trolled. The Mdm2 protein is a key mediator of p53 protein
stability. Mdm2 functions as an ubiquitin ligase that targets p53
for polyubiquitination-mediated proteolysis once it has been
bound to the amino-terminal transactivation domain of the
tumor suppressor (Figures 3 and 4).[27] On the other hand, the
cellular level of the p53 protein increases in response to cellular
stress signals, such as hypoxia, genotoxic compounds, or spindle
damage, or as a result of overexpression of various oncogenes
(such as ras or myc).[27, 31]


Studying the reaction of cells to DNA damage induced by UV
radiation or chemically modifying (alkylating) carcinogens (DNA
damage checkpoint; Figure 3) revealed that cellular accumula-
tion of p53 results from inhibition of its Mdm2-mediated
proteolysis. Immediately after DNA damage occurs, various
kinases (for example, ATM, ATR, DNA-PK, and Chk 1) that catalyze
multiple phosphorylation reactions at the Mdm2-binding amino
terminus of the p53 protein become activated (Figure 4).[27] Eight
phosphorylation sites at the amino terminus have been
identified that are enzymatically modified upon induction of
various types of cellular DNA damage. Among those, phosphor-
ylation of Ser15 has been found to occur in murine Swiss 3T3
cells after exposure to benzo[a]pyrene and subsequent induc-


Figure 4. Schematic representation of the p53 protein (adapted from the papers of May and May[46] , Stewart and Pietenpol,[27e] and Denissenko et al.[36b] ). Wild-type p53
regulates the transcription of gene products involved in growth arrest, DNA repair, and apoptosis. (The human genome is estimated to contain approximately 200 ± 300
p53-binding consensus sites.) P53-dependent transactivation is realized by its central DNA binding domain in conjunction with its amino-terminal transactivation
domain. Most of the mutations found in the p53 gene of tumor cells are located in the central DNA binding domain. Denissenko et al.[36b] have shown that exposure of
human lung epithelial cells to benzo[a]pyrene results in the formation of (�)-anti-BPDE ±DNA adducts (see Figure 3 and Scheme 3), predominantly at codons 157, 248,
and 273. The same positions were characterized as mutational hotspots in human lung cancer cells. Stabilization of wild-type p53 in response to DNA damage (the DNA
damage checkpoint) occurs through multiple phosphorylation reactions catalyzed by checkpoint kinases (for example, DNA-PK, ATM, ATR, or Chk1) at the amino
terminus of the protein (see the text). The figure also depicts some examples of important interactions between the N or C terminus of the p53 protein and transcription
factors (TFII, ERCC), the E6 antigen of human papilloma viruses (HPV E6), and the checkpoint proteins Mdm2 and 14-3-3� (see Figure 3). P53 physically interacts with
Mdm2 at its sequence between residues 13 and 41.
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tion of stable DNA adducts (see Figure 3). Phosphorylation of
Ser15, Thr18, or Ser20 induced by DNA damage leads to
dissociation of the p53/Mdm2 interaction due to charge ± charge
repulsion forces. As a result, the p53 protein becomes stabilized
and its cellular steady-state level increases. Thus, the DNA lesion
triggers induction of a kinase-dependent inhibition of the
interaction between Mdm2 and p53 that finally results in an
elevated p53 protein level of the particular cell.
Loss of wild-type p53 function through mutation or chemical


alteration impairs the DNA damage checkpoint of cells that are
further unable to sufficiently respond on DNA damage with
induction of an arrest in cell cycle progression. Since the cell
cycle arrest enables cellular DNA repair systems (for example,
nucleotide or base excision repair) to remove particular DNA
lesions or alternatively may induce signaling cascades respon-
sible for apoptotic cell death, both different cellular defense
mechanisms would finally fail to respond on DNA damage in an
adequate manner. Consequently, the cells are prone to accumu-
late DNA mutations that may contribute to genomic instability
and ultimately to the generation of tumors.[26] Paradoxically, in
the case of chemically induced carcinogenesis it is obvious that
escaping these well-regulated and complex p53-triggered
defense mechanisms is initially required for cellular acquisition
of increasing chemical susceptibility through mutations within
the corresponding gene or within one of the elements involved
in the corresponding signal cascade.


4. The Role of Cell Cycle Checkpoints in
Chemical Carcinogenesis


4.1. Mutations within genes of cellular checkpoints


Cancer researchers presently favor the dogma that accumulation
of mutations in various tumor-relevant genes is prerequisite in
the formation and progression of human tumor cells.[32] This
view is now further supported by a recent study that reports the
generation of human cancer cells in an experimental set-up by
blocking two different cellular checkpoints (the pRB pathway
and p53-dependent DNA damage checkpoint; see Figure 3)
together with simultaneous overexpression of growth-promot-
ing genes (oncogene ras and telomerase).[33]


In the case of many chemical carcinogens (Scheme 2) and
their metabolites, extraordinarily strong genotoxic and muta-
genic potencies have been observed in various experimental test
systems.[34] Among the class of polycyclic aromatic hydrocarbons
some carcinogenic and environmentally relevant member com-
pounds (for example, benzo[a]pyrene) were intensively inves-
tigated and it was found that–to some extent–their carcino-
genic potency correlates well with the mutagenic activity of their
genotoxic and DNA-binding metabolites (Scheme 3).[35] Detec-
tion of mutations within tumor-relevant genes like p53 (Figure 4)
or ras after exposure to these compounds also supports the
importance of the corresponding proteins in chemically induced
tumors.[36] More recent results demonstrated that carcinogenic
polycyclic aromatic hydrocarbons may escape a p53-triggered
cell cycle G1 phase arrest (see Figure 3). Exposure of cells to low
but still DNA damaging and probably more environmentally
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Scheme 2. Some examples of carcinogenic chemicals.


relevant doses of these compounds resulted in an accumulation
of wild-type p53 that correlated well to the exposure dose and to
the level of DNA damage that was induced.[37] However,
subsequent to a weak p21Waf1 induction, cells proceeded into
S phase[38] or were found to arrest in G1 phase only after
treatment with higher doses of the compound.[39] Consequently,
genomic mutations may be formed within the following
replication period (S phase) through mispairing of chemically
modified nucleobases (DNA adducts) or due to misincorporation
of nucleotides at apurinic sites (see Scheme 3). Based on these
observations ™stealth effects∫ have been attributed to carcino-
genic polycyclic aromatic hydrocarbons.[40]


4.2. Aneugenic properties of carcinogenic chemicals


Together with these stealth effects and their role in escaping a
G1 phase arrest after DNA damage has occurred, aneugenic
(aneuploidy-inducing) properties of carcinogenic polycyclic
aromatic hydrocarbons may also contribute to nongenotoxic
(epigenetic) activities of these compounds. Induction of chro-
mosomal aberrations and aneuploidy has been described after
treatment of cells or animals with polycyclic aromatic hydro-
carbons and other chemical carcinogens, including known
human carcinogens such as asbestos, cadmium, and diethyl-
stilboestrol (Scheme 2).[41] For instance, aneuploidy occurs in
cells in culture and in early stages during skin, muscle, and liver
carcinogenesis after exposure of rodents and hamsters to 7,12-
dimethylbenz[a]anthracene and benzo[a]pyrene, or to N,N-
diethylnitrosamine (Scheme 2).[42] Induction of aneuploidy in cell
lines that lack sufficient enzymatic activity for activation of
parental polycyclic aromatic hydrocarbons to genotoxic (DNA-
reactive) intermediates (for example, dihydrodiol epoxides;
Scheme 3)[41, 43] provides evidence for the contribution of
epigenetic mechanisms during induction of chromosomal mis-
segregation in these systems.
In addition to karyotyping of cells, ™genetic toxicology∫


researchers routinely use the well-established micronuclei assay
along with fluorescence in situ hybridization (FISH) or antibody-
based techniques for kinetochore-specific staining to test
whether putative carcinogens also display aneugenic activi-
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ties.[41, 44] Since the process of chromosomal segregation de-
pends on many different subcellular components and is
controlled by multiple signaling pathways (see Figure 2), epi-
genetically acting aneugenic carcinogens may be capable of
producing disturbances to chromosome segregation by inter-


fering with a variety of cellular targets (for
example, microtubules, microtubule-associat-
ed proteins, kinetochore proteins, or centro-
somes). Despite of, or even because of, the
variety of potential targets, there is presently
only a poor understanding of the molecular
mechanisms involved in particular and com-
pound-specific interactions and process-
es.[41, 44] On the other hand, the potency of
genotoxic carcinogens or metabolites in in-
ducing mutations within tumor-relevant genes
like p53 (Figure 4), ras, or others indicates that
similar effects on important components of
the cellular spindle checkpoint may be also
expected–although experimental verification
is still missing. Particularly in the case of
nongenotoxic and aneugenic carcinogens that
may be activated toward DNA-reactive inter-
mediates through cellular enzyme systems (for
example, benzo[a]pyrene�benzo[a]pyrene
7,8-dihydrodiol 9,10-epoxide; Scheme 3), there
is some evidence for a synergistic cooperation
between epigenetic mechanisms and somatic
mutations during the process of induction of
chromosomal missegregation.
Despite these restrictions in a mechanistic


understanding, a variety of genotoxic and
nongenotoxic carcinogens have been identi-
fied as being capable of inducing aneuploidy
in experimental systems both in vitro and in
vivo. Since chemically induced aneuploidy
resembles the highly heterogenous karyo-
types found in virtually all cancers at early
stages, direct or indirect (through gene muta-
tions) generation of aneuploid daughter cells
may contribute to ™genomic instability∫ and to
the generation of tumors, as it is assumed from
somatic mutations within checkpoint-relevant
tumor-suppressor and oncogenes. Therefore,
an irreconcilable collision of both theories on
cancer induction seems not to be justified.[45]


5. Summary and Prospects


Various cell cycle checkpoints in animal or
human cells are able to sense and to respond
to disturbing signals that may originate from
endogenous or exogenous sources. In general,
the checkpoint-dependent biochemical re-
sponse enables cells to proceed through
phases of growth and division in a well-
regulated manner, and thus the underlying


mechanisms contribute to an error-free reduplication of individ-
ual cells. During chemically induced generation of tumors,
however, single somatic cells gradually acquire a malignant
phenotype by accumulation of somatic mutations within tumor-
suppressor and oncogenes (™genetic instability∫). In addition, the
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numbers and structures of individual chromosomes may be-
come altered, thus leading to heterogenous karyotypes of the
particular cells (™chromosomal instability∫).
This article provides an overview of the molecular mechanisms


constituting the two most important checkpoints within
the cell cycle of eukaryotic cells, that is, the spindle/mitotic
checkpoint (Figure 2) and the DNA damage checkpoint
(Figure 3). Disturbance or alteration of the protein fac-
tors constituting these checkpoints may result in genera-
tion of aneuploidy and accumulation of somatic mutations.
Therefore, these checkpoints have shifted into the focus of
interest of researchers working in the field of molecular carcino-
genesis.
A high number of chemical carcinogens are converted into


DNA-reactive intermediates through cellular biotransformation
reactions (Scheme 3). These intermediates may subsequently
covalently modify nucleobases within genomic DNA and may
therefore induce somatic mutations through mispairing of
nucleotides. A growing list of experimental studies provides
evidence for chemically induced mutations of tumor-suppressor
genes (for example, p53) and oncogenes (such as ras). The
transcription factor p53 is likely to be the most important cellular
node center for regulation of signaling pathways that control cell
cycle progression, apoptosis, and DNA repair (Figures 3 and 4).
Its essential role within the DNA damage checkpoint may also
provide sufficient explanation for the genetic instability found in
tumor cells expressing mutated p53 proteins. Moreover, detec-
tion of mutations in the p53 gene of many human tumor cells
may support the conclusion that tumor formation in humans
relies on similar mechanisms to those observed and character-
ized in experiments conducted thus far. Due to its function, the
p53 protein also ensures the integrity of its own gene. Thus,
chemical induction of mutations within the p53 gene depends
onmolecular mechanisms that are able to escape the onset of an
intact DNA damage checkpoint. Exactly this has recently been
described for human cells in culture that are exposed to low
concentrations of strongly carcinogenic polycyclic aromatic
hydrocarbons.
As again demonstrated by various experimental approaches,


many chemical carcinogens also display aneugenic (aneuploidy-
inducing) characteristics. However, the underlying mechanisms
are only poorly characterized. In addition to many other
conceivable explanations, direct inhibition of protein compo-
nents of the spindle checkpoint as well as induction of mutations
within the corresponding genes may contribute to this activity.
Both different modes of action may lead to chromosomal
missegregation during mitosis. The discovery and molecular
characterization of components of the spindle checkpoint
(Figure 2) together with recent investigations on its role during
tumor formation in animals certainly will provide a better
understanding of the mode of action of aneugenic carcinogens
in the near future. It is likely that future knowledge may also
support the view that both mechanisms together, that is,
accumulation of somatic mutations in tumor-suppressor and
oncogenes as well as direct or mutation-dependent generation
of aneuploidy in daughter cells, essentially contribute to
formation of tumors.


Glossary


Aberration : that is, chromosomal aberration; an irregularity in
the number or structure of chromosomes that may alter the
course of development of the living cell ; usually in the form of a
gain (duplication), loss (deletion), exchange (translocation), or
alteration in sequence (inversion) of genetic material.


Aneugenic : having an aneuploidy-inducing property (chemicals).


Aneuploid : possessing a chromosome number that is not an
exact multiple of the haploid number.


Caspase : a cysteine protease that selectively cleaves proteins at
sites just to the C-terminal side of aspartate residues.


Centrosome : the cell center; an organelle located near the
nucleus of animal cells that is the primary microtubule-organiz-
ing center and contains a pair of centrioles ; it divides during
mitosis to form the spindle poles.


Centriole : a cylindrial organelle containing nine triplets of
microtubules arrayed around its edges; centrioles migrate to
opposite poles of the cell during cell division and serve to organize
the spindles; they are capable of independent replication.


Centromere : the constricted portion of a mitotic chromosome
where sister chromatids are attached and from which kineto-
chore fibers extend toward a spindle pole; it is required for proper
chromosomal segregation during mitosis and meiosis; according
to its location, a centromere is said to be metacentric (central),
submetacentric (off center), or acrocentric (near one end).


Chromatid : one of the paired chromosome strands joined at the
centromere, which make up a metaphase chromosome; chro-
matids result from chromosome reduplication during S phase.


Colorectal : pertaining of or affecting the colon and rectum.


Consensus site : highly conserved DNA sequence located up-
stream of the start sites of genes whose transcription is
controlled by a particular transcription factor.


Karyotyping : determination of the karyotype, the full chromo-
some set of the nucleus of a cell ; by extension, photomicro-
graphy of chromosomes arrayed according to a standard
classification.


Kinetochore : a multilayer protein structure located at or near
the centromere of each mitotic chromosome from which
microtubules (kinetochore fibers) extend toward the spindle
poles of the cell ; it plays an active role in movement of
chromosomes toward the spindle poles during anaphase.


MEN : mitotic exit network, proteinaceous network that enables
cells to exit mitosis (through initiation of Cdc14-catalyzed
dephosphorylation of Cdh1).
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Oncogene : a gene capable under certain conditions of causing
the initial and continuing conversion of normal cells into cancer
cells ; the term may be used to denote such a gene occurring in a
viral genome (v-onc) or a cellular gene derived from (mutational)
alterations of a protooncogene (c-onc) ; the corresponding
proteins (oncoproteins) interfere with the mechanisms that
normally control cell growth, division, and differentiation and
thereby contribute to uncontrolled proliferation (cancer; for
example, Myc or Ras).


Proteasome : a large multiprotein complex with a hollow
cylindrical core that degrades intracellular proteins marked for
destruction by attachment of multiple ubiquitin molecules; it is
located in the cytosol and catalyzes an ATP-dependent degra-
dation process.


Replication : that is, DNA replication; the production of multiple
identical copies of a DNA molecule by unwinding the two
strands of the double helix and forming new complementary
strands thereto.


Securins : proteins that contribute to inhibition of segregation of
chromosomes during anaphase (for example, Pds1).


Separins : proteins that contribute to the onset of anaphase/
chromosomal segregation of mitosis (for example, Esp1).


Tumor-suppressor protein : protein that directly or indirectly
inhibits progression through the cell cycle and in which a loss-of-
function mutation in its corresponding gene may be oncogenic
(for example, RB, p53 or APC).


Ubiquitination : covalent attachment of multiple copies of
ubiquitin to an eukaryotic intracellular protein; ubiquitin is a
76-residue highly conserved protein that becomes linked to
lysine residues in other intracellular proteins; proteins to which a
chain of ubiquitin molecules is added are usually degraded in a
proteasome.
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would have been possible. The author is also grateful to Dr.
Randall W. King, Professor at Harvard Medical School, for his
critical reading and the literature and suggestions he provided for
the section in the manuscript focusing on the mitotic checkpoint.
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Asymmetric Synthesis of Water-Soluble
Analogues of Galactosylceramide,
an HIV-1 Receptor: New Tools to Study
Virus ±Glycolipid Interactions
Renaud Villard,[a] Djilali Hammache,[b] Guillaume Delapierre,[a] Fre¬de¬ric Fotiadu,[a]


Ge¬rard Buono,*[a] and Jacques Fantini[b]


Galactosylceramide (GalCer) is a glycosphingolipid (GSL) receptor
that allows HIV-1 infection of CD4-negative cells from neural and
intestinal tissues. A water-soluble analogue of GalCer that features
its polar head and the characteristic galactose ± ceramide linkage
but lacks the carbohydrate chains was prepared as a single
enantiomer from (S)-serine. This analogue was not recognized in
binding tests with the HIV-1 surface envelope glycoprotein gp120 in
solution, which revealed the crucial importance of the ceramide
alkyl chains. Two series of water-soluble GalCer analogues that
contained either a hexanoic or a decanoic acyl unit and a saturated
nine-carbon sphingosine moiety were designed by using molecular
modeling results from natural GSLs and analogues with truncated
alkyl chains. The longer chain compounds exhibit the characteristic
fundamental conformation of GalCer. Seven analogues were
prepared from Garner's aldehyde according to a straightforward


and efficient asymmetric synthesis. All of these compounds proved
to be water soluble but did not bind to gp120 in a solid-phase
binding assay. These analogues were thus tested by using surface
pressure measurements on a monomolecular film of GalCer, which
served as a model of the plasma membrane. The incorporation of
analogues very similar to GalCer into a GalCer monolayer
prevented the insertion of gp120, whereas a structurally different
derivative was not active. Based on these data, the molecular bases
for recognition of GSLs by gp120 were elucidated. The essential
importance of the GSL conformation in the primary interaction
event and the crucial role of the alkyl chains of the ceramide moiety
in the secondary interactions and the insertion process were clearly
established.


KEYWORDS:


asymmetric synthesis ¥ glycolipids ¥ HIV ¥ receptors


Introduction


Galactosylceramide (GalCer; 1) is a monoglycosylated sphingo-
lipid abundantly expressed in human neural and intestinal
tissues.[1] It has been shown to be an alternative receptor that
allows human immunodeficiency virus HIV-1 entry into cells that
lack the classical HIV-1 receptor, surface protein CD4 (CD4�


cells).[2] GalCer recognizes the V3 loop region of HIV-1 surface
envelope glycoprotein gp120, which plays a key role in HIV-1
infection and pathogenesis.[3, 4, 5] The V3 domain can bind to a
variety of anionic compounds, such as sulfated polysaccharides,


heparin, and suramin, which are efficient inhibitors of HIV-1
infection in vitro.[6] GalCer is strictly insoluble in aqueous media
thus some strategies have been developed towards water-
soluble analogues of GalCer as potential inhibitors of HIV-1, such
as compounds 2[7] and 3[8] . Fantini and co-workers demonstrated
that recombinant HIV-1 gp120 specifically interacts with, and can
penetrate into, a reconstituted membrane patch of galactosyl-
ceramide, which contains a 2-hydroxylated fatty acid, while
ceramides, glucosylceramide, and nonhydroxylated GalCer are
totally inactive.[9] These data prompted us to synthesize system-
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atically modified analogues of GalCer to determine the minimum
structure needed to bind specifically to gp120. We report here
that such analogues allow one to identify the key factors that
govern both the recognition and the fusion events between HIV-
1 and the membranes of target cells.


Results and Discussion


Both the galactosyl moiety and the fatty acid 2-hydroxy group
appeared to be necessary for binding to gp120, whereas
galactose alone or simple alkylgalactosides are not recog-
nized.[10] Thus, we first prepared analogue 4, which features
the polar head of GalCer and the characteristic galactose ± cer-
amide linkage but lacks the hydrocarbon chains. This analogue
was synthesized as a single enantiomer from the known
protected serinol 5 (derived from (S)-serine),[11] by means of
the 7-step transformation depicted in Scheme 1. Esterification of
alcohol 5with benzoyl chloride and pyridine then removal of the
tert-butoxycarbonyl (Boc) and acetonide protection groups with
aqueous 5N HCl in 1,4-dioxane afforded enantiopure (S)-O-
benzoyl serinol 6 in 48% yield. Acylation with acetoxyacetic acid
under the usual conditions resulted in all cases in a mixture of
ester and amide. We therefore set up the following alternative
sequence: 1) protection of the amine with Boc2O and NEt3 in
CH2Cl2 (95%), 2) glycosylation of the alcohol with pentaacetyl-D-
galactose in the presence of Et2O ¥ BF3 in CH2Cl2 , which lead
exclusively to �-O-galactoside 7 (64%), 3) selective deprotection
of the amine with phenol and SiMe3Cl, 4) coupling with acetoxy-
acetic acid in the presence of N-[(dimethylamino)[(4-oxo-1,2,3-
benzotriazin-3(4H)-yl)oxy]methylene]-N-methylhexafluorophosphate
(HdtU) and diisopropylethylamine (57%). Methanolysis of acetyl and
benzoyl protecting groups with K2CO3 (67%) afforded analogue 4.


Binding of the highly water soluble compound 4 to gp120 in
solution was tested according to the method of Yahi et al.[6c]


These tests showed that analogue 4 is not recognized by gp120.
This result strongly suggests that the polar head of GalCer is not
sufficient for binding and thus that the hydrocarbon chains of
GalCer, responsible for its hydrophobicity, are of primary
importance if the recognition process is to take place. Whether
the lipophilic tail of the ceramide moiety is involved in
interactions with gp120 or determines the biologically active
conformation of the glycolipid remained to be established. We


thus turned our attention to GalCer analogues with shortened
alkyl chains. The challenge was to achieve sufficient water
solubility whilst preserving most of the structure and thus the
conformation of the natural glycosphingolipid (GSL). Since few
data are available in the literature, we first performed a
comprehensive conformational study of GalCer (1) and related
GSLs.[12, 13] Systematic exploration of the conformation space of 1
revealed a very stable fundamental conformer among the 7.8�
106 possibilities generated (Figure 1a). This lowest-energy struc-


Figure 1. Molecular views of the characteristic fundamental conformations of (a)
natural GalCer (top, profile, and face view), (b) an analogue with a nine-carbon-
atom sphingosine chain and ten-carbon-atom acyl unit (face view), and (c) an
analogue with a saturated nine-carbon-atom sphingosine chain and a six-
carbon-atom acyl unit. Hydrogen bonds are shown by dotted lines.


ture agreed perfectly with reported X-ray studies on monogly-
cosylsphingolipids.[14] It exhibits the typical ceramide conforma-
tion in which the two alkyl chains of the sphingosine and fatty
acid groups are parallel to each other and perpendicular to the
plane of the amide function.[15] A strong hydrogen bond
between the amide NH group and the glycosidic oxygen forces


the galactose head group to adopt a parallel
orientation relative to the cell surface in which
the ceramide would be anchored.[14c] It is
remarkable that the conformation we found
for an isolated GalCer molecule was so close to
structures observed in crystals that are consid-
ered to mimic the conformations adopted by
GSLs within membranes. This reveals that the
characteristic conformational arrangement of
GSLs results from intramolecular forces rather
than intermolecular interactions in the mem-
brane environment.


Similar calculations were carried out with
different alkyl chain lengths and in the presence


Scheme 1. Conditions: a) BzCl, pyridine, RT, 12 h; b) HCl (5 N), dioxane, reflux, 1 h; c) Boc2O, NEt3 ,
CH2Cl2 , RT, 4 h; d) penta-O-acetyl-�-D-galactose, Et2O ¥ BF3, CH2Cl2 , RT, 2 h; e) Me3SiCl, PhOH, RT, 2 h;
f) AcOCH2CO2H, HDtU, diisopropylethylamine, RT, 12 h; g) K2CO3, MeOH, RT, 3 h. Bz� benzoyl.
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and absence of the double bond and the hydroxy group on the
sphingosine and acid chains, respectively. We established that
models with saturated sphingosine and acid moieties longer
than nine carbon atoms exhibited lowest-energy structures very
similar to that of GalCer (Figure 1b), whereas those with shorter
chains (like 4) had completely different stable conformations
(Figure 1c). Based on these results, we chose to prepare two
series of analogues with slightly different lipophilicity, which
should adopt the characteristic conformation of GalCer. These
analogues derive from a saturated sphingosine (sphinganine)
fragment with nine carbon atoms, that is, half the natural chain
length (C18). We considered either a
hexanoic or a decanoic acid moiety,
chain lengths which span the observed
critical length of nine carbon atoms.
Calculations predicted that the second
series (with a decanoic acid moeity)
would exhibit GalCer-like fundamental
conformations, whereas the first series
(hexanoic acid moeity) has different
lowest-energy structures but could also
adopt conformations similar to GalCer
that span energies only a few kiloJoule
higher in their conformational spectra.


We developed a straightforward syn-
thetic methodology based on acylation
of the sphingosine moiety at the nitro-
gen atom first, followed by glycosyla-
tion of the ceramide obtained, and
optimized the protection ±deprotec-
tion strategy.[16] In an earlier study, we
described the highly diastereoselective
addition of dihexylzinc and hexylmag-
nesium bromide to Garner's chiral alde-
hyde 8,[17] which is derived from (S)-
serine.[18] Subsequent benzoylation and
removal of the acetonide and Boc
protecting groups by acid hydrolysis


allowed us to obtain the diastereomers of benzoyl dihydro-
sphingosine 9a (with natural stereochemistry) and 9b in 59 and
71% yield, respectively, from intermediate compounds I a ± c
(Schemes 2 and 3).[19, 20] Each compound was used to prepare a
series of GSL analogues to evaluate the influence of the absolute
configuration of the sphingosine 3-hydroxy group on recogni-
tion.[21] Protected aminodiols 9a,b were selectively acylated at
the nitrogen atom by either 2(R)-acetoxyhexanoic acid 10a, 2(R)-
acetoxydecanoic acid 10b, or hexanoic acid 10c, by using
coupling reagents commonly used in peptide synthesis.[16d, 22] In
the presence of 1-benzotriazolyloxytris(dimethylamino)phos-


Scheme 2. Conditions: a) (C6H12)2Zn, N,N-dibutylethanolamine, toluene, RT, 2 h; or C6H13MgBr, Et2O, RT, 3 h; b) BzCl, toluene/pyridine, RT, 12 h; c) HCl (5N), dioxane,
100 �C, 1 h; d) BOP or HDtU, diisopropylethylamine, CH2Cl2 , RT, 24 h; e) penta-O-acetyl-�-D-galactose, Et2O ¥ BF3, CH2Cl2, RT, 2 h; f) K2CO3, MeOH, RT, 3 h.


Scheme 3. Conditions: a) C6H13MgBr, Et2O, room temperature (RT), 3 h; b) (i) BzCl, pyridine, RT, 12 h; (ii) HCl
(5N), dioxane, 100 �C, 1 h; c) (i) diethylazodicarboxylate, PPh3, PhCO2H, THF, RT, 3 h; (ii) HCl (5 N), dioxane, 100 �C,
1 h; d) (C6H12)2Zn, N,N-dibutylethanolamine, toluene, RT, 2 h; e) 1-hexynelithium, THF, RT; 3 h; f) H2, PtO2 cat. ,
AcOEt, RT, 2 h.
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phonium hexafluorophosphate (BOP), or alter-
natively HDtU, and diisopropylethylamine in
CH2Cl2, amides 11a ± c,e±g were obtained in
67 ±98% yield. Surprisingly, decanoic acid only
underwent esterification under these condi-
tions and preparation of 11d required a three-
step protocol that involved initial protection
of the primary hydroxy group of 9a as a
trimethylsilyl (TMS) ether. Condensation of n-
decanoyl chloride followed by removal of the
silyl protecting group under mildly acidic
conditions, produced by using a stoichiomet-
ric amount of TMSCl to generate HCl in MeOH,
provided amide 11d in 63% overall yield.
Glycosylation of ceramide analogues 11a ±g
with penta-O-acetyl-�-D-galactopyranose in
the presence of BF3 ¥ OEt2 yielded exclusively
the expected �-O-glycosides intermediates II
(35 ± 86%, see the Experimental Section for
details).[23, 24] Finally, subsequent removal of
the benzoyl and acetyl protecting groups by
methanolysis under mild conditions with
K2CO3 in MeOH afforded the target analogues
12a ±g in 45 ± 73% yield (Scheme 2). All the
target analogues 12a ±g proved to be water soluble up to
10�4 molL�1, which allowed binding tests to be run with gp120.


The synthetic analogues were first evaluated for their ability to
recognize the HIV-1 surface envelope glycoprotein gp120 in a
solid-phase binding assay.[25] In marked contrast to the results
obtained with deoxylactitol derivatives,[8] the present series of
water-soluble analogues did not bind to gp120 when added in
solution to the viral glycoprotein, which was bound on micro-
titer polystyrene plates. In this respect, the synthetic analogues
behave exactly like 3�-sulfoGalCer, the natural water-soluble
sulfated GalCer derivative, which does not bind to gp120 in the
same assay. However, when sulfatide was incorporated into a
monomolecular film of GalCer, it was able to block the insertion
of gp120 into the GalCer film.[26] This observation prompted us to
test the present series of GalCer analogues under similar
conditions by using a monomolecular film of glycosphingolipids
at the air ±water interface as a model for the GSL patches of the
plasma membrane.[27] As shown in Figure 2, the incorporation of
analogue 12a into a GalCer monolayer completely abrogated
the insertion of gp120 (���1 mNm�1). In contrast, the non-
hydroxylated derivative 12c was not active and its incorporation
in the monolayer did not impair gp120 insertion. This result is in
perfect agreement with previous data obtained for natural
hydroxylated and nonhydroxylated forms of GalCer and vali-
dates the methodology presented.[9] The other derivatives could
be classified with respect to their activity in the monolayer assay
to give an activity ranking of 12 f�12b�12d�12e. Finally, the
12g analogue was totally inactive in the monolayer assay (not
shown).


As expected, the most active analogues 12a and 12b feature
exactly the same polar head as natural GalCer (same function-
ality and same stereochemistry), with the shorter alkyl chain
compound 12a even more active than the longer one. Thus, the


molecular recognition process with gp120 does occur in a very
specific way and involves both galactose (as previously estab-
lished) and the polar functional head of the ceramide moiety.
These primary interactions should occur at the interface of the
monolayer and should not affect its surface pressure. In a second
step, lipophilic interactions between gp120 and the hydro-
carbon chains of the ceramide moiety may lead to partial
insertion of the protein inside the GSL monolayer.[26] We clearly
show that analogues possessing shortened chains do not allow
such secondary interactions to occur and either abrogate (12a)
or strongly reduce further insertion (12b), depending on the
length of the remaining chains.


The absolute configuration of the carbon 3 atom of the
sphingosine unit does not seem to play any role in the initial
recognition process since 12b and 12 f had identical inhibitory
effects. Both were proved to adopt similar, GalCer-like, stable
conformations. In contrast, different behaviors were observed
for the analogues with a short acyl chain and opposite absolute
configuration at carbon 3 (compare 12a and 12e). In fact, we
found that characteristic GalCer-like conformations lay at higher
energies in the conformational spectrum of compound 12e
compared to that of compound 12a. Thus, 12a can easily adopt
the conformation required for the initial interaction with gp120
to occur, whereas 12e mainly exists as different conformers that
are not recognized.


It is worth noting that the molecular modeling study clearly
established that the analogues with short acyl chains, 12c and
12g, did not present any conformation similar to GalCer and
thus could not be recognized by gp120 in the primary step.
Furthermore, because these compounds present molecular
shapes that are very different from those of GSLs and have high
water solubility, they should not insert into a GalCer monolayer
as a GSL mimic. Such behavior was indeed observed for both


Figure 2. Effect of GalCer analogues on GalCer ± gp120 interactions studied by using a monomolecular
film of GalCer. The surface pressure increase (�) induced by addition of gp120 to a GalCer monolayer is
shown. Analogues that interfere with this interaction (for example, 12a) induce a decrease in �. In
contrast, analogues such as 12c, which does not compete with natural GalCer for gp120 binding, do not
affect the � value. (�) GalCer, (�) 12a, (�) 12b, (�) 12c, (�) 12d, (�) 12e, (�) 12 f.
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compounds. Analogue 12g did not significantly insert into a
pure GalCer monomolecular film, whereas 12c did. However,
12c allowed gp120 insertion up to a higher surface pressure
than pure GalCer. This strongly suggests that compound 12c
does not behave like a natural GSL and greatly disturbs the
molecular arrangement of the monolayer, contrary to the other
analogues.


The essential importance of conformational factors in the
molecular recognition phenomenon was further confirmed by
the fact that 12d exhibited low but significant activity compared
to the other non-�-hydroxylated analogues 12c and 12g. As
explained above, these non-�-hydroxylated analogues cannot
adopt the required conformation to interact with gp120. This
was not the case with compound 12d, which exhibited a
conformation very similar to those of 12 f and GalCer despite the
lack of a hydroxy group on its acyl chain. Consequently, much
weaker interactions with the viral glycoprotein might occur in
the absence of the �-OH group, which lead to a low remaining
activity.


Taken together, these data allowed identification of the �-OH
group on the fatty acid unit as a critical active site in the GalCer
molecule and strongly supported the hypothesis that this site is
directly involved in gp120 binding in the primary interaction
step. In contrast, the trans double bond of sphingosine in the
ceramide moiety of natural GalCer does not seem to play any
role in this initial event. In fact, saturated analogues we prepared
were unambiguously recognized by HIV-1 gp120, despite their
lack of this double bond.[28]


In conclusion, we have developed an efficient asymmetric
synthesis of very similar analogues of natural GalCer. These
analogues were used to clearly establish the molecular basis for
the selective recognition process between HIV-1 surface glyco-
protein and GSL analogues within a GalCer monolayer. We
provided evidence that this process involves conformations
similar to the fundamental conformer of GalCer and demon-
strated that the alkyl chains of the ceramide moiety are essential
to the gp120 insertion into the monolayer. These chains are
mainly responsible for the active conformation of GalCer which
is necessary for the primary interaction with gp120. The chains
also directly control the insertion process of the viral glycopro-
tein into the GSL monolayer through secondary lipophilic
interactions. These results shed some light on the molecular
mechanism of HIV-1 recognition and entry into cells that express
GalCer. From a more general point of view, the optimized
synthetic pathway we describe will allow numerous other
structural modifications and further structure ± activity relation-
ship studies. The methodology and synthetic analogues we
disclose here provide novel and valuable tools for the study of
virus ±glycoplipid interactions.


Experimental Section


General : Toluene was distilled over calcium hydride. Tetrahydrofuran
(THF) and diethyl oxide were distilled from sodium and benzophe-
none (indicator). 1H NMR and 13C NMR spectra were recorded with a
Bruker AC200 spectrometer at 200 and 50.36 MHz, respectively, with


the solvent as internal standard. Infrared spectra were recorded as
thin films for liquids and KBr disks for solids (Perkin-Elmer 298 IRFT).
Optical rotation measurements were taken on a Perkin-Elmer 341
polarimeter. TLC was carried out on silica gel 60 F254 (SDS, Peypin,
France) with detection by UV light or phosphomolybdic acid. Mass
spectroscopy analyses were performed at the Service de Mesure
Physique, Faculte¬ des Sciences de Montpellier (34), France by using
the FAB technique with a gt matrix.


2(S)-amino-3-hydroxypropyl benzoate (6) from protected serinol 5 :


A method similar to the typical procedure for synthesis of 9a ± c from
I a± c was used (see below). Yld: 48%; colorless solid, mp: 121 �C;
Rf� 0.2 (AcOEt) ; [�]20D ��3.1 (c� 3.6, MeOH); IR (KBr): ��� 3520 (OH,
NH), 3082 (CarH), 2978 (CalH), 1669 (C�O) cm�1; 1H NMR (CD3OD): ��
3.77 (m, 4H), 4.05 (m, 1H), 7.45 (m, 5H), 7.90 (m, 2H) ppm; 13C NMR
(CD3OD): �� 47.5, 54.2, 63.2, 127.2, 128.5, 131.7, 142.3, 175.4 ppm;
C10H13NO3 (195.21).


Protected galactoside 7:


Boc-protected derivative of 6 : Triethylamine (3.0 mmol) was slowly
added to a stirred solution of 6 (1.0 mmol) and di-tert-butyl
dicarbonate (1.2 mmol) in CH2Cl2 (20 mL). The mixture was stirred
for 3 h at 25 �C and then washed successively with aqueous solutions
of KHSO3 ( 1N, 10 mL), NaHCO3 (50%, 10 mL), and citric acid (10%,
10 mL) and brine (10 mL). The organic layer was dried over MgSO4


and concentrated in vacuo. After silica-gel column chromatography
(petroleum ether/AcOEt, 5:1), we obtained the desired compound
(0.27 g, 95%) as a colorless solid. Mp: 88 �C; Rf�0.6 (petroleum
ether/AcOEt, 5:1). [�]20D ��4.30 (c�1.0, CHCl3); IR (KBr): ��� (OH,
NH), 2985 (CarH), 2917 (CalH), 2862 (CalH), 1743 (C�O), 1678 (C�O)
3406 cm�1; 1H NMR (CDCl3): ��1.36 (s, 9H), 4.03 ± 4.32 (m, 6H), 5.79
(d, 3J�12.1 Hz, 1H), 7.32 (m, 3H), 7.66 (m, 2H) ppm; 13C NMR (CDCl3):
��28.3, 51.0, 65.1, 67.0, 87.1, 127.1, 128.4, 131.5, 146.7, 153.4,
167.3 ppm; C15H21NO5: 295.33.


For the second step required to prepare 7 from the previous
compound, see the typical procedure for protected analogues of
glycosphingolipids II a±g. Yld: 64%; brown oil ; Rf� 0.3 (AcOEt/
petroleum ether, 1:1) ; [�]20D ��25.4 (c�0.6, CHCl3) ; IR (film): ���
3436 (NH), 3070 (CarH), 2978 (CalH), 2907 (CalH), 1770 ± 1740 (C�O),
1669 (C�O) cm�1; 1H NMR (CDCl3): ��1.20 (s, 9H), 1.84 (m, 14H),
3.91 ± 4.12 (m, 5H), 5.01 ± 5.12 (m, 5H), 6.53 (m, 1H), 7.32 (m, 3H), 7.72
(m, 2H) ppm; 13C NMR (CDCl3): �� 20.3, 20.5, 20.7, 27.1, 53.1, 61.0,
65.7, 66.2, 67.2, 68.1, 69.4, 70.8, 88.2, 100.8, 126.7, 128.3, 131.6, 140.3,
158.0, 166.2, 169.2, 169.8, 170.2 ppm; C29H39NO14: 625.62.


Analogue 4 :


Protected analogue 4 : TMSCl (0.90 mmol) was slowly added to a
stirred solution of 7 (0.30 mmol) and phenol (0.90 mmol) in CH2Cl2
(10 mL). The mixture was stirred for 2 h at 25 �C then washed
successively with an aqueous solution of NaHCO3 (50%, 10 mL) and
brine (10 mL). The organic layer was dried over MgSO4 and
concentrated in vacuo. This residue was dissolved in CH2Cl2
(10 mL). 2-acetoxyethanoic acid (0.33 mmol) and HDtU (0.33 mmol)
were added and the mixture was cooled to 0 �C. Diisopropylethyl-
amine (0.6 mmol) was slowly added and the solution was stirred for
12 h at 25 �C, diluted with AcOEt (15 mL), and washed successively
with 1N HCl (2� 10 mL), 1N NaHCO3 (2� 10 mL) and brine (10 mL).
The organic layer was dried over MgSO4 and concentrated in vacuo.
After silica-gel column chromatography (petroleum ether/AcOEt,
1:1), we obtained the desired compound (0.10 g, 57%) as a brown oil.
Rf� 0.2 (petroleum ether/AcOEt, 1:1) ; [�]20D ��1.30 (c� 1.0, CHCl3) ;
IR (KBr): ��� 3350 (OH, NH), 3080 (CarH), 2992 (CalH), 1750 ± 1740
(C�O), 1661 (C�O) cm�1; 1H NMR (CDCl3): �� 1.84 (m, 17H), 3.73 ±
3.88 (m, 5H), 4.38 ± 4.52 (m, 5H), 6.17 (m, 1H), 7.28 (m, 3H), 7.72 (m,
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2H) ppm; 13C NMR (CDCl3): �� 20.3, 20.5, 20.7, 52.9, 61.2, 65.3, 66.0,
67.1, 68.1, 69.2, 70.5, 100.1, 126.4, 128.1, 131.5, 139.8, 161.1, 168.3,
168.6, 169.5, 170.1 ppm; C28H35NO15: 625.58.


For the last step in the synthesis of compound 4, see the typical
procedure for unprotected analogues of glycosphingolipids 12a ±g.
Yld: 64%; mp: 150 �C; IR (KBr): ��� 3450 (OH, NH), 2973 (CalH), 2901
(CalH), 1663 (C�O) cm�1; 1H NMR (D2O): ��0.90 (m, 6H), 1.20 ± 1.45
(m, 24H), 3.40 ± 3.60 (m, 3H), 3.90 ±4.30 (m, 9H), 7.19 (m, 1H) ppm;
MS: m/z (%): 312 (0) [MH]� , 115 (60) [C4H5NO3]� , 73 (100) [C3H7NO]� ,
44 (55) [C2NO]� ; C11H21NO9 (311.28).


Intermediate compounds Ia and Ib :


Method 1: Hexylmagnesium bromide, prepared from 1-bromohex-
ane (3.24 g, 19.6 mmol) and magnesium (0.48 g, 19.6 mmol) in
diethyl ether, was added dropwise under an inert atmosphere to a
stirred solution of 4(S)-formyl-2,2-dimethyl-1,3-oxazolidine tertiobu-
tylcarboxylate (aldehyde 8 ; 1.5 g, 6.5 mmol) at �20 �C. After stirring
for 3 h at 25 �C, a saturated aqueous solution of ammonium chloride
(50 mL) was added. The mixture was extracted with AcOEt (3�
30 mL). Organic layers were washed with brine (50 mL), dried over
Na2SO4 and concentrated in vacuo. After silica-gel column chroma-
tography (petroleum ether/AcOEt, 1:1), two diastereomers I a
(0.092 g, 5%) and I b (1.75 g, 85%) were obtained in a 95:5 ratio.


Method 2: Under an inert atmosphere, N,N-dibutylethanolamine
(0.55 g, 3.2 mmol) was added dropwise to a stirred ice-cooled 5N


solution of dihexylzinc in toluene (0.78 mL, 3.9 mmol).[18] After
stirring for 0.5 h at 0 �C, ZnCl2 (0.18 g, 1.3 mmol) and aldehyde 8
(0.30 g, 1.3 mmol) were added. Stirring was continued for 2 h at 25 �C
then a saturated solution of ammonium chloride (20 mL) was added.
The mixture was extracted with AcOEt (50 mL). The organic layer was
washed with brine (20 mL), dried over Na2SO4 and concentrated in
vacuo. After silica-gel column chromatography (petroleum ether/
AcOEt, 1:1), two diastereomers I a (0.25 g, 61%) and Ib (0.025 g, 6%)
were obtained in a 9:91 ratio.


Intermediate compound I a : Orange oil ; Rf� 0.3 (AcOEt/petroleum
ether, 1:3) ; [�]20D ��38 (c� 1.17, CHCl3); IR (film): ��� 3500 (OH), 2950
(CalH), 2894 (CalH), 2820 (CalH), 1710 (C�O) cm�1; 1H NMR (CDCl3):
��0.90 (t, 3J�6.6 Hz, 3H), 1.28 ± 1.60 (m, 25H), 3.61 ± 4.03 (m,
5H) ppm; 13C NMR (CDCl3): �� 14.1, 22.6, 25.4, 26.4, 28.2, 29.2, 29.6,
31.8, 61.9, 63.0, 64.8, 81.0, 93.9, 154.3 ppm; elemental analysis: calcd
for C17H33NO4 (315.45): C 64.7, H 10.5, N 4.4; found: C 64.5, H 10.3, N 4.5.


Intermediate compound I b : Yellow oil ; Rf�0.4 (AcOEt/petroleum
ether, 1:3) ; [�]20D ��17 (c�2.23, CHCl3) ; IR (film): ��� 3500 (OH), 2950
(CalH), 2894 (CalH), 2820 (CalH), 1716(C�O) cm�1; 1H NMR (CDCl3): ��
0.90 (t, 3J�6.6 Hz, 3H), 1.28 ± 1.60 (m, 25H), 3.55 ± 4.10 (m, 5H) ppm;
13C NMR (CDCl3): �� 14.0, 22.6, 25.4, 26.4, 28.4, 29.3, 29.6, 31.9, 61.9,
62.8, 64.8, 81.1, 94.0, 156.0 ppm; elemental analysis: calcd for
C17H33NO4 (315.45): C 64.7, H 10.5, N 4.4; found: C 64.2, H 10.3, N 4.6.


Intermediate compound Ic :


Under an inert atmosphere, a solution of n-butyllithium in toluene
(1.6M, 12 mL, 19.65 mmol) was added dropwise to a stirred solution
of 1-hexyne (1.6 g, 19.65 mmol) in THF (20 mL) at�20 �C. Stirring was
continued for 2 h at �20 �C and then the solution was cooled to
�78 �C. A solution of 8 (3.0 g, 13.1 mmol) in THF (5 mL) was added
dropwise and stirring was continued for 1 h at �78 �C and for 2 h at
�20 �C. A saturated solution of ammonium chloride (30 mL) was
added, the mixture was concentrated in vacuo and diethyl oxide was
added (100 mL). The organic layer was washed with aqueous HCl
(1N; 50 mL) and brine (50 mL), dried over MgSO4, and concentrated
in vacuo. After a silica-gel column chromatography (CH2Cl2), I c (3.1 g,
76%) was obtained as a pale yellow oil ; Rf� 0.3 (CH2Cl2) ; [�]20D �
�48.8 (c�1.8, CHCl3) ; IR (film): ��� 3441 (OH), 2990 (CalH), 2941 (CalH),


2872 (CalH), 2308 (C�C), 1706 (C�O) cm�1; 1H NMR (CDCl3): �� 0.89 (t,
3J�7.2 Hz, 3H), 1.32 ±1.58 (m, 19H), 2.19 (td, 3J�6.8, 1.8 Hz, 2H), 3.93
(br s, 1H), 4.08 (t, 3J� 3.0 Hz, 2H), 4.55 (br s, 1H), 4.70 (br s, 1H) ppm;
13C NMR (CDCl3): �� 13.5, 18.3, 21.8, 25.7, 28.7, 30.5, 62.7, 64.0, 65.0,
77.9, 80.8, 86.2, 94.7, 153.7 ppm; elemental analysis: calcd for
C17H29NO4 (311.45): C 65.6, H 9.4, N 4.5; found: C 65.4, H 9.5, N 4.5


Saturated compound Ia from alkyne Ic :


PtO2 (7 mg, 0.029 mmol) was added to a solution of I c (200 mg,
0.642 mmol) in AcOEt (5 mL). The mixture was stirred for 2 h at 25 �C
under a hydrogen atmosphere, filtered, and concentrated in vacuo.
After silica-gel column chromatography (AcOEt), I a (171 mg, 85%)
was obtained as a pale yellow solid. See above for analytical data.


Protected sphingosine analogues 9a, 9b, and 9c :


Typical procedure: Benzoyl chloride (20 mmol) was slowly added to a
stirred solution of alcohol I a, I b, or I c (10 mmol) and dimethylami-
nopyridine (1 mmol) in a mixture of toluene/pyridine (4:1, 20 mL).
The mixture was stirred overnight at 25 �C and then filtered. The solid
was washed with toluene (3�5mL) and the organic layers were washed
with brine (2�15 mL), dried over MgSO4, and concentrated in vacuo.
The crude product was diluted in a mixture of dioxane (110 mL) and
1N HCl (60 mL), refluxed for 1 h, and cooled to 25 �C. A solution of
aqueous 2N NaOH was added until pH 10 was reached. The mixture
was extracted with CH2Cl2 (3� 250 mL). The organic layers were
washed with brine (250 mL), dried over MgSO4, and concentrated in
vacuo. After silica-gel column chromatography (petrolueum ether/
AcOEt, 1:1), compound 9a, 9b, or 9cwas obtained as a pale yellow solid.


Sample data for 9a : Yld: 71%; mp: 74 �C; Rf� 0.4 (petroleum ether/
AcOEt, 1:3) ; [�]20D ��14.9 (c� 1.0, CHCl3) ; IR (KBr): ��� 3400 (OH, NH),
3050 ± 3010 (CarH), 2993 (CalH), 2877 (CalH), 1640 (C�O) cm�1; 1H NMR
(CDCl3): �� 0.88 ± 0.91 (t, 3J�6.6 Hz, 3H), 1.25 ± 1.53 (m, 10H), 3.22
(m, 1H), 3.90 ± 3.92 (d, 3J�4.2 Hz, 2H), 4.04 ± 4.17 (m, 2H), 7.01 (d,
3J�8.2 Hz, 2H), 7.47 (m, 3H), 7.82 (m, 2H) ppm; 13C NMR (CDCl3): ��
14.0, 34.3, 31.7, 29.1, 25.6, 22.6, 54.0, 64.4, 72.0, 127.0, 128.5, 131.6,
134.0, 168.3 ppm; MS: m/z (%): 280 (100) [MH]� , 262 (25) [MH�
H2O]� , 105 (50) [PhCO]� . C16H25NO3: 279.37.


Analytical data for compounds 9b and 9c are provided in the
Supporting Information.


Alternative procedures for 9a :


From 9c : PtO2 (7 mg, 0.029 mmol) was added to a solution of 9c
(200 mg, 0.726 mmol) in AcOEt (5 mL). The mixture was stirred for 2 h
at 25 �C under a hydrogen atmosphere then filtered and concen-
trated in vacuo. After silica-gel column chromatography (AcOEt), 9a
(171 mg, 85%) was obtained as a pale yellow solid. See above for
analytical data.


From I b : Under an inert atmosphere, a solution of Ib (1.6 g, 5 mmol),
triphenylphosphine (2.6 g, 10 mmol), and benzoic acid (1.2 g,
10 mmol) in diethyl oxide (100 mL) was stirred for 0.25 h at 25 �C.
Diethylazodicarboxylate (1.8 g, 10 mmol) was slowly added. After
stirring for 2 h at 25 �C, the mixture was concentrated in vacuo and
diluted in a mixture of dioxane (50 mL) and HCl (5N; 50 mL), refluxed
for 1 h, and cooled in ice. An aqueous solution of 1N NaOH was
slowly added until the pH 1 was reached. The aqueous solution was
extracted by CH2Cl2 (3�50 mL). Organic layers were washed with
brine (25 mL), dried over Na2SO4 and concentrated in vacuo. After
silica-gel column chromatography (petroleum ether/AcOEt, 1:1), 9a
(0.9 g, 62%) was obtained as a colorless solid. See above for
analytical data.


2(R)-acetoxyacids ((R)-10b):


Typical procedure for 2-bromoacids: A solution of hexanoic (or
decanoic) acid (0.1 mol), bromine (0.11 mol), and phosphorus
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trichloride (0.01 mol) was refluxed until the solution became clear
and then distilled under reduced pressure to obtain the 2-bromoacid
as a clear oil.


2-bromohexanoic acid: Yld: 92%; bp0.1: 69 �C; IR (film): ��� 3052 (OH),
2988 (CalH), 2926 (CalH), 2867 (CalH), 1717 (C�O) cm�1; 1H NMR
(CDCl3): �� 1.00 (t, 3J� 7.1 Hz, 3H), 1.45 (m, 4H), 2.03 (m, 2H), 4.21 (t,
3J�7.2 Hz, 1H), 12.26 (s, 1H) ppm; 13C NMR (CDCl3): �� 13.6, 21.9,
29.2, 34.2, 45.3, 176.3; C6H11BrO2: 195.05.


2-bromodecanoic acid: Yld: 84%; bp0.05 : 118� 120 �C; IR (film): ���
3027 (OH), 2934 (CalH), 2850 (CalH), 1717 (C�O) cm�1; 1H NMR (CDCl3):
��0.86 (t, 3J�7.0 Hz, 3H), 1.25 (m, 12H), 2.07 (m, 2H), 4.21 (t, 3J�
7.2 Hz, 1H), 12.10 (s, 1H) ppm; 13C NMR (CDCl3): �� 14.1, 22.5, 27.1,
28.7, 29.1, 29.2, 31.7, 34.6, 45.3, 176.3 ppm; C10H19BrO2: 251.16.


Typical procedure for 2-hydroxyacids: A solution of 2-bromoacid
(0.05 mol) in aqueous NaOH (0.5N; 200 mL) was refluxed for 3 h and
then ice-cooled. An aqueous solution of HCl (3N) was slowly added
until pH 2 was reached. This aqueous layer was extracted with AcOEt
(3�80 mL). The organic layers were dried over MgSO4 and
concentrated in vacuo. Recrystallization of the residue from petro-
leum ether/diethyl oxide (20:1) afforded 7 as a white solid.


2-hydroxyhexanoic acid: Yld: 93%; mp: 60 �C; IR (KBr): ��� 3300 (OH),
2950 (CalH), 2872 (CalH), 2818 (CalH), 1723 (C�O) cm�1; 1H NMR
(CDCl3): �� 0.99 (t, 3J�6.0 Hz, 3H), 1.20 ±1.65 (m, 6H), 1.85 (br s, 1H),
4.36 (t, 3J�7.8 Hz, 1H), 7.70 (br s, 1H) ppm; 13C NMR (CDCl3): �� 13.8,
22.3, 26.9, 33.7, 70.3, 179.3 ppm; C6H12O3: 132.15.


2-hydroxydecanoic acid: Yld: 81%; mp: 76 �C; IR (KBr): ��� 3400 (OH),
2942 (CalH), 2848 (CalH), 1721 (C�O) cm�1; 1H NMR (CDCl3): �� 0.86 (t,
3J�6.1 Hz, 3H), 1.25 (m, 12H), 1.76 (m, 2H), 4.25 (dd, 3J�6.3 Hz, 3J�
4.5 Hz, 1H), 7.14 (s broad, 2H) ppm; 13C NMR (CDCl3): �� 14.1, 22.7,
24.8, 29.3, 29.4, 31.0, 31.9, 34.2, 76.3, 179.3 ppm; C10H20O3: 188.26.


2(R)-hydroxyacids: Enantiopure 2(R)-hydroxyhexanoic acid was ob-
tained by enzymatic resolution by using the Candida Cylindracea
lipase in toluene, according to the procedure of Dordick and
Parida.[29] 2(R)-hydroxydecanoic acid was obtained by chemical
resolution by using 1(R)-methylbenzylamine, according to the
procedure of Kellyand and Lacour.[30] Subsequent acetylation
afforded the corresponding 2(R)-acetoxyacids 10a, b.


Typical procedure for 2(R)-acetoxyacids ((R)-10a, b): A solution of (R)-
hydroxyacid (2.8 mmol), acetic anhydride (5.6 mmol), and dimethyl-
aminopyridine (0.28 mmol) in pyridine (10 mL) was stirred for 24 h at
25 �C then diluted with CH2Cl2 (50 mL) and successively washed with
aqueous 5N HCl, saturated NaCl (50 mL) and a saturated aqueous
solution of CuSO4 (50 mL). The organic layer was dried over MgSO4


and concentrated in vacuo. The residue was distilled under reduced
pressure to afford 2(R)-acetoxyacid (R)-10 as a clear oil.


2(R)-acetoxyhexanoic acid ((R)-10a): Yld: 79%; bp0.2 : 81 �C; [�]20D �
�14.8 (c�1.3, CHCl3) ; IR (film): ��� 3400 (OH), 2960 (CalH), 2870 (CalH),
1740 (C�O), 1712 (C�O) cm�1; 1H NMR (CDCl3): �� 0.92 (t, 3J� 6.8 Hz,
3H), 1.27 (m, 4H), 1.55 (dd, 3J� 14.1, 6.6 Hz, 2H), 2.14 (br s, 1H), 4.36
(t, 3J�6.6 Hz, 1H), 9.80 (br s, 1H) ppm; 13C NMR (CDCl3): �� 13.8,
20.3, 20.5, 27.1, 30.6, 71.8, 170.7, 174.0; C8H14O4: 174.19.


2(R)-acetoxydecanoic acid ((R)-10b): Yld: 71%; bp0.01: 105 �C; [�]20D �
�16.9 (c�1.8, CHCl3) ; IR (film): ��� 3400 (OH), 2958 (CalH), 2934 (CalH),
2850 (CalH), 1738 (C�O), 1719 (C�O) cm�1; 1H NMR (CDCl3): �� 0.81 (t,
3J�6.6 Hz, 3H), 1.31 (m, 12H), 1.77 (m, 2H), 1.97 (s, 3H), 4.93 (t, 3J�
6.6 Hz, 1H), 10.27 (br s, 1H) ppm; 13C NMR (CDCl3): �� 14.0, 20.5, 22.6,
25.1, 29.1, 29.2, 29.3, 30.9, 31.8, 72.0, 170.4, 175.8 ppm; C12H22O4: 230.30.


General procedure for ceramide analogues 11a-c, e-g : Under an
inert atmosphere, the coupling agent (see below for details ;
0.22 mmol) in CH2Cl2 (5 mL) was added to an ice-cooled solution of
9 (0.20 mmol), 2(R)-acetoxyacid (R)-10 (0.22 mmol), and diisopropyl-


ethylamine (0.40 mmol) in CH2Cl2 (10 mL). After stirring for 24 h at
25 �C, the mixture was diluted with AcOEt (50 mL) and washed
successively with HCl (1N aq, 2�30 mL), saturated aq NaHCO3 (2�
30 mL), and brine (30 mL). The organic layer was dried over MgSO4


and concentrated in vacuo. 11 was obtained by silica-gel column
chromatography (petroleum ether/AcOEt, 2:1).


Sample data for 11a :


Coupling agent: HDTU; Yld: 86%; colorless solid, mp: 82 �C; Rf�0.8
(AcOEt/petroleum ether, 1:1) ; [�]20D ��1.8 (c� 0.8, CHCl3) ; IR (KBr):
��� 3600±3300 (OH, NH), 3058 (CarH), 2960 (CalH), 2860 (CalH), 1746
(C�O), 1732 (C�O), 1648 (C�O) cm�1; 1H NMR (CDCl3): ��0,91 (m,
6H), 1.33 (m, 14H), 1.70 (m, 2H), 2.10 (s, 3H), 3.27 (br s, 1H), 4.14 (m,
3H), 4.56 (m, 1H), 4.88 (m, 1H), 6.28 (d, 3J�8.6 Hz, 1H), 7.42 (m, 3H),
7.72 (m, 2H) ppm; 13C NMR (CDCl3): �� 13.9, 14.0, 20.6, 22.2, 22.5,
22.6, 27.0, 29.2, 30.4, 31.6, 34.0, 52.2, 63.7, 69.6, 72.6, 127.1, 128.4,
131.2, 134.2, 158.5, 167.9, 171.0 ppm; MS: m/z (%): 436 (90) [MH]� ,
262 (40) [C16H24NO3]� , 105 (100) [PhCO]� , 93 (58) [C7H9]� , 43 (39)
[C2H3O]� ; C24H37NO6: 435.56.


Analytical data for compounds 11b, c, e ±g are provided in the
Supporting Information.


Analogue of ceramide 11d :


Under an inert atmosphere, TMSCl (1,1 mL, 0.37 mmol) was added to
a solution of 9a (100 mg, 0.34 mmol) and triethylamine (82 mg,
0.82 mmol) in CH2Cl2 (10 mL). After stirring for 2 h at 25 �C, the
mixture was ice-cooled and a solution of decanoyl chloride (78 mg,
0.41 mmol) in CH2Cl2 (5 mL) was added. The mixture was stirred for
1 h at 0 �C and then methanol (5 mL) and TMSCl (1,1 mL, 0.37 mmol)
were added. After stirring for 2 h at 25 �C, CH2Cl2 (20 mL) was added
and the solution was washed successively with HCl (1N, aq, 10 mL)
and brine (10 mL). The organic layer was dried over MgSO4 and
evaporated in vacuo. After silica-gel column chromatography
(petroleum ether/AcOEt, 2:1), 11d (90 mg, 63%) was obtained as a
colorless solid. Rf� 0.4 (petroleum ether/AcOEt, 2:1) ; mp: 76 �C;
[�]20D ��0.5 (c� 3.2, CHCl3) ; IR (KBr): ��� 3400 (OH, NH), 3010 (CarH),
2927 (CalH), 2849 (CalH), 1745 (C�O), 1641 (C�O) cm�1; 1H NMR
(CDCl3): �� 0.83 (m, 6H), 1.10 ± 1.51 (m, 24H), 2.32 (t, 3J�7,4 Hz, 2H),
3.76 (m, 1H), 4.35 (m, 3H), 6.12 (m, 1H), 7.45 (m, 3H), 7.75 (m,
2H) ppm; 13C NMR (CDCl3): �� 14.0, 22.5, 25.1, 25.8, 26.0, 29.1, 29.2,
29.3, 29.5, 30.6, 31.1, 31.7, 31.9, 53.9, 63.4, 69.5, 125.2, 128.4, 131.6,
134.4, 166.8, 170.9 ppm; C26H43NO4: 433.63.


General procedure for protected glycosphingolipid analogues
IIa ± g :


Under an inert atmosphere, BF3 ¥ Et2O (170 mg, 1.20 mmol) was
added to an ice-cooled solution of ceramide 11 (0.20 mmol) and
penta-O-acetyl-�-D-galactopyranose (78 mg, 0.20 mmol) in CH2Cl2
(30 mL). The mixture was stirred for 4 h at 25 �C and then washed
with brine (20 mL), dried over MgSO4, and concentrated in vacuo.
After silica-gel column chromatography (petroleum ether/AcOEt,
1:1), the protected analogue of glycosphingolipid II was obtained.


Sample data for II a :


Yld: 69%; brown oil ; Rf� 0.5 (AcOEt/petroleum ether, 1:1) ; [�]20D �
�1.6 (c� 0.3, CHCl3) ; IR (film): ���3450 (NH), 3089 (CarH), 2991 (CalH),
2928 (CalH), 2854 (CalH), 1760 ± 1740 (C�O), 1679 (C�O) cm�1; 1H NMR
(CDCl3): �� 0.87 (m, 6H), 1.31 (m, 16H), 2.04 ± 2.16 (m, 15H), 4.11 (m,
7H), 4.45 (d, 3J� 7.1 Hz, 1H), 5.01 (m, 2H), 5.52 (m, 2H), 6.32 (d, 3J�
8.1 Hz, 1H), 7.31 (m, 3H), 7.81 (m, 2H) ppm; 13C NMR (CDCl3): ��13.9,
14.0, 20.4, 20.5, 20.6, 22.0, 25.4, 27.1, 29.2, 30.6, 31.6, 34.3, 51.9, 61.1,
61.5, 67.0, 68.6, 69.7, 69.9, 70.4, 70.9, 101.2, 127.1, 128.4, 131.3, 136.1,
165.7, 169.9, 171.1 ppm; MS: m/z (%): 766 (10) [MH]� , 436 (25)
[C24H38NO6]� , 331 (60) [C14H19O9]� , 185 (90) [C9H15NO3]� , 93 (100)
[C7H9]� ; C38H55NO15: 765.85.
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Analytical data for compounds IIb±g are provided in the Supporting
Information.


General procedure for unprotected glycosphingolipid analogues
12a ±g :


A solution of protected analogue II (0.10mmol) and K2CO3 (0.70mmol)
in methanol (20 mL) was stirred under an inert atmosphere for 24 h
at 25 �C. DOWEX 50W/8 (0.5 g) was added and the mixture was
filtered through Celite. The filtrate was evaporated in vacuo and,
after recrystallization in methanol and lyophilization, the unprotect-
ed analogue 12 was obtained as a pale yellow powder.


Analogue 12a : Yld: 61%; mp: �250 �C; IR (KBr): ���3400 (OH, NH),
2912 (CalH), 2810 (CalH), 1658 (C�O) cm�1; 1H NMR (CD4O/D2O): ��
0.88 (m, 6H), 1.22 ± 1.39 (m, 16H), 3.37 ± 3.51 (m, 3H), 3.89 ± 4.22 (m,
9H), 7.36 (m, 1H) ppm; MS: m/z (%): 452 (0) [M]� , 384 (100)
[C21H37NO5]� , 317 (40) [C15H27NO6]� , 131 (35) [C6H12NO2]� , 39 (50)
[C2NH]� ; C21H41NO9: 451.55.


Analogue 12b : Yld: 60%; mp: �250 �C. IR (KBr): ���3400 (OH, NH),
2963 (CalH), 2856 (CalH), 1667 (C�O) cm�1; 1H NMR (CD4O/C2D6SO):
��0.99 (m, 6H), 1.29 ± 1.50 (m, 24H), 3.50 ± 3.75 (m, 3H), 3.89 ±4.20
(m, 9H), 7.24 (m, 1H) ppm; MS: m/z (%): 508 (5) [M]� , 356 (20)
[C20H38NO4]� , 318 (60) [C15H27O7]� , 249 (70) [C9H15NO7]� , 39 (100)
[C2NH]� ; C25H49NO9: 507.66.


Analogue 12c : Yld: 57%; mp: 230 �C; IR (KBr): ��� 3370 (OH, NH),
2916 (CalH), 2819 (CalH), 1661 (C�O) cm�1; 1H NMR (CD4O/D2O): ��
0.78 (m, 6H), 1.21 ± 1.43 (m, 18H), 3.35 ± 3.52 (m, 3H), 3.87 ± 4.16 (m,
8H), 7.39 (m, 1H) ppm; MS: m/z (%): 436 (0) [M]� , 223 (80)
[C8H16NO6]� , 185 (100) [C10H19NO2]� , 131 (100) [C5H10NO3]� , 93 (100)
[C3H9O3]� , 39 (65) [C2NH]� ; C21H41NO8: 435.55.


Analogue 12d : Yld: 45%; mp: �250 �C; IR (KBr): ��� 3400 (OH, NH),
2981 (CalH), 2863 (CalH), 1672 (C�O) cm�1; 1H NMR (CD4O/D2O/
C2D6SO): �� 0.83 (m, 6H), 1.20 ± 1.48 (m, 26H), 3.42 ± 3.55 (m, 3H),
3.96 ± 4.36 (m, 8H), 7.35 (m, 1H); MS:m/z (%): 492 (25) [M]� , 386 (100)
[C22H43NO4]� , 262 (28) [C10H16NO7]� ; C25H49NO8: 491.66.


Analogue 12e : Yld: 57%; mp: 210 �C; IR (KBr): ��� 3350 (OH, NH),
2936 (CalH), 2841 (CalH), 1664 (C�O) cm�1; 1H NMR (CD4O/D2O/CDCl3):
��0.93 (m, 6H), 1.29 (m, 16H), 3.48 ± 3.55 (m, 3H), 3.90 ± 4.18 (m,
9H), 7.18 (m, 1H); MS: m/z (%): 452 (0) [M]� , 384 (100) [C21H37NO5]� ,
317 (32) [C15H27NO6]� , 232 (25) [C10H18NO5]� , 131 (30) [C6H12NO2]� , 39
(45) [C2NH]� ; C21H41NO9: 451.55.


Analogue 12 f : Yld: 48%; mp: �250 �C; IR (KBr): ���3400 (OH, NH),
2967 (CalH), 2872 (CalH), 1684 (C�O) cm�1; 1H NMR (CD4O/C2D6SO):
��0.90 (m, 6H), 1.20 ± 1.45 (m, 24H), 3.40 ± 3.60 (m, 3H), 3.90 ±4.30
(m, 9H), 7.19 (m, 1H) ppm; MS: m/z (%): 508 (2) [M]� , 356 (25)
[C20H38NO4]� , 318 (35) [C15H27O7]� , 265 (55) [C10H19NO7]� , 249 (30)
[C9H15NO7]� , 39 (100) [C2NH]� ; C25H49NO9: 507.66.


Analogue 12g : Yld: 73%; mp: 210 �C; IR (KBr): ���3400 (OH, NH),
2912 (CalH), 2810 (CalH), 1658 (C�O) cm�1; 1H NMR (CD4O/D2O): ��
0.97 (m, 6H), 1.28 ± 1.50 (m, 18H), 3.48 ± 3.61 (m, 3H), 3.92 ± 4.31 (m,
8H), 7.48 (m, 1H) ppm; MS: m/z (%): 436 (0) [M]� , 223 (25)
[C8H16NO6]� , 131 (100) [C5H10NO3]� , 93 (95) [C3H9O3]� , 39 (55)
[C2NH]� ; C21H41NO8: 435.55.


Surface pressure measurements :


The surface pressure was measured with a Langmuir film balance
(A&D Instruments, Oxford, UK) by using the Collect software
(Labotronics Inc. , Guelph, Ontario, Canada). GalCer was dissolved
in a mixture of hexane/chloroform/ethanol (11:5:4) then spread
inside a Teflon tank. In all experiments, the subphases were pure
water obtained by filtration through a milli-Q water purification
system (Millipore, Saint-Quentin, France).
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The Ternary Complex of Cytochrome f and
Cytochrome c : Identification of a Second Binding
Site and Competition for Plastocyanin Binding
Peter B. Crowley, Kersten S. Rabe, Jonathan A. R. Worrall, Gerard W. Canters, and
Marcellus Ubbink*[a]


The complex of yeast cytochrome c and cytochrome f from the
cyanobacterium Phormidium laminosum was investigated by
NMR spectroscopy. Chemical shift perturbation analysis reveals
that residues around the haem edge of cytochrome c are involved
in the complex interface. Binding curves derived from an NMR
spectroscopy titration at 10 mM ionic strength indicate that there
are two sites for cytochrome c with binding constants of approx-
imately 2� 104M�1 and 4� 103M�1. A protein docking simulation
with NMR-derived constraints identifies two sites, at the front
(Site I) and back faces (Site II) of the haem region of cytochrome f.


Site I is homologous to the binding site previously determined for
the natural cytochrome f partner plastocyanin. Site II may repre-
sent the binding site for the Rieske protein in the cytochrome bf
complex. Cytochrome c and plastocyanin are shown to compete
for binding at Site I. The competition appears to involve electro-
static screening rather than simple steric occlusion of the binding
site.


KEYWORDS:


cytochromes ¥ electron transport ¥ metalloproteins ¥
NMR spectroscopy ¥ protein docking


Introduction


Interprotein electron transfer (ET) is a key step for many of the
processes of cellular metabolism. The formation of transient
protein complexes with millisecond lifetimes and �M±mM


binding affinities is necessary to maintain high turnover along
redox chains.[1] It remains unclear how specificity can be
achieved between redox partners under these conditions and,
in particular, which elements of the protein structure enable fast
ET and are responsible for the control of specificity. Structure
determination has accelerated dramatically in recent years. The
percentage of crystal structures of redox protein complexes
remains however disparately low.[2] Structural characterisation of
transient complexes is severely hampered by the difficulty of
cocrystallisation. In contrast, NMR spectroscopy methods such as
chemical shift perturbation analysis are particularly suited to the
study of transient complexes and provide detailed information
concerning the complex interface.[3]


In oxygenic photosynthesis, the membrane-bound cyto-
chrome bf complex couples proton translocation across the
membrane to ET between photosystems II and I, which results in
a proton gradient that drives the synthesis of adenosine
triphosphate (ATP).[4] The structure of the soluble domain of
Phormidium laminosum ferrous cytochrome f (cytf ; Figure 1A), a
component of the bf complex, consists of a large and a small
domain arranged in an elongated structure of approximately
28.5 kDa.[5±7] The haem-binding motif Cys-X-Y-Cys-His (X and Y
denote two different amino acid residues), characteristic of c-
type cytochromes, occurs near the N-terminus. Unusual features
include the sixth ligand Tyr1, which coordinates through the �-


Figure 1. Electrostatic potential surfaces of (A) cytf,[6] (B) Pc[10] and (C) cytc.[17]


Both cytf and cytc are oriented with the haem region facing the viewer. Pc is
oriented with the copper site at the top. All images were created with a colour
ramp for positive (blue) or negative (red) surface potentials with saturation at
10 kT. The potentials were calculated for formal charges only and surfaces were
visualised with the GRASP program.[18]


amino group, and a chain of five buried water molecules, which
extends from behind the haem group to near the protein
surface.[8, 9] P. laminosum cuprous plastocyanin (Pc; Figure 1B) is
a 10.5 kDa type I copper protein, which functions as the mobile


[a] Dr. M. Ubbink, P. B. Crowley, K. S. Rabe, Dr. J. A. R. Worrall, Prof. G. W. Canters
Leiden Institute of Chemistry
Leiden University, Gorlaeus Laboratories
P.O. Box 9502, 2300 RA Leiden (The Netherlands)
Fax: (�31)71-527-4593
E-mail : m.ubbink@chem.leidenuniv.nl
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redox partner of cytf and shuttles electrons to photosys-
tem I.[11, 12]


We previously determined the solution structure of the cytf ±
Pc complex from a plant[13] and a cyanobacterial[14] source by
using a novel NMR spectroscopy method based on intermolec-
ular pseudocontact restraints. It was found that a combination of
electrostatic and hydrophobic surfaces defines the complex
interface between turnip cytf and spinach Pc. In contrast, the
complex in P. laminosum, a thermophilic cyanobacterium, was
found to be predominantly hydrophobic. These differences can
be attributed to the different surface charge distributions in the
plant and cyanobacterial proteins. In particular, the prominent
acidic patches of the plant Pc are completely absent from the
cyanobacterial protein,[10] while the hydrophobic patch that
surrounds the copper site is more extensive in the latter.[15]


A similar study on the complex of horse cytc and pea Pc
revealed that this complex consists of a dynamic ensemble[16] as
opposed to the single orientation observed in the cytf ±Pc
complex. This highlights the importance of studying both
physiological and nonphysiological complexes in an effort to
deepen our understanding of protein interactions. In this work
we have investigated the interaction of yeast ferrous cyto-
chrome c (cytc ; 12.5 kDa; Figure 1C) with both cytf and Pc from
P. laminosum. While no complex is formed with Pc, cytc can form
a 2:1 complex with cytf. A combination of heteronuclear NMR
spectroscopy and protein docking simulations with the BiGGER
(bimolecular complex generation with global evaluation and
ranking) software[19, 20] was used to determine the orientation of
cytc and cytf in the complex. This work provides new insight into
the capacity of cytf as a redox partner.


Results


The complex of cytf and cytc


Comparison of the 1H-15N HSQC spectra of free 15N-cytc and 15N-
cytc in the presence of cytf revealed distinct differences arising
from complex formation. In the complex, cytc experiences a
longer rotational correlation time manifested as a general
broadening of the amide resonances. The presence of cytf
resulted in approximately 25 Hz broadening of the cytc reso-
nances (Figure 2A). In addition to line broadening effects,
chemical shift perturbation (��Bind) was observed for a number
of resonances (Figure 2A and B). The magnitude of the line
broadening was similar for both shifted resonances and
resonances which did not shift. This behaviour typifies a fast
exchange process on the NMR time scale and yields a single
averaged resonance for the bound and free forms of cytc. With
the addition of increasing amounts of cytf, the line broadening
and chemical shift perturbation of 15N-cytc resonances increased
towards a maximum. Within experimental error, identical ��Bind


effects were observed for the reverse titration in which cytc was
titrated into cytf. Titration curves of ��Bind values versus the
molar ratio of cytf :cytc are plotted in Figure 2B. A fit of the
curves that assumes a 1:1 stoichiometry (dotted lines) clearly fails


Figure 2. A) Cross-sections through the 1HN resonance of the Ala81 residue in
cytc along the F2 dimension. The peak at 8.05 ppm is the unperturbed resonance
in the free protein with a line width at half height of 16 Hz. In the presence of cytf
(1.2 equiv), the resonance shifts to 7.96 ppm and the line width at half height
increases to 39 Hz. The broken line represents a Lorentzian fit of the resonance in
the bound state. B) Titration curves of four amide resonances of cytc. Fits of the
curves that assume a 1:1 stoichiometry are shown as dotted lines. The solid lines
represent least-squares fits to the model that describes two nonequivalent,
noninteracting cytc binding sites per cytf. This model yielded binding constants of
approximately 2� 104M�1 and 4� 103M�1.


to fit the experimental data. A binding model with two cytc
molecules per cytf resulted in a greatly improved fit. The two-site
model for nonequivalent, noninteracting sites[21, 22] (solid line)
yielded binding constants of approximately 2�104M�1 and 4�
103M�1 (Table 1).


At equimolar concentrations of 15N-cytc and cytf, twenty-two
of the ninety-eight resolved backbone amides demonstrated
significant ��Bind values, which ranged from �0.12 to 0.07 ppm
and from �0.69 to 0.11 ppm for the amide proton (1HN) and
nitrogen (15N) nuclei, respectively. These chemical shift changes
identify the region of cytc involved in the complex interface with
cytf. Figure 3A shows the location of the affected residues in the
crystal structure of cytc,[17] with each residue coloured according
to its largest ��Bind value. The affected amides cluster around the
exposed edge of the haem group on the front face of the
protein. Residues Thr12, Thr78 and Lys79 experience the largest
effects.


The ferrous form of cytochrome c gives rise to several
resonances in the upfield region of the 1D 1H NMR spectrum.
These resonances have been assigned to the side-chain protons


Table 1. Binding constants and maximum chemical shift changes for complex
formation between cytf and cytc.[a]


Residue Ka [104M�1] ��a
max [ppm] Kb [103M�1] ��b


max [ppm]


Gln16 2.0 0.19 4.2 0.08
Met80 1.8 0.32 4.3 0.26
Thr78 2.0 0.74 4.5 0.34
Thr12 2.0 0.61 4.2 1.00


[a] Values were derived from a fit of the data in Figure 2 with the model for two
nonequivalent, noninteracting sites on cytf (see the Experimental Section for
details).
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Figure 3. Chemical shift maps of cytc in the presence of (A) cytf and
(B) cytochrome c peroxidase (Ccp).[32] Residues are coloured according to the
chemical shift perturbation they experience (ppm): blue, �0.03 (1H), �0.1 (15N);
cream, �0.06 (1H), �0.3 (15N); orange, �0.10 (1H), �0.6 (15N); red, �1.0 (1H),
�2.0 (15N). Prolines and unassigned residues are indicated in grey. The haem
group is coloured green.


of the sixth haem ligand,[23, 24] residue Met80 in the case of yeast
cytc.[25] In agreement with the heteronuclear data for Met80,
small chemical shift changes were observed for these upfield
peaks in the presence of cytf (Table 2). Four resonances were
observed in the upfield region of the 1H NMR spectrum of
ferrous cytf, which disappear in the ferric form (Figure 4). Two of
these resonances have been reported before in an earlier NMR
spectroscopy study on plant cytf.[26] The exceptionally large
upfield shifts imply that the signals arise from protons in the
vicinity of the haem group, probably from the ligand Tyr1. These


Figure 4. The upfield resonances of ferrous cytf as observed in the 1D 1H NMR
spectrum.


resonances experience chemical shift perturbation in the
presence of cytc (Table 1), which indicates that at least one of
the binding sites for cytc is located near the haem group of cytf.


To investigate ionic strength effects on the complex, 1H-15N
HSQC spectra were acquired on a cytf/cytc (1.4:1) sample, over a
range of NaCl concentrations (0 ± 200 mM). Both the line broad-
ening and the ��Bind values were dependent on the NaCl
concentration. The observed chemical shift perturbation of the
twenty-two affected amides is plotted as a function of the salt
concentration in Figure 5. The chemical shift perturbation of free


Figure 5. Salt dependence of ��Bind values for all twenty-three affected back-
bone amide resonances observed in the complex of cytc and cytf at (�) 0 mM


NaCl, (�) 50 mM NaCl, (�) 100 mM NaCl, (�) 150 mM NaCl and (�) 200 mM NaCl.
(�) represents the chemical shift perturbation of free cytc resonances caused by
the presence of 200 mM NaCl.


cytc resonances due to the presence of 200 mM salt is
represented by open squares in the plot. At 200 mM NaCl the
magnitude of the ��Bind values decreased by sixty percent on
average, which indicates a strong electrostatic contribution to
complex formation. The line broadening effects also decreased
proportionally. Similar results were obtained for a cytc/cytf (2:1)
sample. The ��Bind value for the salt-sensitive resonances of
residues Val20, Lys79 and Lys87, do not decrease towards zero
but rather towards the value for free cytc at high salt.


Table 2. Chemical shifts of the upfield resonances in the 1D 1H NMR spectra of
free cytc, free cytf and a sample of the cytf/cytc (0.9:1.0) complex.


Free Protein [ppm] Complex [ppm] ��Bind [ppm]


cytc M80
� �0.17 �0.19 � 0.02
� �2.40 overlap[a] ±
� �1.72 �1.77 � 0.05
� �3.68 �3.73 � 0.05
� �3.14 �3.2 � 0.06


cytf
� 2.47 overlap[a] ±
� 3.33 �3.28 0.05
� 6.69 �6.66 0.03
� 7.87 �7.85 0.02


[a] In the spectrum of the sample containing cytc and cytf the �2.4 ppm
resonances of the two proteins overlap.
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Protein Docking


To obtain intermolecular pseudocontact shifts for structure
determination it is necessary to subtract the appropriate
diamagnetic control from measurements on a complex in which
at least one of the species is paramagnetic. In the cytf ± cytc
complex it is only possible to measure the fully oxidised or fully
reduced samples, which complicates the possibility of obtaining
reliable data. As an alternative to the use of pseudocontact shifts,
a docking simulation between cytf and cytc was performed by
using the BiGGER software.[19, 20] 5000 putative geometries
generated by BiGGER were independently assessed and ranked
in terms of both the standard scoring function[19] and the
experimentally obtained data. The results of each ranking
procedure are presented in Figure 6. The results that used only


Figure 6. Comparison of (A) the ab initio and (B) the experimentally ranked
docking geometries as generated by the BiGGER program.[19] Cytf is depicted as
the C� trace with the haem group in spacefill. The geometric centre of cytc is
represented by spheres in each of one thousand docking geometries (left) and the
top fifty geometries (right). The colour coding indicates the ranking position on a
scale from green to red with red to indicate more favourable ranking.


the scoring function as implemented by the BiGGER program
were clear cut (Figure 6A). The front face of the haem region in
cytf (Site I) is unequivocally identified as the binding site for cytc.
When experimental constraints were used to rank the docking
configurations, however, the results were significantly different
(Figure 6B). While Site I remains the favoured site of interaction,
several other regions of the cytf surface were identified as
potential binding sites for cytc. In particular, there is a
preponderance of favourable docking orientations directly
opposite Site I. Binding curves derived from the NMR spectros-
copy titration indicate that there are two binding sites for cytc.


The experimentally ranked docking calculations suggest that
these binding sites are Site I and Site II. These two top-ranking
docking configurations are illustrated in Figure 7. Cytf is sand-
wiched between two molecules of cytc, which are approximately


Figure 7. The top-ranking orientations of cytc at Site I and Site II. Cytf is depicted
in ribbon representation and cytc as the C� trace with the residues for which
constraints were used indicated by black spheres for the backbone N atom. The
two binding sites on cytf are also shown in detail. Aliphatic and aromatic residues
are coloured grey and the haem group is coloured black. The figure was drawn
with the program Molscript.[27]


interchangeable by a 180� rotation about an axis defined by the
Fe atoms of each cytc and centred on the C� atom of the G158
residue in cytf. The Fe ± Fe distances between cytf and cytc are
14.1 ä at Site I and 19.0 ä at Site II. Of the thirty-one constraints
used in the experimental ranking procedure, eight were violated
at Site I, and nine were violated at Site II.


Cytc and Pc


No significant effects were observed in the 1H-15N HSQC spectra
upon titration of P. laminosum Pc into yeast 15N-cytc. Despite the
addition of 2.5 molar equivalents of Pc, the cytc resonances did
not demonstrate any line broadening and only one backbone
amide experienced a change in chemical shift. The resonance of
the amide proton, 1HN, of Lys79 was shifted by 0.05 ppm.
Assignments for cytc at 200 mM NaCl indicate that this 1HN


proton, whose signal shifts by almost 0.2 ppm, has one of the
most salt-sensitive resonances in the protein (Figure 5). It is likely







M. Ubbink et al.


530 ChemBioChem 2002, 3, 526 ±533


that the small shift of this proton in the presence of Pc reflects a
change in the solvent ionic strength, which possibly arises from
electrostatic screening by Pc. In contrast to the results reported
for the interactions of cytc and cytf, it can be concluded that no
complex is formed between cytc and Pc. This is in agreement
with laser flash photolysis measurements on horse heart cytc and
Pc, which demonstrate that there is no significant electron transfer
reaction (C. Lowe, M. A. De la Rosa; personal communication).


Competition for the binding site on cytf


Site I of cytf has been identified as a binding site for both cytc
(this work) and the natural partner Pc.[14] For this reason, we
investigated competition between P. laminosum Pc and cytc for
Site I on cytf. Complex formation in a cytf/15N-cytc (1:1) sample
was monitored as described above. Unlabelled Pc was titrated
into this sample to 1.6 molar equivalents and competition for
binding at Site I was inferred from changes in the ��Bind effects
observed for the 15N-labelled cytc. A similar experiment was
performed with a 1:1 sample of cytf and 15N-Pc. Unlabelled cytc
was titrated into this sample to 2.0 molar equivalents. Regions
from the overlaid 1H-15N HSQC spectra of the free proteins, the
complex and the complex in the presence of the ™competitor∫
protein are illustrated in Figure 8. The ��Bind value decreased as


Figure 8. A) A region of the overlaid 1H-15N HSQC spectra of free 15N-cytc (black),
a 1:1 complex of cytc and cytf (blue) and a 1:1 cytc/cytf solution with 1.6 M equiv
Pc (red). B) A region of the overlaid 1H-15N HSQC spectra of free 15N-Pc (black), a
1:1 complex of Pc and cytf (blue) and a 1:1 Pc/cytf solution with 2.0 M equiv cytc
(red).


the concentration of competitor was increased. Likewise, the
magnitude of the line broadening decreased, which indicates
that more of the labelled protein was in the free form. It can
therefore be concluded that the addition of competitor protein
tends to disrupt the observed complex. The results of the
competition experiments are plotted in Figure 9. ��Bind values
observed for 15N-cytc resonances decreased on average by fifty
percent in the presence of 1.6 equivalents of P. laminosum Pc. For
some resonances there was no significant decrease. Anomalous
effects were observed for Lys79 and Lys87, which showed
behaviour similar to that observed in the salt titration (Figure 5).


Figure 9. (A) and (B) illustrate the effect of the presence of (�) no Pc, (�)
0.5 equiv, (�) 1 equiv and (�) 1.6 equiv Pc on ��Bind values for a 1:1 15N-cytc/cytf
mixture. (C) and (D) illustrate the effect of the presence of (�) no cytc, (�)
0.5 equiv, (�) 1 equiv and (�) 2.0 equiv cytc on ��Bind values for a 1:1 15N-Pc/cytf
mixture.


Similar results were seen for the case in which the effects on
bound 15N-Pc were observed. At two equivalents of cytc, the
��Bind values observed for 15N-Pc resonances decreased by 60%.
It has previously been shown that the complex between cytf and
Pc remains intact in the presence of 200mM NaCl.[14] In contrast, the
cytf ± cytc complex is disrupted at high ionic strength. A sample
containing cytc/cytf/15N-Pc (2:1:1) was also investigated at 200 mM


NaCl. As might be expected, several of the 15N-Pc resonances were
restored to their original ��Bind values as observed in the absence
of cytc. However most of the resonances were unaffected.


Discussion


Interactions of cytf and cytc


Although cytc is a nonphysiological partner for cytf, the results
presented above demonstrate that the proteins are capable of
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complex formation. Considering the net charges under neutral
pH conditions (�14 for cytf and �8 for cytc), a strong
electrostatic attraction is expected for these partners. Addition
of NaCl to increase the ionic strength tends to inhibit the
interaction of the proteins, which indicates that the complex is
indeed electrostatic in nature. These results are in agreement
with the work of Wagner et al. , who have shown that the rate of
reduction of horse cytc by intact cytochrome bf molecules from
P. laminosum decreased sharply above an ionic strength of
70 mM.[28] Pc has a net charge of �3 and does not form a
complex with yeast cytc. In a previous 1H NMR spectroscopy
study, small chemical shift changes (�0.05 ppm) were observed
for horse cytc in the presence of pea plastocyanin.[16] These
results were interpreted as representing a dynamic ensemble of
electrostatic complexes. In this case the acidic patches of the
plant Pc favour an electrostatic interaction.


A model for specific complex formation based on electro-
statics alone is, however, clearly inadequate. It has been shown
that hydrophobic interactions play a vital role in stabilising
protein complexes.[29] In order to obtain a specific complex
from a dynamic ensemble it is necessary to bury hydrophobic
residues in the complex interface. The relatively large chemical
shift changes observed in the presence of cytf suggests that
cytc maintains a specific orientation for a significant fraction
of the complex lifetime. A combination of NMR spectroscopy
and protein docking simulations made it possible to identify
two cytc binding sites on cytf. This is in stark contrast to both
the dynamic ensemble observed for cytc with plant Pc,[16] and
to the absence of complex formation with the cyanobacterial
Pc.


When cytc binds at Site I of cytf, the hydrophobic residues
around the two haem groups are brought into close proximity. A
similar hydrophobic stabilisation can be envisaged when cytc is
bound at Site II. In this orientation the complex interface
encompasses a cluster of six hydrophobic residues surrounding
the carbonyl oxygen of residue His25 and the fifth haem ligand
of cytf (Figure 7). Four of these residues (Ala22, Leu26, Phe236
and Gly237) are invariant across the thirty-three known cytf
sequences. The Ala27 residue, which participates in the buried
water chain, is conserved in all but two sequences. The amino
acid Ala28 is strongly conserved among cyanobacterial sequen-
ces but occurs predominantly as a Gln or Asn residue in plant
and algal sequences. It is noteworthy that residues Phe236 and
Gly237 occur in the sequence Gly-Gly-Phe-Gly-Gln, the only
invariant element of the primary structure of cytf apart from the
haem-binding motif. The sequence alignment indicates that
Site II is a highly conserved region of cytf. Furthermore the site is
hydrophobic in nature. In general, redox proteins are charac-
terised by a hydrophobic patch that surrounds the port of entry
and exit for electrons. This suggests that Site II may be a true
electron transfer site, possibly for the Rieske protein in the
cytochrome bf complex. A crystal structure is available for the
C-terminal domain of the Rieske protein from spinach.[30]


Docking simulations between this fragment and cytf resulted
in favourable docking at both Site I and site II. In the absence of a
crystal structure of the cytochrome bf complex, the accessibility
of Sites I and II of cytf in vivo remains to be established. It has


been suggested that cytf lies close to the membrane within the
tight confines of the thylakoid space.[31]


A clearly defined region on the surface of cytc is involved in
the interaction with cytf (Figure 3A). The complex of yeast cytc
and its physiological partner cytochrome c peroxidase was
characterised recently by heteronuclear NMR spectroscopy.[32]


Figure 3B illustrates the chemical shift map of cytc in the
presence of Ccp. The gross features of the binding site on cytc
are similar for the complexes with both cytf and Ccp, although
the interface is considerably more extensive in the latter. On
average, larger��Bind effects were observed for the Ccp complex,
which was investigated at 100 mM NaCl. These differences can be
attributed to co-evolution of cytc and Ccp to optimise molecular
recognition and complementarity, which gives rise to a binding
constant at least one order of magnitude higher than the
nonphysiological complex.


The structure of the P. laminosum Pc ± cytf complex was
determined recently by using pseudocontact restraints.[14] It
was found that hydrophobic interactions predominate in this
complex. In contrast, the nonphysiological cytc ± cytf complex
also relies on favourable electrostatic attractions between the
proteins. It is clear, therefore, that cytf can utilise different
interactions with different partners in vitro. The behaviour in vivo
is more complicated as was demonstrated for the oxidation of
cytf in Chlamydomonas reinhardtii. While electrostatics are
important for the in vitro reaction with Pc, it was demonstrated
that the removal of complementary charges on cytf had no
effect on the reaction in whole cells.[33]


Competition for the Pc binding site


The present work demonstrates that cytf has two binding sites
for cytc, one of which (Site I) is homologous to the Pc binding
site. It has also been shown that cytc and P. laminosum Pc do not
form a complex. Therefore it was possible to investigate
competition between Pc and cytc for Site I on cytf. It is clear
from Figures 8 and 9 that the presence of the competitor protein
prevents complex formation between cytf and the labelled
protein (cytc or Pc). The results appear to be similar in both
cases. However, cytc is the stronger competitor since it can bind
at two sites on cytf. The binding constant for the Pc ± cytf
complex is on the order of 102M�1. It is surprising therefore that
Pc is capable of competing with cytc. This suggests that the
mode of competition is more complicated than mere steric
occlusion of the binding site.


It was noted that the resonances of residues Lys73 and Lys87
behaved similarly in both the salt titration (Figure 5) and the
competition experiments (Figure 9). It is conceivable therefore,
that the inhibition of cytc binding in the presence of Pc could be
the result of electrostatic screening. In this case, Pc behaves as a
counterion to cytc and thereby hinders the interaction with cytf.
This idea is supported by the observation that the Lys79 residue
of cytc is similarly sensitive to the presence of either Pc or NaCl,
as described above. Furthermore the bimolecular association
step is different for a molecule approaching free cytf from that
for a molecule approaching cytf in a complex with either partner.
Thus, while electrostatic effects are not crucial for the cytf ±Pc
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complex, they may gain in importance when a molecule of cytc
is already bound to cytf and the net effective charge is�6 (or�2
for two molecules of bound cytc) rather than �14. This change
in charge could lead to an enhancement of the bimolecular
association. Additional complications concern the possibility of
fluxionality. When one site is already occupied the second
protein may bind at an alternative site with increased affinity.[34]


Clearly these questions need to be addressed in the future with
the hope of understanding the specificity and dynamics of
proteins with multifarious roles in the cell.


The identification of two cytc binding sites may be of
relevance for the interactions of cytf with the natural partner
cytochrome c6 , which functions as an alternative electron carrier
to Pc in certain cyanobacteria and algae when grown under
copper-depleted conditions.[35, 36] The complex of cytf and
cytochrome c6 is currently under investigation.


Experimental Section


Protein preparation : All protein samples were produced by
heterologous expression in E. coli. Unlabelled and uniformly 15N-
labelled cytc (C102T) were isolated and purified as described
previously.[37, 38] The preparation of unlabelled cytf and Pc and
uniformly 15N-labelled Pc was performed according to previously
published methods.[14, 39]


NMR spectroscopy samples : Protein interactions were investigated
for the diamagnetic species only and reducing conditions were
maintained by the presence of sodium ascorbate. Protein solutions
were concentrated to the required volume in Millipore Ultrafree
centrifuge tubes with a 5 kDa molecular weight cut-off and
exchanged into a solution containing potassium phosphate
(10 mM; pH 6.0), D2O (10%) and sodium ascorbate (1.0 mM). Protein
concentrations were determined by optical spectroscopy by using
extinction coefficients �550�27.5mM�1 cm�1 and �556�31.5mM�1 cm�1


for the ferrous forms of cytc and cytf, respectively. The concentration
of Pc was determined for the cupric form by using an �597 value of
4.3mM�1 cm�1.


To investigate complex formation between cytc and cytf, microlitre
aliquots of a 4.2 mM cytf stock solution were titrated into an NMR
spectroscopy sample containing 15N-cytc (0.85 mM). After each
addition of protein, the pH value of the sample was verified and
1H-15N HSQC spectra were recorded. Reverse titrations were also
performed in which 15N-cytc (1.5 mM) was titrated into cytf samples
(0.4 and 0.7 mM). To study the effects of ionic strength on the
complex, a sample containing cytf/cytc (1.4:1) was titrated with NaCl
to a final concentration of 200 mM. A similar salt titration was
performed on a 2:1 cytc/cytf sample. To study the interactions of cytc
and Pc, the latter protein was titrated into a 15N-cytc sample
(0.25 mM) to 2.5 molar equivalents. Competition between cytc and Pc
for the binding site on cytf was investigated by using ternary
mixtures. Samples containing cytf (0.4 mM) and the labelled partner,
15N-Pc or 15N-cytc (0.4 mM), were prepared. Microlitre aliquots of the
third component, unlabelled Pc or unlabelled cytc, were titrated to
approximately 0.5, 1 and 2 molar equivalents and the effects on the
labelled protein were observed. Control measurements were
recorded on the pure proteins under identical conditions.


NMR spectroscopy : All measurements were performed on a Bruker
DMX 600 NMR spectrometer at 300 K. 1H-15N HSQC[40] spectra were
acquired with spectral widths of 40.0 ppm (15N) and 13.9 ppm (1H) to
investigate the interactions of cytc with cytf. Spectra of the ternary
mixtures were acquired with the same spectral widths except for
those containing 15N-Pc, which were acquired with spectral widths of
40.0 ppm (15N) and 17.9 ppm (1H). The XWINNMR program was used
for spectral processing, and analysis of the chemical shift perturba-
tion with respect to the free protein was performed with the XEASY
software.[41] Nuclei that experience chemical shift perturbation as a
result of binding (��Bind) were identified by subtraction of the
assignments for the free protein from the assignments in the
complex, as shown in Equation (1).


�� i
Bind �� i


complex �� i
free (1)


� i
complex and � i


free are the chemical shifts experienced by nucleus i in
the complex and in the free protein, respectively.


Binding curves : Binding curves were obtained by plotting ��Bind


values against the molar ratio of cytf :cytc. The data were fitted to
either a one-site or a two-site model by using the program SCIENTIST
(MicroMath, Salt Lake City, UT). The NMR spectroscopy experiment
cannot explicitly distinguish binding at Site I from binding at Site II.
Therefore, to avoid confusion, the model is described in general
terms for site a and site b. In the case of cytc binding to two distinct
sites on cytf, ��Bind is the sum of the contributions from each site as
given by Equation (2).


��Bind � ��a
max


fca


ct
���b


max


fcb


ct
(2)


��a
max and ��b


max are the maximum chemical shift changes at site a
and site b, respectively, fca and fcb represent the amount of cytc
bound at site a and site b on cytf and ct is the total amount of cytc.
The binding constant for site a is given by Equation (3),


Ka � fca


cf
(3)


where c and f are the concentrations of free cytc and free cytf.
Assuming nonequivalent, noninteracting binding sites, Equation (3)
can be rewritten as Equation (4).


Ka � fca


�ct � fca � fcb� �f t � fca� (4)


By analogy, a similar equation can be derived for Kb and combination
with Equation (4) yields the relationships given by Equations (5) and
(6).


fca � Ka (ct� fca� fcb) (ft� fcb) (5)


fca � ct� fcb � fcb


Kb�f t � fcb� (6)


ft and ct are related to the concentration of the stock solution of cytf
(f0), the initial concentration of cytc (c0) and the molar ratio R (ft/ct) by
Equations (7) and (8).


ft � R f 0 c0


�R c0� � f 0
(7)


ct � f 0 c0


�R c0� � f 0
(8)


Numerical solutions to Equation (2) were obtained by nonlinear least
squares fitting of the model, with R and ��Bind values as the
independent and dependent variables, respectively.
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Protein docking : The coordinates for cytf,[6] cytc[17] and the Rieske
protein[30] were obtained from the Brookhaven Protein Data Bank
(accession codes 1ci3, 1ycc and 1rfs, respectively). Docking simu-
lations between cytf and cytc were performed by using the docking
program BiGGER. The procedure implemented by this program has
been adequately described in the literature[19, 20] and is presented
here in brief. The program consists of two modules. In the first
module, a population of docked geometries with maximal surface
matching and favourable intermolecular amino acid contacts is
generated. To do this, the shape of each molecule is represented by a
3D matrix of 1 ä3 cells and an exhaustive grid search is performed in
which the matrix that defines one molecule systematically explores
the matrix that represents the partner molecule. In the second
module the docking results are ranked according to a global scoring
function composed of four terms; surface matching, side-chain
contacts, electrostatics and solvation energy.


The docked geometries were also ranked, independently of the
standard method, by using the experimentally obtained information
about the complex interface. Nuclei that experienced a ���Bind �	
0.03 (1HN) or �0.10 (15N) were translated into distance constraints on
the assumption that they must be within 5 ä of any atom on the
partner protein. The scoring is based, therefore, on the number of
satisfied constraints in each of the docked geometries. A total of
thirty-one NMR-spectroscopy-derived constraints were used in the
experimental ranking procedure.


Dr. C. Erkelens is acknowledged for his assistance with the NMR
facilities. K.S.R. acknowledges the Socrates/Erasmus program.
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Chemical Synthesis and Biochemical Properties
of Oligonucleotides that Contain the
(5�S,5S,6S)-5�,6-Cyclo-5-hydroxy-5,6-dihydro-
2�-deoxyuridine DNA Lesion
Evelyne Muller, Didier Gasparutto, and Jean Cadet*[a]


The first chemical synthesis of (5�S,5S,6S)-5�,6-cyclo-5-hydroxy-5,6-
dihydro-2�-deoxyuridine [(5�S,5S,6S)-cyclo-5-OH-dHdU], a radia-
tion-induced decomposition product of 2�-deoxycytidine in aerated
solution, is reported. Subsequently, 2�-deoxycytidine was incorpo-
rated into oligodeoxyribonucleotides with defined sequences by
using an optimized system of protection that takes into account
the reactivity and stability of the modified building blocks. After
deprotection and purification, the chemical composition of the
modified DNA fragments was assessed by enzymatic digestions
and mass spectrometry measurements. The MS analyses confirmed


the presence and integrity of the lesion within the synthesized DNA
fragments. In vitro replication and repair studies showed that
(5�S,5S,6S)-cyclo-5-OH-dHdU acts as a block for DNA polymerases
when inserted into DNA oligomers and is not excised by any of the
tested DNA N-glycosylases. Therefore, (5�S,5S,6S)-cyclo-5-OH-dHdU
may represent a potential lethal lesion within the cell if it is not
removed by the nucleotide excision repair machinery.


KEYWORDS:


DNA damage ¥ DNA polymerases ¥ glycosylases ¥ nucleosides
¥ oligonucleotides


Introduction


Two diastereoisomers of 5�,6-cyclo-5-hydroxy-5,6-dihydro-2�-de-
oxyuridine (cyclo-5-OH-dHdU) have recently been identified as
radiation-induced decomposition products of 2�-deoxycytidine
in aerated aqueous solution (Scheme 1).[1] The formation of the


Scheme 1. Structure of the two diastereoisomers of 5�,6-cyclo-5-hydroxy-5,6-
dihydro-2�-deoxyuridine (cyclo-5-OH-dHdU), which are radiation-induced de-
composition products of 2�-deoxycytidine in aerated aqueous solution.


cyclonucleosides may be described in terms of initial abstraction
of a hydrogen atom from the C-5� atom of the sugar moiety in 2�-
deoxycytidine by an OH radical, followed by intramolecular
addition of the resulting radical to the C-6 atom of the cytosine
moiety and subsequent fixation of molecular oxygen onto the
resulting C-5-centered radical.[1] Analogous purine cyclonucleo-
sides were found to be generated through the intramolecular
addition of the C-5� radical that is formed by OH-radical-
mediated abstraction to the C-8 atom of either an adenine or a


guanine moiety.[2±4] Interesting biological features of DNA repair
excision and mutagenesis were recently inferred from several
studies[5±8] that involved the use of site-specific modification to
form oligonucleotides that contained 5�,8-cyclo-2�-deoxyadeno-
sine and 5�,8-cyclo-2�-deoxyguanosine. In order to assess the
structural features and the biological role of the cyclopyrimidine
nucleoside cyclo-5-OH-dHdU in DNA, it is necessary to prepare
oligonucleotides that contain this lesion at defined sites. This
procedure also allows a comparison of the biochemical proper-
ties of cyclo-5-OH-dHdU with those of (5�S,6S)-cyclodHdU and
(5�S,6S)-cyclodHT lesions previously studied.[9, 10]


We report herein the first chemical synthesis of (5�S,5S,6S)-
cyclo-5-OH-dHdU (1) and its site-specific incorporation into
oligonucleotides by an original protection strategy. In particular,
the stability of 1 under acidic, oxidizing, and several different
alkaline conditions, which included hot piperidine treatment of
modified oligonucleotides containing (5�S,5S,6S)-cyclo-5-OH-
dHdU (1), was studied. The site-specific insertion of 1 into
several oligonucleotides was then performed by using highly
labile protecting groups. The modified oligodeoxyribonucleo-
tides (ODNs) were used to study the behavior of 1 towards
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several endonucleases, exonucleases, and DNA N-glycosylases.
Finally, the coding properties of 1 were also investigated during
the replication of the modified ODNs, which was mediated by
two bacterial DNA polymerases, namely the Klenow fragment of
Escherischia coli polymerase I and Taq DNA polymerase. The
primer extension results produced with Taq DNA polymerase
suggest that the lesion may induce mutations and cell death in
vivo.


Results and Discussion


Synthesis of the modified phosphoramidite building block
and its insertion into defined-sequence oligonucleotides


Stability studies of (5�S,5S,6S)-cyclo-5-OH-dHdU (1): Prior to
the preparation of the phosphoramidite 10 (Scheme 2), the
stability of (5�S,5S,6S)-cyclo-5-OH-dHdU (1) was studied under
the main experimental conditions used in the course of the solid-
support synthesis. It was found that 1 is stable in the presence of
trichloroacetic acid, tetrazole, iodine/pyridine/tetrahydrofuran
(THF)/H2O, and acetic anhydride/N-methylimidazole, the re-
agents that are used in automated chemical DNA synthesis.
However, 1 was fully decomposed under standard basic
deprotection conditions (30% ammonium hydroxide, 55 �C,
12 h). About 15% of the modified monomer was degraded


when left in a 30% ammonium hydroxide solution at room
temperature for 4 h. This was circumvented by using the highly
alkali-labile amino-protecting groups developed by Schulhof
et al.[11] (™Pac phosphoramidite∫ chemistry), which allow com-
plete deprotection of synthetic oligonucleotides in a solution of
K2CO3 (0.05M) in methanol at room temperature within 4 h.
Under these mild conditions, neither degradation nor isomer-
ization of the modified nucleoside 1 was detected.


Synthetic procedure for the preparation of the phosphor-
amidite building block of (5�S,5S,6S)-cyclo-5-OH-dHdU (1): The
major source of difficulty in the preparation of oligonucleotides
that contain (5�S,5S,6S)-cyclo-5-OH-dHdU (1) is the presence of
an additional hydroxy group at the C-5 position of the modified
base. Firstly, the hydroxy group must be introduced and
protected before the cyclization step. Moreover, this secondary
hydroxy group (5-OH) may interfere with the solid-phase DNA
synthesis, either by providing a starting point for the attachment
of nucleosides or by giving rise to other undesired byproducts.
Consequently, it was deemed necessary to mask the 5-OH group
with a protecting group that is stable under the conditions of
solid-phase DNA synthesis. However, this protecting group has
to be easily removable during the final deprotection step, which


Scheme 2. Synthesis pathway used for the preparation of the phosphoramidite building block 10 for the synthesis of (5�S,5S,6S)-cyclo-5-OH-dHdU. Conditions:
a) Bz2O, pyridine, 5 h, RT; b) TBDPS-Cl, imidazole, pyridine, 5 h, RT; c) TFA, dichloromethane, 45 min, RT; d) Dess ±Martin periodinane, CH2Cl2 , 2 h, RT; e) AIBN, Bu3SnH,
benzene, 5 h, reflux ; f) Levulinic acid, N,N�-dicyclohexylcarbodiimide, 4-dimethylaminopyridine (DMAP), THF, 1 h 30 min, RT; g) TBAF, THF, 1 h, RT; h) 2-Cyanoethyl-
N,N-diisopropylphosphoramidochloridite, DIEA, CH2Cl2/THF, 1 h, RT. For abbreviations, see the text and the Experimental Section.
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requires the use of a solution of K2CO3 (0.05M) in methanol at
room temperature.
The synthesis of the targeted phosphoramidite 10 (Scheme 2)


started with 5�-O-(4,4�-dimethoxytrityl)-5-hydroxy-2�-deoxyuri-
dine (2), which was prepared according to the method designed
by Essigmann et al.[12] This method allowed us to introduce the
hydroxy group at the C-5 position. Compound 2 was then
converted into ester 3 by treatment of 2 with benzoic anhydride
in pyridine at room temperature to give a 71% yield. The ester
protecting group was found to be inert during the cyclization
step and was easily removed during deprotection with K2CO3
(0.05M) in methanol. Silylation of the 3�-hydroxy group of 3 with
tert-butylchlorodiphenylsilane (TBDPS-Cl) and imidazole in pyr-
idine afforded compound 4. The 5�-dimethoxytrityl (DMTr) group
of 4 was then selectively removed by treatment with trifluoro-
acetic acid in dichloromethane to yield the 5�-hydroxy derivative
5 (74%). Subsequently, 5 was oxidized by using Dess ±Martin
periodinane[13] in anhydrous dichloromethane under an argon
atmosphere, to afford the 5�-aldehyde nucleoside 6 in a 75%
yield. Cyclization of 6 was achieved upon treatment with
tributyltin hydride (Bu3SnH) and 2,2�-azobis(2-methylpropioni-
trile) (AIBN) in benzene under reflux and under an argon
atmosphere over a period of 5 h. The desired cyclonucleoside 7
was obtained in a yield of only 21%. This poor yield could be
explained by the presence of the bulky benzoyl group, which
induces steric hindrance. The structure of 7 was inferred by 1H
and 13C NMR spectroscopy analyses. Additional structural in-
sights were gained from ESI MS measurements in the negative
mode. Interestingly, only the (5�S,5S,6S) diastereoisomer was
obtained. The structure of this cyclonucleoside was confirmed
by comparison of the coupling constants with those reported by
Shaw and Cadet for the diastereoisomers of cyclodHT and
cyclodHdU.[14] Thus, the values of 3J4�5� (4.5 Hz), 3J5�6� (9.8 Hz), and
3J56 (3.3 Hz) for 7 are consistent with the 5�S,5S,6S configuration.
Further structural information was inferred from 1D NOESY
experiments. The dipolar interaction observed between H-6 and
H-5 is in agreement with a cis configuration of these protons. In
contrast, irradiation of H-6 did not lead to any detectable NOE
enhancement of the H-5� signal. This is strongly indicative of an
antiperiplaner relationship between the two concerned protons.
As previously observed for (5�S,6S)-cyclodHdU and (5�S,6S)-
cyclodHT,[2, 3] attempts to convert 7 into the 5�-O-DMTr-protected
derivative failed. Therefore, the levulinyl (Lev) group, a non-
standard hydroxy protecting group already used in the synthesis
of (5�S,6S)-cyclodHdU and (5�S,6S)-cyclodHT, was chosen.[9, 10, 15]


Thus, the protected cyclonucleoside 8 was obtained in a 94%
yield. The 3�-O-TBDPS ether 8 was selectively desilylated upon
treatment with tetrabutylammonium fluoride (TBAF) in THF at
room temperature for 1 h to give 9 in 72% yield. The
phosphoramidite 10 was finally synthesized in 81% yield
by reaction of the secondary alcohol in compound 9
with 2-cyanoethyl-N,N-diisopropylphosphoramidochloridite
(NCCH2CH2OP(Cl)NPri2) in the presence of N,N-diisopropylethyl-
amine (DIEA).


Solid-phase synthesis and characterization of oligonucleoti-
des that contain (5�S,5S,6S)-cyclo-5-OH-dHdU (1): Modified


ODNs 11±13 (for details, see the Experimental Section)[16] were
synthesized according to the solid-phase phosphoramidite
method (1 �mol scale) on an automated DNA synthesizer by
using 10 and commercially available phenoxyacetyl protecting
group (PAC)-dA-, iPr-PAC-dG-, and acetyldC-cyanoethyl phos-
phoramidites (™Pac chemistry∫).[11] Interestingly, the levulinyl
protecting group of the modified nucleoside can be easily
removed under neutral conditions (hydrazine monohydrate
(0.5M) in pyridine/acetic acid (3:2) at room temperature for
10 min) after cleavage of the oligonucleotides from the column
of the synthesizer. The efficiency of the coupling of the
cyclonucleoside cannot be measured directly because there is
no trityl group present. However, the estimated yield, based
upon the subsequent insertion of a DMTr-containing phosphor-
amidite nucleoside, was 85%. After cleavage from the support
and removal of the alkali-labile groups by treatment with a
solution of K2CO3 (0.05M) in methanol at room temperature for
4 h, the 5�-DMTr-oligomers were purified by reversed-phase
HPLC on a polymeric support by an on-line detritylation
purification procedure.[17] The purity and homogeneity of the
modified oligonucleotides were controlled first by HPLC and
then by polyacrylamide gel electrophoresis of 5�-[32P]-labeled
fragments. Approximately 5 ± 25 absorbance units (AU260) modi-
fied oligonucleotides were obtained. ESI MS measurements of
the modified ODNs confirmed the incorporation of (5�S,5S,6S)-
cyclo-5-OH-dHdU (1).


Piperidine stability of modified oligodeoxyribonucleotides
that contain (5�S,5S,6S)-cyclo-5-OH-dHdU (1): The availability of
modified oligonucleotides that contained 1 allowed the deter-
mination of the stability of the oligonucleotide 12 in the
presence of piperidine, which is used to reveal alkali-labile sites
in oxidized DNA. For this purpose, the oligonucleotide 5�-d(ATC
GTG AXT GAT CC)-3� (12 ; X�1� (5�S,5S,6S)-cyclo-5-OH-dHdU)
was labeled with [32P] at the 5� end and then treated with a 1M
piperidine solution at 90 �C for 15, 30, and 60 min. The DNA
oligomers were finally analyzed by denaturing PAGE. It was
shown that 1 forms only a weakly alkali-labile lesion (Figure 1)
since only 35% strand cleavage was observed after 1 h of
piperidine treatment at 90 �C.


Thermal denaturation studies: In order to determine the
structural effect of the incorporation of (5�S,5S,6S)-cyclo-5-OH-
dHdU into DNA, the thermal stability of the X ¥ dG base pair was
evaluated. Thus, 5�-d(ATC GTG AXT GAT CC)-3�was annealed with
the complementary DNA strand 5�-d(GGA TCA GTC ACG AT)-3�.
The melting temperature (Tm) of the duplex was determined by
measurement of UV absorbance at 260 nm. It was found that the
Tm value of the duplex that contained (5�S,5S,6S)-cyclo-5-OH-
dHdU (Tm� 33�1 �C) was lower than that of the unmodified
duplex (Tm� 44�1 �C; data not shown). The decrease in the Tm
value (�Tm� 11 �C) suggests that the incorporation of (5�S,5S,6S)-
cyclo-5-OH-dHdU induces a local destabilization of the duplex
DNA structure. A similar behavior was previously observed for
(5�S,6S)-cyclodHdU[9] and (5�S,6S)-cyclodHT.[10]
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Figure 1. PAGE analysis of the 5�-labeled 14-mer ODN that contains 1 (ODN 12)
after treatment with a 1M piperidine solution at 90 �C for 0, 15, 30, and 60 min.


Enzymatic digestion of oligonucleotides that contain
(5�S,5S,6S)-cyclo-5-OH-dHdU (1) by nuclease P1 and alkaline
phosphatase : Aliquots of the modified 14-mer oligonucleotide
12 were submitted to the action of the single-strand specific
endonuclease nuclease P1 over a period of either 2 h or 24 h,
followed by incubation with bacterial alkaline phosphatase. In
both cases, the resulting hydrolysate, which was analyzed by
reversed-phase HPLC, shows a similar content. This hydrolysate


was found to consist of the nucleotides dC, dG, T, and dA and the
trinucleotide [5�-d(AXT)-3�] in a 3:3:3:2:1 ratio. This provides
support for the suggested structure of modified 14-mer 12
(Figure 2). The observed lack of free modified nucleoside 1, even
after 24 h of incubation, received further confirmation upon co-
injection of the enzymatic digestion products with an authentic
sample of (5�S,5S,6S)-cyclo-5-OH-dHdU 1 and subsequent HPLC
analysis. Moreover, the structure of the trinucleotide was
established by negative-mode ESI MS analysis of the material
collected by HPLC, and by co-injection of the enzymatic
digestion products with the trinucleotide 5�-d(AXT)-3� (11)
previously synthesized. In contrast, incubation of 11 with
nuclease P1 over either 2 h or 24 h followed by treatment with
alkaline phosphatase did not provide the free 2�-deoxyribonu-
cleosides dA, T, and 1 (data not shown). Similar results were
obtained with the modified 22-mer oligonucleotide 13. These
observations are consistent with those of previous studies on
enzymatic digestion of modified oligonucleotides into which
(5�S,6S)-cyclodHT[10] and (5�S,6S)-cyclodHdU[9] were inserted.
Nuclease P1 was found to be unable to cleave the phospho-
diester bonds between normal and altered 2�-deoxyribonucleo-
sides.[18, 19]


Enzymatic digestion of oligonucleotides containing
(5�S,5S,6S)-cyclo-5-OH-dHdU (1) by bovine intestinal mucosa
phosphodiesterase (3�-exo) and calf spleen phosphodiester-
ase (5�-exo): Additional enzymatic digestion experiments were
performed on the modified 3-mer 11 by using the two
exonucleases bovine intestinal mucosa phosphodiesterase (3�-


Figure 2. HPLC profile (Hypersil C18 column) of the enzymatic digestion mixture that results from the 14-mer oligonucleotide 12 after digestion by nuclease P1 (2 h) and
alkaline phosphatase (1 h). Inset : ESI MS (negative mode) of the trinucleotide 5�-d(AXT)-3�.
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exo) and calf spleen phosphodiesterase (5�-exo). It was
shown that both enzymes failed to cleave the phospho-
diester bond on either side of the (5�S,5S,6S)-cyclo-5-OH-
dHdU (1) residue, as already observed for (5�S,6S)-
cyclodHdU and (5�S,6S)-cyclodHT.[9, 10]


Repair assays of oligonucleotides containing
(5�S,5S,6S)-cyclo-5-OH-dHdU (1) with purified DNA
repair proteins : Attempts were made to assess whether
the (5�S,5S,6S)-cyclo-5-OH-dHdU lesion may be a sub-
strate for the base excision repair enzymes formamido-
pyrimidine DNA N-glycosylase (Fpg), endonuclease III
(endo III), endonuclease VIII (endo VIII), Ntg1 protein,
Ntg2 protein, and yOgg1 protein. The substrate speci-
ficity of these repair enzymes is well documented.[20] The
5�-[32P]-labeled 22-mer ODN 13, which contains com-
pound 1, was hybridized with its complementary strand,
which has a guanine opposite 1. The resulting duplex
was incubated with each of the repair enzymes men-
tioned above. The excision of the cyclonucleoside by the
repair enzymes was probed by searching with PAGE. for
the occurrence of ODN cleavage It was found that endo
III, endo VIII, Ntg1 protein, and Ntg2 protein, which act
primarily on altered pyrimidine bases, are not able to cleave the
modified DNA duplex at the site of 1 (data not shown). The same
results were obtained for the Fpg and yOgg1 proteins (data not
shown). Moreover, the glycosylase AlkA was not able to excise
the damage from the oligonucleotide. It should be added that
alkali treatment of the DNA duplex that contained 13 and was
incubated with AlkA did not lead to any detectable cleavage of
the corresponding oligonucleotide. This may be rationalized in
terms of the lack of cleavage of the N-glycosidic bond of the
cyclic nucleoside 1, as already observed for (5�S,6S)-cyclodHdU
and (5�S,6S)-cyclodHTwith endo III, endo VIII, or Fpg proteins.[9, 10]


In vitro replication experiments with DNA polymerases : The
ability of the Taq polymerase and the Klenow exo� fragment to
extend a primer annealed with a template bearing (5�S,5S,6S)-
cyclo-5-OH-dHdU 1 was investigated. The primer was [32P]-
labeled at its 5� end so that extension by nucleotide incorpo-
ration could be observed by sequencing PAGE. The intensity of
each band is proportional to the number of molecules that
terminates the synthesis at a given position of the template.
Figure 3 shows the denaturing PAGE bands obtained by
elongation of the 5�-[32P]-labeled 11-mer primer 5�-d(GGA TCA
GTC AC)-3� annealed with the oligonucleotide 13 in the presence
of each of the two DNA polymerases. In addition, similar
replication assays were performed with the unmodified 22-mer
ODN, which contained 2�-deoxycytidine, as the template in order
to assess the activity and the specificity of the polymerases (data
not shown). It was found that for Taq-polymerase-mediated
polymerization the extension was inhibited and no deoxynu-
cleotide insertion occurred when all the deoxynucleoside
triphosphates (dNTPs) were present (Figure 3A, lane 2). When
the Klenow fragment was used, the primer extension reactions
led mainly to the same deoxyadenosine monophosphate
(dAMP) incorporation opposite lesion 1. Nevertheless, when


the four dNTPs were present, a transient inhibition was observed
opposite the lesion and only small amounts of the fully extended
primer were formed (Figure 3B, lane 2). Similar results were
obtained for the (5�S,6S)-cyclodHdU and (5�S,6S)-cyclodHT le-
sions.[9, 10] These preliminary in vitro results are indicative of a
possible lethal action of these cyclopyrimidine lesions within
cells.


Conclusion


The synthesis of the nucleoside (5�S,5S,6S)-cyclo-5-OH-dHdU (1)
and its incorporation into several oligonucleotides by the
phosphoramidite approach were achieved by using an adapted
set of protecting groups and mild alkaline deprotection
conditions. The synthetic oligonucleotides were isolated in good
yields and characterized by several complementary techniques,
which showed the integrity of the incorporated modified
nucleoside. Studies of the stability of the modified oligonucleo-
tides in the presence of piperidine prove the weak lability of the
(5�S,5S,6S)-cyclo-5-OH-dHdU lesion when it is inserted into DNA
strands. The processing of 1 by different nucleases was then
studied. It was found that nuclease P1, calf spleen phosphodies-
terase, and bovine intestinal mucosa phosphodiesterase failed to
cleave the (5�S,5S,6S)-cyclo-5-OH-dHdU (1) residue. These results
have to be taken into account for the development of assays
aimed at measuring the level of formation of such damage in
either isolated or cellular oxidized DNA. The ability of repair
enzymes such as Fpg, endo III, endo VIII, Ntg1, Ntg2, and yOgg1
and AlkA proteins to excise the lesion 1 was also investigated. It
was found that 1 was not a substrate for any of the repair
enzymes. The biological study was extended to the evaluation of
the coding properties of the lesion 1. This involved the
determination of base-specific incorporation directed by 1
during in vitro replication by the Klenow exo� fragment and


Figure 3. Modified 22-mer template 5�-d(CAC TTC GGA TXG TGA CTG ATC C)-3� annealed
with a 5�-[32P]-labeled 11-mer 5�-d(GGA TCA GTC AC)-3� (line 1). Primer extension reactions
were catalyzed by the Taq DNA polymerase (A) and the Klenow fragment (B), in the
presence of 100 �M of dNTP (lane 2), dCTP (lane 3), dGTP (line 4), dTTP (line 5), and dATP
(line 6), as described in the Experimental Section. The reaction mixtures were subjected to
denaturing 20% PAGE and the extended products were visualized by phosphorimaging
(Molecular Dynamics Phosphorimager) with the Image Quan T software.
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Taq DNA polymerase. Thus, 1was found to act as a block for both
procaryote DNA polymerases. Therefore, 1 may represent a
potentially lethal lesion within the cell if it is not removed by the
nucleotide excision repair machinery.


Experimental Section


General : See Muller et al.[9] In addition, Fpg, endonuclease III, Ntg1,
Ntg2, yOgg1, and AlkA were kind gifts from Dr. Serge Boiteux (CEA
Fontenay-aux-Roses, France).


NMR measurements : 1H NMR (400 MHz) and 13C NMR (100 MHz)
spectra were recorded on a Unity 400 Varian spectrometer in the
Fourier transform mode. The residual proton signal of tetramethyl-
silane (TMS; �H� 0 ppm), CDCl3 (�H�7.26 ppm), acetone-d6 (�H�
2.17 ppm), D2O (�H� 4.92 ppm), or dimethyl sulfoxide (DMSO)-d6
(�H�2.62 ppm) was used as the external reference. CDCl3 (�H�
77 ppm) and acetone-d6 (29 ppm) were used as references for the
calibration of the 13C NMR spectra. 31P NMR spectroscopy measure-
ments were performed on a Unity 400 Varian spectrometer and
H3PO4 (85%) was chosen as the external standard. NOESY spectra
(500 MHz) were recorded on AM 500 Brucker spectrometers (Brucker,
Wissembourg, France). NOE experiments were carried out with a
delay time of 1 s between the end of the data acquisition and the
beginning of the following pulse, with the decoupling field gating off
during data acquisition. Difference NOE spectra were obtained by
subtracting the irradiated spectra, which had a 10330 Hz width
(65000 data points), from the reference spectrum, which was usually
recorded with the decoupling fields set symmetrically on the
opposite side from the carrier frequency.


Mass spectrometry measurements : All modified and unmodified
oligonucleotides were characterized by ESI MS by using an LCQ
model spectrometer from Finnigan (San Jose, CA). Typically,
0.1 AU260nm sample was dissolved in a solution of acetonitrile and
water (50/50, v/v) that contained 1% triethylamine prior to analysis
in the negative mode. The modified nucleosides were analyzed by
ESI MS in both the positive and negative modes. For the measure-
ments performed in the positive mode, the samples were dissolved
in a solution of acetonitrile and water (50/50, v/v) that contained
0.5% formic acid. FAB HRMS was carried out on a ZAB2-SEQ
spectrometer (VG-Analytical) with thioglycerol as a matrix (C.N.R.S. ,
Echangeur de Solaise, Vernaison, France).


HPLC separations :


System A: Reversed-phase HPLC (porous graphitized Hypercarb
carbon column, 98.5% carbon, 5 �m, 250 ä, 100� 3 mm) with a
mixture of acetonitrile and ammonium formate buffer (AF; 25 mM,
pH 6.2) as the eluent (100% AF for 5 min followed by a linear
gradient of acetonitrile from 0±20% over 30 min) at a flow rate of
0.4 mLmin�1; UV detection at 230 nm.


System B: Reversed-phase HPLC (Hypersil C18 column, 5 �m, 250�
4.6 mm) with a mixture of acetonitrile and triethylammonium
acetate buffer (TEAA; 10 mM, pH 7) as the eluent (100% TEAA for
5 min followed by a linear gradient of acetonitrile from 0±30% over
35 min) at a flow rate of 1 mLmin�1; UV detection at 260 nm.


System C: Reversed-phase HPLC (Hamilton PRP3, polymeric phase
column, 10 �m, 305� 7.0 mm inside diameter) with a mixture of
acetonitrile and TEAA buffer (10 mM) as the eluent (100% TEAA for
5 min, isocratic TEAA/acetonitrile (92:8 v/v) for 13 min, isocratic TFA
(1%) for 10 min, and finally a gradient from 0±10% acetonitrile for
40 min) at a flow rate of 2 mLmin�1; UV detection at 260 nm.


System D: Reversed-phase HPLC (Hypersil C18 column, 5 �m, 250�
4.6 mm inside diameter) with a mixture of acetonitrile and TEAA


buffer (10 mM, pH 7) as the eluent (100% TEAA for 5 min followed by
a linear gradient from 0±10% of acetonitrile for 30 min) at a flow rate
of 1 mLmin�1; UV detection at 260 nm.


System E: Reversed-phase HPLC (Hypersil C18 column, 5 �m, 250�
4.6 mm inside diameter) with a mixture of acetonitrile and AF buffer
(25 mM, pH 6.2) as the eluent (100% AF for 10 min followed by a
linear gradient from 0±10% of acetonitrile for 30 min) at a flow rate
of 1 mLmin�1; UV detection at 230 nm during the first 12 min and
then at 260 nm.


Synthetic procedures :


5�-O-(4,4�-Dimethoxytrityl)-5-hydroxy-2�-deoxyuridine (2): Com-
pound 2 was prepared according to the method developed by
Essigmann et al.[12] Rf� 0.61 (CH2Cl2/MeOH 90:10); 1H NMR (400 MHz,
CDCl3, 25 �C, TMS): ��9.48 (s, 1H; NH), 7.39 ± 7.13 (m, 10H; arom H
(DMTr), H-6), 6.81 (m, 4H; arom H (DMTr)), 6.31 (t, 3J(H,H)� 6.1 Hz,
1H; H-1�), 4.38 (m, 1H; H-3�), 3.95 (m, 1H; H-4�), 3.75 (s, 6H; OCH3-
DMTr), 3.37 ± 3.33 (m, 2H; H-5�, H-5��), 2.41 ±2.15 (m, 2H; H-2�,
H-2��) ppm; ESI MS (positive mode) m/z : calcd: 547.2 [M�H]� ; found:
547.1; ESI MS (negative mode) m/z : calcd: 545.2 [M�H]� ; found:
545.3.


5�-O-(4,4�-Dimethoxytrityl)-5-benzoyloxy-2�-deoxyuridine (3): Ben-
zoic anhydride (Bz2O; 6.4 g, 28.3 mmol) was added to a stirred
solution of 2 (12 g, 21.9 mmol) in pyridine (206 mL). After 3 h at room
temperature, additional Bz2O (3.2 g, 14.15 mmol) was added. After
5 h, the solvent was removed in vacuo without heating and the
residue was redissolved in CH2Cl2 (500 mL) then washed with a
saturated aqueous solution of NaHCO3 (400 mL). The organic
solution was dried (Na2SO4), filtered, and concentrated. The residue
was purified by chromatography on a silica gel column by using a
step gradient of methanol (0 ±5%) in dichloromethane as the mobile
phase. Evaporation to dryness of the collected chromatographic
fractions provided 3 as a white foam (10.2 g, 71%). Rf� 0.26 (CH2Cl2/
MeOH 95:5); 1H NMR (400 MHz, CDCl3, 25 �C, TMS): �� 9.45 (s, 1H;
NH), 8.08 (s, 1H; H-6), 7.75 ± 7.13 (m, 14H; arom H (DMTr, Bz), 6.72 (m,
4H; arom H (DMTr)), 6.39 (t, 3J(H,H)�6.2 Hz, 1H; H-1�), 4.62 (m, 1H;
H-3�), 4.06 (m, 1H; H-4�), 3.81 (s, 6H; OCH3-DMTr), 3.37 ± 3.34 (m, 2H;
H-5�, H-5��), 2.48 ± 2.25 (m, 2H; H-2�, H-2��) ppm; ESI MS (positive
mode) m/z : calcd: 673.2 [M�Na]� ; found: 673.1 [M�Na]� ; 303.2
[DMTr]� ; ESI MS (negative mode) m/z : calcd: 649.3 [M�H]� ; found:
649.3.


3�-O-(tert-Butyldiphenylsilyl)-5-benzoyloxy-2�-deoxyuridine (5):
Imidazole (9.8 g, 144.4 mmol) and then tert-butylchlorodiphenylsi-
lane (TBDPS-Cl; 18.5 mL, 72.2 mmol) were added to a stirred solution
of 3 (10.2 g, 15.7 mmol) in pyridine (130 mL). After 2 h at room
temperature, additional imidazole (4 g, 58.8 mmol) and TBDPS-Cl
(6 mL, 23.4 mmol) were added. After 3 h, the reaction was quenched
by addition of water (50 mL) and the solvents were removed in
vacuo. The resulting residue was redissolved in CH2Cl2 (500 mL) and
washed with an aqueous solution of saturated NaHCO3 (400 mL). The
organic solution was dried (Na2SO4), filtered, and concentrated. The
crude residue 4 was then redissolved in dichloromethane (130 mL).
Trifluoroacetic acid (TFA; 4 mL) was added to the solution. After
45 min at room temperature, the reaction mixture was cooled to 5 �C
and then neutralized by dropwise addition of an aqueous ammonia
solution (30%). Finally, water (300 mL) and then dichloromethane
(200 mL) were added to the mixture. The organic layer was dried by
addition of Na2SO4 and then concentrated under vacuum. Chroma-
tography of the crude product on an open silica gel column, which
was achieved by using methanol (0 ± 3%) in dichloromethane,
afforded 5 as a white foam (6.87 g, 74%). Rf� 0.57 (CH2Cl2/MeOH
95:5); 1H NMR (400 MHz, CDCl3, 25 �C, TMS): �� 8.79 (s, 1H; NH),
7.78 (s, 1H; H-6), 7.66 ± 7.36 (m, 15H; arom H (TBDPS, Bz)), 6.32
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(t, 3J(H,H)�6.3 Hz, 1H; H-1�), 4.42 (m, 1H; H-3�), 3.98 (m, 1H; H-4�),
3.55 and 3.22 (dd, 3J(H,H)� 2.4 Hz, 2J(H,H)�11.9 Hz, 2H; H-5�, H-5��),
2.33 ± 2.05 (m, 2H; H-2�, H-2��), 1.18 (s, 9H; C(CH3)3) ppm; 13C NMR
(100 MHz, acetone-d6, 25 �C, TMS): �� 164.1 (1C; C-4), 149.8 (1C;
C-2), 135.9 ± 127.9 (18C; arom C (TBDPS, Bz), C-6, C-5), 88.6 (1C; C-4�),
85.9 (1C; C-1�), 74.5 (1C; C-3�), 61.9 (1C; C-5�), 41.3 (1C; C-2�), 28.6 (3C;
C(CH3)3), 18.9 (1C; C(CH3)3) ppm; ESI MS (positive mode): m/z : calcd:
587.2 [M�H]� , 609.2 [M�Na]� ; found: 587.0 [M�H]� , 609.0 [M�Na]� .
1-[3-O-(tert-Butyldiphenylsilyl)-5-benzoyloxy-2-deoxy-�-D-eryth-
ro-pento-5-dialdo-1,4-furanosyl]uracil (6): Fresh Dess ±Martin peri-
odinane (5.64 g, 13.3 mmol) was added to a stirred solution of 5
(4.20 g, 7.2 mmol) in dry dichloromethane (130 mL) under an argon
atmosphere. After 2 h at room temperature, the reaction mixture was
cooled to 5 �C and diluted with dichloromethane (70 mL). Finally the
reaction was quenched by addition of 5% aq NaHCO3/saturated aq
Na2S2O3 (120 mL; 1:1 v/v). The organic layer was dried by addition of
Na2SO4 and then concentrated under vacuum. Chromatography of
the crude product on a silica gel column with a step gradient of
methanol (0 ± 4%) in dichloromethane afforded the aldehyde 6 as a
white foam (3.14 g, 75%). Rf� 0.55 (CH2Cl2/MeOH 95:5); 1H NMR
(400 MHz, CDCl3, 25 �C, TMS): �� 9.05 (s, 1H; H-5�), 8.52 (s, 1H; NH),
7.75 (s, 1H; H-6), 7.67 ± 7.29 (m, 15H; arom H (TBDPS, Bz)), 6.28 (t,
3J(H,H)� 6.1 Hz, 1H; H-1�), 4.41 (m, 1H; H-3�), 3.97 (s, 1H; H-4�), 2.49 ±
2.11 (m, 2H; H-2�, H-2��), 1.15 (s, 9H; C(CH3)3) ppm; 13C NMR (100 MHz,
acetone-d6, 25 �C, TMS): �� 196.6 (1C; C-5�), 162.8 (1C; C-4), 147.6
(1C; C-2), 138.4 ± 129.7 (18C; arom C (TBDPS, Bz), C-6, C-5), 90.2 (1C;
C-4�), 83.9 (1C; C-1�), 74.5 (1C; C-3�), 42.5 (1C; C-2�), 29.1 (3C; C(CH3)3),
19.3 (1C; C(CH3)3) ; ESI MS (positive mode):m/z : calcd: 585.3 [M�H]� ;
found: 585.8; �max (acetonitrile)� 271 nm.
(5�S,5S,6S)-3�-O-(tert-Butyldiphenylsilyl)-5-benzoyloxy-5�,6-cyclo-
5,6-dihydro-2�-deoxyuridine (7): Compound 6 (3.14 g, 5.37 mmol)
was co-evaporated with dry dichloromethane (2� 20 mL) and then
redissolved in benzene (162 mL) under an argon atmosphere prior to
heating under reflux. A mixture of AIBN (440 mg, 2.68 mmol) and
Bu3SnH (2.89 mL, 10.72 mmol) in benzene (162 mL) was added
dropwise to the heated solution with vigorous stirring over a period
of 5 h. When the reaction was complete, the mixture was cooled to
room temperature in an ice ±water bath, and the solvent was
removed under reduced pressure. The resulting yellow oil was
purified by chromatography on a silica gel column with a step
gradient of methanol (0 ± 4%) in dichloromethane as the mobile
phase. Evaporation to dryness of the collected chromatographic
fractions provided the cyclonucleoside 7 as a white foam (640 mg,
21%). Rf� 0.66 (CH2Cl2/MeOH 95:5); 1H NMR (400 MHz, CDCl3, 25 �C,
TMS): ��7.82 ± 7.62 (m, 15H; H-TBDPS, H-Bz), 6.28 (d, 3J(H,H)�
6.0 Hz, 3J(H,H)� 0.4 Hz, 1H; H-1�), 5.65 (d, 3J(H,H)� 3.2 Hz, 1H; H-5),
4.74 (dd, 3J(H,H)� 2.7, 6.8 Hz, 1H; H-3�), 4.28 (d, 3J(H,H)� 4.5,�0.6 Hz,
1H; H-4�), 3.58 (dd, 3J(H,H)�4.7, 9.9 Hz, 1H; H-5�), 3.19 (dd, 3J(H,H)�
3.3, 9.8 Hz, 1H; H-6), 2.43 ± 2.04 (m, 2H; H-2�, H-2��), 1.15 (s, 9H;
C(CH3)3) ppm; 13C NMR (100 MHz, CDCl3, 25 �C, TMS): ��166.5 (1C;
C-4), 149.3 (1C; C-2), 135.9 ±127.8 (18C; arom C (TBDPS, Bz)), 85.5
(1C; C-4�), 84.1 (1C; C-1�), 70.2 (1C; C-3�), 67.5 (1C; C-5�), 56.4 (1C;
C-6), 43.4 (1C; C-5), 32.5 (1C; C-2�), 27.1 (3C; C(CH3)3), 19.3 (1C;
C(CH3)3) ; ESI MS (negative mode): m/z : calcd: 585.3 [M�H]� ; found:
585.5; �max (acetonitrile)� 226 nm.
(5�S,5S,6S)-3�-O-(tert-Butyldiphenylsilyl)-5�-O-levulinyl-5-benzoyl-
oxy-5�,6-cyclo-5,6-dihydro-2�-deoxyuridine (8): Compound 7
(600 mg, 0.85 mmol) was dried by repeated co-evaporation with
dry dichloromethane and then dissolved in dry THF (30 mL) under an
argon atmosphere. N,N�-dicyclohexylcarbodiimide (DCC; 500 mg,
2.42 mmol), DMAP (10 mg, 0.44 mmol), and levulinic acid (0.20 mL,
21.1 mmol) were added to the stirred solution. After 1 h 30 min at
room temperature, the reaction mixture was cooled down to 5 �C in


an ice bath and quenched by addition of methanol (0.5 mL). The
white precipitate of 1,3-dicyclohexylurea (DCU) was removed by
filtration and washed twice with dichloromethane (10 mL). The
resulting filtrate was evaporated under reduced pressure. Chroma-
tography of the crude product on a silica gel column and subsequent
elution with a step gradient of methanol (0 ± 4%) in dichloromethane
afforded 8 as a white foam (660 mg, 94%). Rf�0.73 (CH2Cl2/MeOH
95:5); 1H NMR (400 MHz, acetone-d6, 25 �C, TMS): ��7.85 ± 7.54 (m,
15H; arom H (TBDPS, Bz)), 6.27 (d, 3J(H,H)� 6.0 Hz, 1H; H-1�), 5.74 (d,
3J(H,H)� 2.8 Hz, 1H; H-5), 4.78 (dd, 3J(H,H)� 4.7, 9.9 Hz, 1H; H-5�),
4.55 (m, 1H; H-3�), 4.32 (d, 3J(H,H)� 4.6 Hz, 1H; H-4�), 4.15 (dd,
3J(H,H)� 3.2, 10.0 Hz, 1H; H-6), 2.92 ± 2.28 (m, 6H, CH2CH2; H-2�,
H-2��), 2.17 (s, 3H; COCH3), 1.02 (s, 9H; C(CH3)3) ppm; ESI MS (negative
mode): m/z : calcd: 683.3 [M�H]� ; found: 683.4; HRMS (FAB): calcd:
691.2663; found: 691.2664 [M�Li]� .
(5�S,5S,6S)-5�-O-Levulinyl-5-benzoyloxy-5�,6-cyclo-5,6-dihydro-2�-
deoxyuridine (9): Compound 8 (310 mg, 0.45 mmol) was dissolved
in dry THF (17 mL). A solution of TBAF (2.1 mL) in THF (1M) was added
and the resulting mixture was stirred at room temperature for 1 h.
The solvent was removed under reduced pressure and the resulting
red oil was purified by low pressure chromatography on a silica gel
column. Elution was achieved with a step gradient of MeOH (0± 5%)
in dichloromethane. The appropriate fractions were pooled and then
evaporated to dryness to give 9 (145 mg) as a white foam in a yield of
72%. Rf�0.32 (CH2Cl2/MeOH 90:10); 1H NMR (400 MHz, acetone-d6,
25 �C, TMS): �� 8.06 ± 7.54 (m, 5H, arom H (Bz)), 6.28 (d, 3J(H,H)�
6.0 Hz, 1H; H-1�), 5.80 (d, 3J(H,H)�2.8 Hz, 1H; H-5), 4.86 (dd,
3J(H,H)� 4.8, 10.0 Hz, 1H; H-5�), 4.67 (m, 1H; H-3�), 4.34 (d,
3J(H,H)� 4.6 Hz, 1H; H-4�), 4.19 (dd, 3J(H,H)� 3.1, 10.1 Hz, 1H; H-6),
3.05 ± 2.41 (m, 6H; CH2CH2, H-2�, H-2��), 2.18 (s, 3H; COCH3) ppm; ESI
MS (positive mode):m/z : calcd: 469.2 [M�Na]� ; found: 469.1; ESI MS
(negative mode): m/z : calcd: 445.2 [M�H]� ; found: 445.3.
(5�S,5S,6S)-5�,6-Cyclo-5-hydroxy-5,6-dihydro-2�-deoxyuridine (1):
Compound 9 was treated with a solution of K2CO3 (0.05M) in
methanol over a period of 3 h. The resulting mixture was evaporated
under reduced pressure and then redissolved in water. The mixture
was then purified by several injections onto a Hypercarb column
(system A) to give 1 in a 90% yield. 1H NMR (400 MHz, D2O, 25 �C,
TMS): �� 6.29 (d, 3J(H,H)� , �0.4 Hz, 1H; H-1�), 4.72 (dd, 3J(H,H)�
2.8, 7.1 Hz, 1H; H-3�), 4.39 (d, 3J(H,H)� 4.8, �0.6 Hz, 1H; H-4�), 4.36 (d,
3J(H,H)� 2.8 Hz, 1H; H-5) 4.07 (dd, 3J(H,H)� 4.7, 9.6 Hz, 1H; H-5�), 3.30
(dd, 3J(H,H)� 2.9, 9.7 Hz, 1H; H-6), 2.52 ± 2.32 (m, 2H; H-2�,
H-2��) ppm; 13C NMR (100 MHz, D20, 25 �C, TMS), ��168.3 (1C; C-4),
147.2 (1C; C-2), 83.1 (1C; C-4�), 82.2 (1C; C-1�), 71.1 (1C; C-3�), 68.6
(1C; C-5�), 53.2 (1C; C-6), 41.8 (1C; C-5), 33.5 (1C; C-2�) ppm; ESI MS
(negative mode): m/z : calcd: 244.1 [M�H]� ; found: 244.3; �max (H2O,
pH 7)� 220 nm.
(5�S,5S,6S)-3�-O-[2-Cyanoethoxy(diisopropylamino)phosphine]-5�-
O-levulinyl-5-benzoyloxy-5�,6-cyclo-5,6-dihydro-2�-deoxyuridine
(10): Compound 9 (100 mg, 0.22 mmol) was dissolved in dry
dichloromethane (7 mL) and then evaporated to dryness. This
process was repeated twice and the resulting residue was redis-
solved in CH2Cl2 (2 mL) and THF (2 mL) under an argon atmosphere.
Dry DIEA (85 �L, 0.5 mmol) and then 2-cyanoethyl-N,N-diisopropyl-
phosphoramidochloridite (55 �L, 0.2 mmol) were added. After 1 h at
room temperature, the reaction mixture was cooled to 5 �C in an ice
bath and then quenched by addition of DIEA (150 �L) and methanol
(100 �L). After 10 min, the mixture was evaporated to dryness. The
resulting yellow oil was deposited on a silica gel column, which was
eluted with a step gradient of methanol (0 ± 2%) in dichloro-
methane/TEA (99:1, v/v). The appropriate fractions were pooled and
then evaporated to dryness to give the phosphoramidite 10 (115 mg,
0.18 mmol) as a white foam in a yield of 81%. Rf� 0.68 (CH2Cl2/TEA/
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MeOH 97:1:2) ; 1H NMR (400 MHz, acetone-d6, 25 �C, TMS): �� 7.98 ±
7.45 (m, 5H; arom H (Bz)), 6.28 (br, 3J(H,H)� 6.2 Hz, 1H; H-1�), 5.85 (d,
3J(H,H)� 3.1 Hz, 1H; H-5), 4.80 (m, 1H; H-5�), 4.45 (m, 1H; H-3�), 4.32
(m, 1H; H-4�), 4.17 (dd, 3J(H,H)�3.2, 10.0 Hz, 1H; H-6), 3.86 ± 3.18 (m,
4H; 2NCH(CH3)2 , CH2CH2OP), 2.88 ± 2.51 (m, 9H; CH2CH2CN,
CH2CH2COCH3, H-2�, H-2��), 1.95 (s, 3H; COCH3), 1.26 ± 1.18 (m, 12H,
2NCH(CH3)2) ppm; 31P NMR (100 MHz, acetone-d6, 25 �C, H3PO4 85%):
��150.62, 150.36 (s, 1P) ppm; ESI MS (negative mode): m/z : calcd:
645.0 [M�H]� ; found: 645.2.
Stability studies of (5�S,5S,6S)-cyclo-5-OH-dHdU (1) under the
alkaline, acidic, and oxidizing conditions used for chemical
synthesis of oligonucleotides : Aqueous ammonia (30%, 1 mL),
80% acetic acid solution, or a 0.1M oxidizing solution of iodine in THF
was added to compound 1 (0.2 AU230nm) and the resulting solutions
were kept in sealed tubes at room temperature and, under alkaline
conditions, also at 55 �C. A similar type of experiment was performed
with a solution of K2CO3 (0.05M) in methanol instead of ammonia.
The reactions were quenched at increasing time intervals (0, 1, 2, 4,
16, and 24 h) by freezing the samples in liquid nitrogen and
subsequent lyophilization. Samples were then analyzed by reversed-
phase HPLC (system A).


Solid-phase synthesis of oligonucleotides : Oligonucleotides con-
taining (5�S,5S,6S)-cyclo-5-OH-dHdU (1) were prepared by phosphor-
amidite solid-phase synthesis[21] on a model 392 DNA synthesizer
(Applied Biosystem) by using Pac chemistry[11] , with retention of the
5� terminal DMTr group (trityl-on mode). The duration of the
condensation was increased by a factor of four for the modified
nucleoside phosphoramidite 10 (120 s instead of the 30 s used for
normal nucleoside phosphoramidites). After incorporation of the
building block 10, the levulinyl group was deprotected as previously
described.[9]


Deprotection and purification of oligonucleotides : Upon comple-
tion of the synthesis, the oligonucleotides were detached from the
solid support and the amino functions were deprotected by
treatment with a solution of K2CO3 (0.05M) in methanol at room
temperature for 4 h. After evaporation of the solvent under vacuum,
the crude 5�-DMTr oligonucleotides were first analyzed by reversed-
phase HPLC (system B) and then purified and deprotected on-line by
reversed-phase HPLC (system C). The purity and homogeneity of the
collected fractions were checked by HPLC analysis (system D). Three
oligonucleotides were thus obtained: a trimer, 5�-d(AXT)-3� (11), a 14-
mer, 5�-d(ATC GTG AXT GAT CC)-3� (12), and a 22-mer, 5�-d(CAC TTC
GGA TXG TGA CTG ATC C)-3� (13), where X� (5�S,5S,6S)-cyclo-5-OH-
dHdU. The modified 14- and 22-mer oligonucleotides 12 and 13 used
for the enzymatic studies were further purified by PAGE with a 20%
polyacrylamide/7M urea gel and then desalted by using a NAP-25
Sephadex column. ESI MS (negative mode): m/z : found (calcd): 11,
860.3 (860.6) ; 12, 4253.5 (4252.8); 13, 6704.3 (6703.4).


Thermal denaturation studies : Either 5�-d(ATC GTG ACT GAT CC)-3�
or 5�-d(ATC GTG AXT GAT CC)-3� (0.25 AU260nm) was mixed together
with the complementary sequence (5�-d(GGA TCA GTC ACG AT)-3�;
0.3 AU260nm) in a buffer (200 �L, pH 7) that contained sodium
phosphate (0.01M), NaCl (0.1M), and ethylenediaminetetraacetate
(EDTA; 0.001M). The DNA fragments were annealed by heating the
solutions at 90 �C for 3 min followed by slow cooling to 4 �C (3 h). The
hybridization solutions were diluted in the same buffer (600 �L) and
then UV absorbance was measured in a quartz cell (0.8 mL, 0.2 cm
path length) with a UV/vis spectrophotometer equipped with a
Peltier temperature controller. The absorbance of the samples was
monitored at 260 nm over a temperature range of 15 ± 80 �C at the
heating rate of 1 �Cmin�1. The reported data are the average of three
melting curves for each oligonucleotide duplex.


Labeling of oligonucleotides : The 5� ends of the DNA fragments
were labeled by treatment with [�-32P] ATP and T4 polynucleotide
kinase according to the standard procedure.[22]


Stability studies of modified oligonucleotides that contained
(5�S,5S,6S)-cyclo-5-OH-dHdU (1) in hot piperidine solution : See
Muller et al.[9] for the general procedure.


Enzymatic digestion of modified oligonucleotides by nuclease P1


and alkaline phosphatase : The protocol used here is the same as
that described previously.[9] System E was used for HPLC analysis.


Enzymatic digestion of modified oligonucleotides by calf spleen
phosphodiesterase (5�-exo) or bovine intestinal mucosa phos-
phodiesterase (3�-exo): The trinucleotide 5�-d(AXT)-3� (11) was
incubated with bovine intestinal mucosa phosphodiesterase (0.1�
10�4 U) in ammonium citrate buffer (pH 9) or calf spleen phospho-
diesterase (10�3 U) over a period of 2 h. The resulting mixture was
submitted directly to reversed-phase HPLC analysis (system E). The
different products thus separated were collected and analyzed by ESI
MS in the negative mode.


Studies of the repair of DNA oligomers containing (5�S,5S,6S)-
cyclo-5-OH-dHdUrd (1) by DNA N-glycosylases : DNA repair experi-
ments were carried out with Fpg, endo III, endo VIII, Ntg1, Ntg2,
Ogg1, and AlkA proteins by using modified double-stranded DNA
fragments that contained the modified nucleotide 1 as the substrate.
Typically, 1 pmol of the 5�-[32P]-labeled modified 22-mer oligonucleo-
tide 13 was annealed to 2 pmol of the nonlabeled complementary
strand 5�-d(CGATCA GTC ACG ATC CGA AGT G)-3� by heating at 80 �C
for 5 min and subsequent slow cooling to a temperature no greater
than 4 �C over 3 h. The enzymatic reactions were performed in
solutions (10 �L) of tris(hydroxymethyl)aminomethane (Tris)-HCl
(20 mM; pH 7.5), EDTA (1 mM), and KCl (100 mM) for Fpg and endo III,
Tris-HCl (25 mM; pH 7.6), NaCl (50 mM), and EDTA (2 mM) for Ntg1,
Ntg2, and Ogg1 proteins, 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethane-
sulfonic acid (Hepes; 10 mM; pH 7.5), EDTA (1 mM), and NaCl (50 mM)
for endo VIII protein, and Hepes-KOH (70 mM; pH� 7.8), EDTA (1 mM),
and 2-mercaptoethanol (5 mM) for AlkA, at 37 �C for 30 min with
increasing concentrations of enzymes. After an additional alkali
treatment with 1M piperidine for 5 min at 90 �C, the reactions were
stopped by addition of formamide dye (5 �L). Samples were then
loaded onto a 20% polyacrylamide/7M urea gel in tetrabromoethane
(TBE) buffer. Electrophoresis was carried out at 1600 V for 2 h. The
products of the reaction were then analyzed by phosphorimaging.


Primer extension catalyzed by the Klenow exo� fragment and Taq
polymerase : Reactions catalyzed by the Klenow exo� fragment were
carried out in Tris-HCl (10 �L, 50 mM; pH 7.5), MgCl2 (10 mM), bovine
serum albumin (BSA; 0.05 mgmL�1), and dithiothreitol (DTT; 1 mM).
Primer extension reactions with Taq polymerase were conducted in
10 �L solutions of Tris-HCl (10 mM; pH 8.3), MgCl2 (1.5 mM), and KCl
(50 mM). Buffered solutions that contained the oligonucleotide
template 13 (1 nM) and the 5�-[32P]-labeled 11-mer 5�-d(GGA TCA
GTC AC)-3� (1.5 nM) were heated at 80 �C for 5 min and then cooled to
4 �C over a period of 3 h. DNA polymerization reactions were carried
out with 100 �M solutions of either a single dNTP or a mixture of all
four dNTPs. The solutions were maintained at 37 �C for 30 min in the
presence of either the Klenow exo� fragment or Taq polymerase
(0.2 U). Reactions were stopped by addition of formamide dye (5 �L).
Samples were then loaded onto a 20% polyacrylamide/7M urea gel
in TBE buffer. Electrophoresis was carried out at 1600 V for 2 h. The
products of the reaction were finally analyzed by phosphorimaging.
A similar experiment was performed with an unmodified 22-mer
template as a control.
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Nucleobase Amino Acids Incorporated into the
HIV-1 Nucleocapsid Protein Increased the
Binding Affinity and Specificity for a Hairpin RNA
Tsuyoshi Takahashi,[a] Akihiko Ueno,[a] and Hisakazu Mihara*[a, b]


L-�-amino acids with a nucleobase in the side chain (nucleobase
amino acids; NBAs) were used to enhance the function of RNA-
binding proteins that recognize structured RNA. These NBAs were
utilized in the three-dimensional structure of the protein to
enhance RNA binding affinity and specificity as a result of selective
recognition of NBAs by RNA bases. NBA units were incorporated at
various positions into the HIV-1 nucleocapsid protein NCp7
(residues 1 ± 55), which contains two CCHC-type (Cys-X2-Cys-X4-
His-X4-Cys-type; X�an amino acid residue) zinc knuckle domains.
The binding ability was evaluated by using the stem-loop (SL)3
region of HIV-1 �-RNA. Visible light absorption measurements
revealed that two zinc ions bound strongly and quantitatively to
the NBA-NCp7 molecule and to the wild-type NCp7 protein. This
result indicates that the incorporation of NBA units composed of
L-�-amino acids did not influence the formation of the specific


structure of NCp7. Binding analysis with fluorescein-labeled SL3
RNA revealed that incorporation of NBA units into the NCp7 protein
at appropriate positions increased its RNA binding affinity and
specificity. An NBA-NCp7 protein that possessed cytosine and
guanine NBA units at positions 13 and 46, respectively, showed a
binding affinity for SL3 RNA ninefold higher than that of wild-type
NCp7 as a result of the specific and cooperative interaction of the
NBA units with RNA bases. These results clearly demonstrate that
inclusion of NBA units in the three-dimensional structure of an
RNA-binding protein is a useful strategy for enhancing the function
of the protein.


KEYWORDS:


amino acids ¥ chemical ligation ¥ HIV-1 nucleocapsid protein ¥
nucleobases ¥ RNA recognition


Introduction


RNA ± protein interaction plays important roles in nature. Many
cellular functions, such as transcription, RNA splicing, and
translation, depend on the specific interaction of proteins and
RNA.[1] RNA-binding proteins form a specific conformation
composed of secondary structures such as � helices and �


strands and in many cases recognize structured RNA.[1] Single-
stranded RNA folds into a compact conformation based on stem
and loop structures then forms a specific three-dimensional
structure important to its function. Hairpin loops commonly
define the binding sites for RNA-binding proteins, which include
phage coat proteins, several ribosomal proteins, and tran-
scription terminators/antiterminators.[2±4] The construction of
molecules that recognize a specific RNA structure such as a
hairpin loop with high affinity and high specificity is useful not
only to provide information about the principle of RNA ±protein
interactions in nature, but also for the design of probes and
drugs that target RNA. Therefore, we attempted to enhance the
function of an RNA-binding protein by site-specific incorporation
of artificial L-�-amino acids with a nucleobase in the side chain
(nucleobase amino acids (NBAs); Figure 1a), which can specif-
ically recognize RNA bases. In order to demonstrate the
applicability of the NBA units to peptides and proteins, we
designed and synthesized short NBA-peptides (17 residues)
derived from the HIV-1 Rev protein and evaluated the binding
properties of the peptides with HIV-1 RRE IIB RNA.[5, 6] The Rev


peptide bound specifically to RRE IIB RNA by forming a simple �-
helical structure. Incorporation of an NBA unit into the Rev
peptide by replacement of an amino acid with an L-�-amino acid
that has a nucleobase in its side chain did not disturb the
structure of the � helix. The peptides with an appropriate NBA
unit (for example, a cytosine NBA, which is capable of interaction
with a guanine base in RRE IIB RNA) bound to the RNA with high
affinity and high specificity.[5, 6] Previous findings suggested that
the NBA unit in this simple �-helical peptide could be utilized to
increase its binding affinity and specificity for the target RNA. To
expand the NBA technology to protein engineering, it is first
necessary to evaluate the properties of NBAs incorporated into
an RNA-binding protein that forms a specific and complex three-
dimensional structure.
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To achieve this aim, we selected the HIV-1 nucleocapsid 55-
residue protein NCp7 (1 ± 55), which contains two CCHC-type
(Cys-X2-Cys-X4-His-X4-Cys-type; X� an amino acid residue) zinc
knuckle domains (Figure 1b).[7] These domains are critical for
viral replication and participate directly in genome recognition
and encapsidation.[8] NCp7 recognizes a region of the unspliced
viral RNA approximately 120 nucleotides long that is known as
the � site.[9±11] The HIV-1 � site contains four stem-loop
structures, denoted SL1 to SL4.[12±15] NMR spectroscopy structural
analyses have revealed that NCp7 binds to the RNA construct
that includes the SL3 region in the � site (SL3 RNA; Fig-
ure 1c, d).[7] Residues Lys3 to Arg10 of NCp7 form a 310 helix (a
helix with three residues per turn and ten atoms per
hydrogen-bonded ring) that binds to the major groove of
the RNA stem and also packs against the N-terminal
CCHC-type zinc knuckle (F1 knuckle, residues 15 ± 28).
Binding of NCp7 to SL3 RNA is mediated by specific
interactions between the N- and C- (F2 knuckle, residues
36 ±49) terminal CCHC-type zinc knuckles of NCp7 and
the G12 and G10 bases in the G9-G10-A11-G12 RNA tetra
loop, respectively. Based on this three-dimensional
information, we attempted to apply the NBA technology
to NCp7 by site-specific incorporation of the NBA units
into the protein. It was expected that this strategy would
lead to the specific interaction of the NBA units in the
three-dimensional structure of NCp7 with SL3 RNA and
enhance the binding affinity and specificity of interac-
tions between these molecules. A total of 25 protein
analogues with NBAs introduced by mutation at various
positions were examined for their RNA binding. Here we
present several representative examples of NBA-NCp7
proteins and their RNA binding. The findings in this study
demonstrate the potential capability of NBAs to act as
building blocks for the engineering of RNA-binding
peptides and proteins.


Results and Discussion
Design of NBA-NCp7 proteins


A series of NBA-NCp7 proteins was designed based on the
structure of the HIV-1 NCp7 protein that binds to the SL3 region
in HIV-1 �-RNA.[7] G12 and G10 bases in the tetra loop region of
the RNA were selected as the target sites for the NBA units.
Cytosine- and guanine-containing NBA units CNBA and GNBA


(Figure 1a) were selected for use in the protein because cytosine
and guanine moieties have a high potential for interaction with a
guanine base. One or two NBA units were incorporated at
positions 13, 38, and 46 of NCp7 (Figure 2). In the NMR


Figure 1. a) Structure of the CNBA and GNBA units. b) Amino acid sequence of HIV-1 nucleocapsid protein NCp7 (1 ± 55). The Val 13, Lys38, and Met46 residues of NCp7
were selected as the positions for incorporation of the NBA units. c) Secondary structure of the HIV-1�-RNA SL3 region and a fluorescein-labeled SL3 (SL3 ± Flu) RNA. G�
guanine, C� cytosine, U� uridine, A� adenine. d) Schematic representation of the structure of the NCp7 ± SL3 complex.


Figure 2. Amino acid sequences of the wild-type NCp7 and NBA-NCp7 proteins with one
or two NBA units at positions 13, 38, or 46.
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spectroscopy structure of the NCp7 ±SL3 complex,[7] the Val13
residue of NCp7 is close to the G12 base of the RNA (Figure 1d).
When the cytosine NBA unit is incorporated at residue 13, the
cytosine moiety can be positioned at a location in which it is
capable of making a Watson ±Crick base pair with the G12 base
in the RNA. The Lys38 and Met46 residues are located near the
G10 base in SL3 RNA (Figure 1d). It was expected that a guanine
moiety at residue 46 would be superior to a cytosine for specific
interaction with the G10 base since the Met46 residue in NCp7 is
located on the O6- and N7-atom side of the G10 base in the NMR
structure of the NCp7 ±SL3 complex. Therefore, if a cytosine base
at position 46 could participate in Watson ± Crick-type interac-
tion with the G10 base in SL3 RNA, the structure of the NCp7±
SL3 complex might be disturbed. The Lys38 residue is positioned
such that its side chain is slightly distant from the G10 base in
the RNA compared with the location of the Met46 side chain. It
seems that the GNBA residue, which is composed of a purine ring,
interacts with the G10 base in the RNA more easily than does the
CNBA residue, whose composition includes a pyrimidine unit. It
was expected that one or two NBA units incorporated into NCp7
at positions 13, 38, and 46 could increase the RNA-binding
affinity and specificity of the protein by specific interaction of the
nucleobase moieties on the protein with the G10 and G12 bases
in SL3 RNA.


Protein synthesis


4-(N4-benzyloxycarbonylcytosin-1-yl)-2S-(9-fluorenylmethoxy-
carbonyl)aminobutyric acid [Fmoc-CNBA(Z)-OH] and 4-(guanin-9-
yl)-2S-(9-fluorenylmethoxycarbonyl)aminobutyric acid [Fmoc-
GNBA-OH] were synthesized[6] for incorporation of the CNBA and
GNBA units into NCp7. Wild-type NCp7 and the NBA-NCp7
proteins were synthesized by native chemical ligation[16] with
the peptide segment S1, which consists of residues 1 ± 35 (used
as S1-Gly-COSR; R�CH2CH2COOEt), and segment S2, which
contained residues 36 ± 55 (used as Cys-S2). The segment
peptides were synthesized by the solid phase method by using
the 9-fluorenylmethoxycarbonyl (Fmoc) strategy.[17] Chemical
ligation of S1-Gly-COSR and Cys-S2 (Scheme 1) was carried out in
a phosphate buffer (0.1 M; pH 7.5) that contained guanidine
hydrochloride (Gu ¥HCl ; 6M) and thiophenol (4% v/v).[18]


The ligation products were purified by semipreparative
reversed-phase (RP) HPLC to give high purity and good
yield. Each protein was identified by MALDI-TOFMS and
the concentration of each protein was determined by
amino acid analysis.


Zinc binding of NCp7 and NBA-NCp7


In order to examine whether the synthetic NCp7 and
NBA-NCp7 proteins bind to two zinc ions, the visible
absorption spectra were measured in tris(hydroxy-
methyl)aminomethane (Tris) ¥HCl buffer (50 mM; pH 7.5).
The spectrum of a mixture of NCp7 and CoCl2 in
solution was characteristic of an almost symmetrical
tetrahedral structure, as shown by the position and the


Scheme 1. Chemical ligation of S1 ±Gly ± COSR and Cys ± S2. R�CH2CH2COOEt.


intensity of the bands, which occur at 697, 644, and 616 nm
(Figure 3a).[19] This absorbance by a Co2 ± NCp7 complex dis-
appeared on the addition of 1.0 equiv ZnCl2 for each zinc
knuckle domain. These results indicate that the two cobalt ions
coordinated to NCp7 in the initial mixture were replaced by two
zinc ions and these zinc ions bound to the synthetic NCp7
strongly and quantitatively. In the case of the NBA-NCp7
proteins, the visible absorption spectrum of a mixture of a
V13CNBAM46GNBA protein (that is, NCp7 with V13 replaced by
CNBA and M46 replaced by GNBA) and CoCl2 in solution was
observed to be similar to that of NCp7 and CoCl2 (Figure 3b). In
this NBA-NCp7 solution, the absorbance also disappeared upon
addition of 1.0 equiv ZnCl2 for each zinc knuckle domain. These
results suggest that the zinc ions bound to the V13CNBAM46GNBA


protein in a manner similar to that which occurs in the case
of NCp7. That is, incorporation of the NBA units into NCp7 could
not change the ability of the protein to coordinate with zinc
ions and it seems that the NBA-NCp7 protein has an ability equal
to that of the wild-type NCp7 to form the specific binding
structure.


Figure 3. Visible absorption spectra of (a) NCp7 (140 �M) with CoCl2 (280 �M) and (b) the
V13CNBAM46GNBA-NCp7 protein (80 �M) with CoCl2 (160 �M), and the addition of various
concentrations of ZnCl2 in 50 mM Tris ¥ HCl buffer (pH 7.5).
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Binding affinity of single-NBA-NCp7 for SL3 ± Flu RNA


A fluorescein-labeled RNA (SL3 ± Flu; Figure 1c) was prepared by
ligation of SL3 RNA and 5�-dCdCdA-fluorescein-3� DNA (dC�
deoxycytosine, dA�deoxyadenine) with T4 RNA ligase[20] for
evaluation of the abilities of the proteins to bind with SL3 RNA.
The binding properties of the proteins were evaluated by
fluorescence anisotropy measurements based on the fluorescein
moiety. The fluorescence anisotropy of SL3 ± Flu (5.0 nM) was
increased by the addition of NCp7 in a buffer solution (pH 7.5;
Figure 4). The significant increase of anisotropy is attributed to


Figure 4. Fluorescence anisotropy of SL3 ± Flu RNA as a function of (a) NCp7 and
(b) V13CNBAM46GNBA protein concentrations in HEPES buffer (10 mM; pH 7.5) with
NaCl (150 mM), MgCl2 (1 mM), and ZnCl2 (50 �M) at 10 �C. [SL3 ± Flu]� 5.0 nM.


the differences in flexibility of the fluorescein moiety and in
molecular size between the free SL3 ± Flu RNA and the RNA ±
NCp7 complex. A dissociation constant (Kd) of 551 nM was
calculated from the anisotropy increase observed for SL3 ± Flu by
using a binding equation with 1:1 stoichiometry (for details, see
the Experimental Section). The results for the binding of several
protein analogues with site-specific mutations with SL3 ± Flu
RNA are summarized in Table 1.


First, the effect of a single NBA unit in NCp7 was evaluated.
The dissociation constant for a V13CNBA protein and RNA was
estimated as Kd� 435 nM by fluorescence anisotropy measure-
ments, which is a similar value to that for NCp7 (Figure 5).
Further, the V13GNBA protein had a Kd value of 350 nM, which
indicates a slightly higher binding affinity for the RNA than that
of NCp7. The K38CNBA protein also showed a binding affinity for
the RNA (Kd� 441 nM) at a level similar to that of NCp7. These


Figure 5. The relative binding affinities between wild-type NCp7 and NBA-NCp7
proteins with one (gray) and two (black) NBA units and SL3 ± Flu RNA. KNCp7


d /KNBA
d


is the ratio of the dissociation constants for NCp7 and NBA-NCp7 with SL3 ± Flu
RNA.


results indicate that the incorporation of CNBA13, GNBA13, and
CNBA38 units into NCp7 is not effective as a way to enhance the
RNA-binding ability of the protein. In contrast, the protein with
the K38GNBA mutation bound to SL3 ± Flu RNA with Kd� 179 nM, a
binding affinity 3.1 times stronger than that of NCp7. Further, the
dissociation constants of the M46CNBA and M46GNBA proteins with
the RNA were 198 and 167 nM, values which indicate affinities 2.8
and 3.3 times higher than that for NCp7, respectively (Figure 5).
These results suggest that the GNBA38, CNBA46, and GNBA46 units
can work as enhancers for binding to SL3 ± Flu RNA, probably as
a result of the interaction of the nucleobase moieties with the
RNA bases. In the NCp7 ±SL3 complex, the Met46 residue of
NCp7 was close to the G10 base of the RNA.[7] Therefore, guanine
and cytosine moieties at position 46 in the protein are functional
for interaction with the G10 base of the RNA. At the Lys38 site,
however, the amino acid side chain is slightly distanced from the
G10 base in the RNA compared with the location of the side
chain of the Met46 residue in the structure of the NCp7 ±SL3
complex. It appears that at residue 38 a guanine moiety (the


Table 1. The dissociation constants of NBA-NCp7 with SL3 ± Flu RNA.


Protein Kd [nM] KNCp7
d /KNBA


d
[a]


NCp7 551� 36 1.00
V13CNBA 435� 36 1.27
V13GNBA 350� 32 1.57
K38CNBA 441� 22 1.25
K38GNBA 179� 7 3.08
M46CNBA 198� 25 2.78
M46GNBA 167� 5 3.30
V13CNBAK38GNBA 278� 12 1.98
V13CNBAM46CNBA 224� 15 2.46
V13CNBAM46GNBA 63� 3 8.75
V13GNBAM46GNBA 122� 9 4.52


[a] KNCp7
d /KNBA


d is the ratio of the dissociation constants of NCp7 and NBA-
NCp7 with SL3 ± Flu RNA.
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composition of which includes a purine ring), but not a cytosine
group, can interact with the G10 base in the RNA.


Binding affinity of double-NBA-NCp7 for SL3 ± Flu RNA


In the case of the single-NBA-NCp7 proteins, an NBA unit at
residue 38 or 46 was effective for RNA binding. Although the
NBA at position 13 was not effective, incorporation of a second
NBA unit at residue 38 or 46 into the single-NBA-NCp7 may
improve the ability of the protein to bind to SL3 ± Flu RNA. The
V13CNBAM46GNBA protein, which possessed CNBA and GNBA units at
residues 13 and 46, respectively, bound to SL3 ± Flu RNA with
Kd� 63 nM, an affinity 8.7 times stronger than that of NCp7
(Table 1 and Figure 5). This binding affinity was 6.9 and 2.7 times
higher than those of the single mutants V13CNBA and M46GNBA,
respectively. Although the single-mutation protein V13CNBA


bound to the RNA with a strength similar to that of NCp7, the
binding affinity of the protein with V13CNBAM46GNBA mutations
was significantly increased compared to that of the M46GNBA


protein. These results suggest that the cytosine moiety at
position 13 in the V13CNBAM46GNBA molecule can make specific
contact (such as that in Watson ±Crick base pairing) with the
base in SL3 ± Flu RNA when this contact coincides with the
specific interaction between the GNBA46 moiety of the protein
and the G10 base of the RNA. In contrast, the binding affinity of
the V13CNBAM46CNBA protein for the RNA was not improved (Kd�
224 nM) compared with that of the protein with an M46CNBA


mutation; that is, the CNBA13 residue cannot in this case
contribute to RNA binding. The binding affinity of the
V13CNBAK38GNBA analogue for SL3 ± Flu RNA was also not
improved (Kd� 278 nM) compared with the single-mutation
protein K38GNBA. The V13CNBAM46GNBA protein was an exception
for which the cytosine moiety at position 13 worked effectively
and cooperatively for RNA binding. In the case of the
V13CNBAK38GNBA and V13CNBAM46CNBA proteins, it is possible that
interaction of the CNBA46 or GNBA38 moiety with the G10 base in
the RNA changed the three-dimensional structure of the
protein ± RNA complex to some extent, such that the CNBA 13
moiety had difficulty interacting with the G12 base in SL3 ± Flu
RNA. Further, the V13GNBAM46GNBA protein bound to the RNA
with Kd� 122 nM, an affinity 4.5 and 2.9 times stronger than
those of NCp7 and its V13GNBA analogue, respectively. Thus, the
GNBA 13 unit also increased the RNA binding affinity in the
presence of the specific interaction of GNBA46 with the RNA base.
The binding affinity of the V13GNBAM46GNBA protein for SL3 ± Flu
RNA, however, was lower than that of the V13CNBAM46GNBA


molecule. It was found that the combination of CNBA 13 and
GNBA 46 in the protein was most effective for RNA binding by the
NBA-NCp7 series.


Binding analysis of NBA-NCp7 with SL3 mutant RNAs


It was revealed that the incorporation into NCp7 of CNBA at
position 13 and GNBA at position 46 had significant and cooper-
ative effects on binding to wild-type SL3 ± Flu RNA. In order to
support the assumption that the specific interaction of the
nucleobase moieties in the protein with V13CNBAM46GNBA


mutations with the G12 and G10 bases in the tetra-loop region
of the wild-type RNA enhanced the RNA binding affinity, we
prepared mutant RNAs G12A ± Flu and G10A ±Flu, in which the
G12 and G10 bases of the SL3 ± Flu RNA, respectively, were
replaced by adenine (Figure 1c).


The binding affinity of the V13CNBAM46GNBA protein for the
G12A ± Flu mutant RNA (Kd� 194 nM) was 3.1 times weaker than
that for the wild-type SL3 ± Flu RNA (Table 2 and Figure 6). In
contrast, NCp7 and the M46GNBA protein showed binding


Figure 6. The relative binding affinities of proteins with wild-type SL3 ± Flu RNA
and the RNA mutants, G12A ± Flu (left) and G10A ± Flu (right). Kmut


d /KSL3
d is the ratio


of the dissociation constants for the proteins with the RNA mutants relative to
those with SL3 ± Flu RNA.


affinities for the mutant RNA (Kd�541 and 171 nM, respectively)
similar to those for the wild-type RNA. A comparison of the
binding affinities of the proteins with V13CNBAM46GNBA and
M46GNBA mutations for the mutant RNA revealed that the effect
of the CNBA13 moiety in the V13CNBAM46GNBA protein was
completely removed by the mutation of the G12 base to an
A12 one in the RNA. These findings strongly support the
suggestion that CNBA 13 can interact specifically with the G12
base in the wild-type RNA, probably in a Watson ± Crick base
pairing, and that this interaction contributes to an increase in the
RNA binding affinity and specificity.


In the case of the G10A ±Flu mutant RNA, the V13CNBAM46GNBA


protein showed a binding affinity for the mutant RNA with


Table 2. The dissociation constants of NBA-NCp7 with G12A ± Flu and G10A ±
Flu mutant RNAs.


Kd [nM]
(Kmut


d /KSL3
d


[a] )
Protein G12A ± Flu G10A ± Flu


NCp7 541� 25 270� 10
(0.98) (0.49)


M46GNBA 171� 14 121� 12
(1.02) (0.72)


V13CNBAM46GNBA 194� 17 142� 6
(3.08) (2.25)


[a] Kmut
d /KSL3


d is the ratio of the dissociation constants of the proteins with
G12A ± Flu or G10A ± Flu mutant relative to those with SL3 ± Flu RNA.
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Kd� 142 nM, a value that indicates 2.3 times weaker binding than
that for the wild-type RNA (Table 2 and Figure 6). In contrast, the
binding affinities of the NCp7 and M46GNBA proteins for the
mutant RNA were increased by the G10A mutation (Kd� 270 and
121 nM) to values 2.0 and 1.4 times higher than those for the
wild-type RNA. The NMR spectroscopy structure of the NCp7±
SL3 complex revealed that the G10 base in SL3 RNA interacts
with the F2 knuckle protein domain through a hydrophobic cleft
formed by the Trp37, Gln45, and Met46 side chains.[7] In the
cases of NCp7 and M46GNBA-NCp7, the mutation of the G10 base
to an A10 base might increase the effect of the hydrophobic
interaction between these amino acid residues and the A10 base
of the mutant RNA, which would result in an increase in the
binding affinity. In the case of the V13CNBAM46GNBA protein,
however, it appears that the mutation of the G10 base to an A10
base weakens the specific and cooperative interaction of the
CNBA 13 and GNBA 46 moeities with the RNA bases. The results
revealed that binding of the V13CNBAM46GNBA protein to the wild-
type SL3 ± Flu RNA is more effective and selective than that of
NCp7 and the M46GNBA protein.


These mutation analyses with G12A± and G10A ±Flu RNA
revealed that both the CNBA and GNBA units in the proteins with
V13CNBAM46GNBA mutations can contribute significantly to an
increase in its binding affinity and specificity for the wild-type
SL3 ± Flu RNA as a result of the specific and cooperative
interaction of both the cytosine and guanine moieties in this
protein with the G12 and G10 bases in the RNA, respectively.


Conclusion


For the purpose of enhancing the function of HIV-1 NCp7, various
NCp7 proteins with NBA units comprised of L-�-amino acids with
a nucleobase in the side chain were successfully designed and
synthesized by using a native chemical ligation method. The
synthetic NCp7 and NBA-NCp7 proteins bound two zinc ions
quantitatively. Incorporation of various NBA units into NCp7
successfully enhanced the function of the protein. In particular,
the protein with V13CNBAM46GNBA mutations, which possessed
CNBA and GNBA units at residue 13 and 46, respectively, showed a
rather high binding affinity for SL3 ± Flu RNA relative to that of
NCp7 as a result of the specific and cooperative interaction of
both the CNBA and GNBA units with the G12 and G10 bases in the
tetra-loop region of SL3 RNA. This study combines a nucleobase
function with a protein structure to clearly demonstrate the
capability of NBAs as building blocks for the engineering of RNA-
binding proteins.


Experimental Section


Materials and methods : All chemicals and solvents were of reagent
or HPLC grade. Amino acid derivatives and reagents for peptide
synthesis were purchased from Watanabe Chemical (Hiroshima,
Japan). MALDI-TOFMS was carried out on a Shimadzu MALDI III mass
spectrometer with 3,5-dimethoxy-4-hydroxycinnamic acid as a
matrix. HPLC was carried out on a YMC ODS A-302 5C18 column
(4.6�150 mm; YMC, Tokyo, Japan), or a Cosmosil 5C18 AR-300
column (4.6� 150 mm or 10�250 mm) by employing a Hitachi


L-7000 HPLC system. Amino acid analysis was performed by using
the phenyl isothiocyanate (PTC) method on a Wakopak WS-PTC
column (Wako chemical, Osaka, Japan). Synthetic DNA templates
were purchased from Amersham Pharmacia Biotech (Tokyo, Japan).
Fluorescein-labeled oligomer DNA (CCA ± Flu) was purchased from
Espec Oligo Service (Tsukuba, Japan). A RiboMAX large scale RNA
production system-T7 was purchased from Promega (Tokyo, Japan).
T4 RNA ligase was purchased from Takara Shuzo (Osaka, Japan).
Fmoc-CNBA(Z)-OH and Fmoc-GNBA-OH were synthesized according to
the procedure previously reported.[6]


Protein synthesis : NCp7 and the NBA-NCp7 proteins were synthe-
sized by the native chemical ligation method reported by Kent
et al.[16] by using segment peptides that consisted of residues 1 ±35
(S1 ± Gly ± COSR; R�CH2CH2COOEt) and 36± 55 (Cys ± S2). S1 frag-
ment peptides were synthesized by the Fmoc solid-phase method[17]


with 2-(1H-benzotriazol-1-yl)-1,1,3,3-tetramethyluronium hexafluoro-
phosphate (HBTU) and 1-hydroxybenzotriazole hydrate (HOBt ¥ H2O)
as the coupling reagents[17] on 2-chlorotrityl chloride resin[21a, 21b] in
an Advanced Chemtech BenchMark model 348 multiple peptide
synthesizer. The fully protected S1 fragments were obtained by
treatment of the peptide resin with a dichloromethane/2,2,2-
trifluoroethanol/acetic acid (1:1:3) solution for 2 h at room temper-
ature.[22] Reaction of each protected peptide with 2-mercaptopro-
pionic acid ethyl ester (10 equiv), 1-ethyl-3-(3�-dimethylaminopro-
pyl)carbodiimide hydrochloride salt (EDC ¥HCl; 10 equiv), and HOBt ¥
H2O (10 equiv) gave the fully protected peptide thioester S1 ± Gly ±
COSR. Removal of the protecting groups, except for the Z group on
the cytosine moiety, was carried out by treatment with trimethylsilyl
bromide (TMSBr; 1M) in trifluoroacetic acid (TFA) solution in the
presence of m-cresol, ethanedithiol, and thioanisole as scavengers at
0 �C for 1.5 h.[23] The Z group on the cytosine moiety was removed
with trimethylsilyl trifluoromethanesulphonate (TMSOTf; 1M) in TFA
in the presence of m-cresol, ethanedithiol, and thioanisole at 0 �C for
1.5 h.[24] The product was solidified with diethyl ether in an ice bath.
Cys ± S2 fragment peptides were synthesized by the Fmoc solid-
phase method on Rink amide resin.[25] Removal of the resin and the
protecting groups was carried out by the same procedure as
described above.


All crude peptides were purified by RP-HPLC on a semipreparative
column with a linear gradient of acetonitrile/0.1% TFA. Peptides
were identified by their molecular ion peak (M�H)� by MALDI-
TOFMS: m/z found (calcd): NCp7(1 ± 35) ± COSR, 4153.1 (4153.0) ;
V13CNBA(1 ± 35) ± COSR, 4249.2 (4247.1); V13GNBA(1 ± 35) ± COSR,
4289.4 (4288.1); NCp7(36 ± 55), 2353.0 (2350.7); K38CNBA(36 ± 55),
2417.8 (2416.7); K38GNBA(36 ± 55), 2458.2 (2457.7); M46CNBA(36 ± 55),
2413.7 (2413.7); M46GNBA(36 ± 55), 2454.2 (2454.7).


NCp7 and the NBA-NCp7 proteins were synthesized by native
chemical ligation. S1 ± Gly ± COSR and Cys ± S2 were reacted in
phosphate buffer (0.1M; pH 7.5) that contained Gu ¥HCl (6M) and
thiophenol (4% v/v) at room temperature.[18] This reaction was
monitored by analytical RP-HPLC on a Cosmosil 5C18 AR-300 column
(2.5�150 mm). After 6 h, the reaction was complete and the solution
was acidified with 30% aq AcOH and filtered. The product was
purified with RP-HPLC on a Cosmosil 5C18 AR-300 column (10�
250 mm) with a linear gradient of 10 ± 40% acetonitrile/0.1% TFA
(30 min). Proteins were identified by their molecular ion peak
(M�H)� by MALDI-TOFMS: m/z found (calcd): NCp7, 6370.0 (369.5) ;
V13CNBA, 6463.7 (6463.6); V13GNBA, 6506.9 (6504.6); K38CNBA, 6435.3
(6435.5); K38GNBA, 6475.7 (6475.5) ; M46CNBA, 6430.6 (6431.5);
M46GNBA, 6469.8 (6472.5); V13CNBAK38GNBA, 6570.9 (6570.6) ;
V13CNBAM46CNBA, 6526.8 (6526.6); V13CNBAM46GNBA, 6566.0 (6566.6) ;
V13GNBAM46GNBA, 6608.3 (6607.6).
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Preparation of fluorescein-labeled SL3 � RNA and mutants : SL3
RNA was prepared by transcription[26] of a synthetic DNA template
(5�-AATTTAATACGACTCACTATAGGACTAGCGGAGGCTAGTCC-3� and
5�-GGACTAGCCTCCGCTAGTCCTATAGTGAGTCGTATTAAATT-3�) by us-
ing the RiboMAX large scale RNA production system-T7 (Promega).
The template DNA was degraded by RNase-free DNase I, and then
the RNA was purified by Sephadex G-50 gel filtration to give a crude
product. The crude product was treated with CCA ±Flu by using T4
RNA ligase[20] in Tris ¥ HCl buffer (50 mM; pH 7.5) that contained MgCl2
(10 mM), 1,4-dithiothreitol (DTT; 10 mM), adenosine triphosphate (ATP,
1 mM), bovine serum albumin (BSA; 0.05%), and dimethyl sulfoxide
(DMSO; 10%). The solution was incubated at 10 �C for 2 h. Ethanol
precipitation gave a crude ligation product. The product was purified
by PAGE (12% acrylamide). SL3 ± Flu mutants were also prepared by
the method described above. Concentrations of RNA were deter-
mined by UV spectroscopy.


Visible absorption measurements : Visible absorption spectra were
recorded on a Shimadzu BioSpec-1600 spectrophotometer by using
a quartz cell with a 1.0 cm pathlength at 25 �C. Proteins were
dissolved in Tris ¥ HCl buffer (50 mM; pH 7.5).


Fluorescence anisotropy measurements : Fluorescence anisotropy
measurements were performed on a Shimadzu RF-5300PC spectro-
fluorophotometer by using a quartz cell with a 1.0 cm pathlength
at 10 �C in N-(2-hydroxylethyl)piperazine-N-(2-ethanesulfonic acid)
(HEPES) ¥ NaOH buffer (10 mM; pH 7.5) containing NaCl
(150 mM), MgCl2 (1 mM), and ZnCl2 (50 �M). Fluorescence anisotropy
was calculated from the intensities detected at 520 nm with
excitation at 480 nm.


Determination of dissociation constants between proteins and
RNA : The binding affinities between the experimental proteins and
RNA were determined by fluorescence anisotropy measurements.
The protein stock solution (200 ± 250 �M in water) contained ZnCl2
(550 �M). A fluorescent RNA (5.0 nM) in HEPES buffer (10 mM; pH 7.5)
that contained NaCl (150 mM), MgCl2 (1 mM), and ZnCl2 (50 �M) was
titrated with protein solution. After each addition of protein, samples
were stirred for 40 s and allowed to equilibrate for 5 min at 10 �C,
then fluorescence anisotropy was measured. The dissociation
constants of the proteins and RNA were calculated by using
Equation (1) and a Kaleida Graph (Synergy Software), in which a 1:1
stoichiometry was assumed.


A� (Ab �Af )( [F]0 � [P]0 �Kd � (( [F]0 � [P]0 �Kd)2


�4 ([F]0 [P]0 )1/2)/(2 [F]0 ) (1)


[F]0 and [P]0 represent the initial concentrations of fluorescent RNA
and protein, respectively, and A, Ab, and Af are the anisotropy values
of each test solution, of the bound fluorescent RNA, and of the free
fluorescent RNA, respectively. Kd is the dissociation constant between
the protein and RNA.
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Indolo[2,3-b]-Quinolizinium Bromide:
An Efficient Intercalator with
DNA-Photodamaging Properties
Giampietro Viola,*[a] Francesco Dall�Acqua,[a] Nadia Gabellini,[b] Stefano Moro,[a]


Daniela Vedaldi,[a] and Heiko Ihmels[c]


The associative interactions of indolo[2,3-b]-quinolizinium bromide
with DNA and its DNA photocleavage properties were studied in
detail. Absorption and emission spectroscopy, linear dichroism, and
energy-transfer measurements indicate that the indoloquinolizini-
um binds to DNA primarily by intercalation, with a preference for
GC base pairs. In agreement with this data, the results of primer
extension analysis indicate that photocleavage occurrs prevalently
at the GC nucleotides. Molecular modeling studies confirm that
intercalative stacking between adjacent base pairs is energetically
favorable. However, it is also observed that the location of the dye
in the minor groove of the DNA is energetically even more


favorable. Upon UVA irradiation, the indoloquinolizinium causes
single-strand cleavage with an efficiency that varies with the dye ±
DNA ratio. This observation is rationalized in terms of more
efficient photocleavage by the externally bound dye compared with
the intercalated one. The kinetics of strand degradation under
aerobic and anaerobic conditions suggest that a Type I reaction
occurs, that is, radical-mediated DNA damage.


KEYWORDS:


bioorganic chemistry ¥ DNA cleavage ¥ molecular modeling ¥
photobiology ¥ quinolizinium salts


Introduction


In recent years much interest has been focused on molecules
that may bind and modify genetic material.[1±3] Along these lines,
there has been increased interest in the discovery and inves-
tigation of compounds that cleave DNA when irradiated with
visible or UV light. These compounds, called photonucleases,[3]


exhibit a large potential for therapeutic applications because
they are often inert until activated by light and permit control of
the reaction both in a spatial and temporal sense. The photo-
nucleases discovered so far operate by several distinct mecha-
nisms. One class of compounds photosensitizes the excitation of
reactive intermediates that react with DNA, such as singlet
oxygen[4, 5] or the hydroxyl radical[6±8] . In a second class, the
photonuclease is bound to the nucleic acid before its activation
and the DNA damage is thus localized at or near the binding
site.[9±11]


Photonucleases, like any other small DNA-binding molecule,
associate by intercalation or fit into the minor groove of the
DNA.[12] Importantly, the type and efficiency of the photocleav-
age reaction will depend on the binding site that the photo-
nuclease occupies. Intercalators usually exhibit a planar structure
with at least two annelated aromatic rings. In most cases, a
positive charge is required for an appropriate binding affinity.[12]


This cationic moiety is usually provided by a quaternary nitrogen
atom, which may be generated either by simple protonation, as
in the aminoacridine series (for example, proflavine), or by N-
alkylation, as found in the well-known phenantridine series (for
example, ethidium bromide). Alternatively, it is possible to
introduce the cationic nitrogen atom as the bridgehead


between two annelated aromatic rings, as in the benzo[b]qui-
nolizinium salts 1a ± c (Scheme 1), coralyne (2), and related
quinolizinium salts such as 3, whose DNA-binding and DNA-
photodamaging properties have already been shown.[13±18]


Recently, we reported the synthesis of the novel compound
indolo[2,3-b]-quinolizinium bromide (4) and showed in prelimi-
nary experiments that this compound binds to DNA and leads to
photoinduced DNA damage.[19] The interactions of this aromatic
dye with DNA seemed to be of special interest since it closely
resembles the structure of the known antitumor drug Ce¬liptium
(5) and that of the antibacterial and antimalarial alkaloid
cryptolepine (6). Herein, we present a detailed study of the
binding interactions of the indoloquinolizinium derivative with
DNA, along with the propensity of this compound to cause
photoinduced DNA damage.
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Scheme 1. Cationic DNA intercalators.


Results


Spectrophotometric titrations


The binding of 4 to DNA in buffered aqueous solution was
monitored by absorption and fluorescence spectroscopy. The
absorption of the compound was recorded in the absence and in
the presence of salmon testes DNA (st-DNA). The absorption
maximum of quinolizinium salt 4 exhibits a bathochromic shift of
about 10 nm in the presence of nucleic acids relative to the free
dye 4 (Figure 1). The spectrophotometric titration data for 4
titrated with DNA at different salt concentrations were used to
estimate binding constants as well as binding-site size according
to the method of McGhee and von Hippel.[20] The corresponding
binding isotherms, represented as a Scatchard plot,[21] are given
in Figure 2 and the thermodynamic parameters, that is, binding
constant Ki and binding-site size n are shown in Table 1. The DNA
binding constants decrease as a function of Na� ion concen-
tration. At the various salt concentrations the exclusion param-
eter n is almost constant and found to be equal to an average of
two base pairs. By contrast, the binding constant Ki significantly
depends on the concentration of Na� ions (Figure 2, inset), that
is, the binding affinity decreases with increasing salt concen-
tration. These data were analyzed according to the polyelec-
trolyte theory of Record et al.[22] Thus, the number of counterions
released from the DNA upon binding of a charged molecule may
be determined from the plot of log Ki versus log [Na�] , where the
slope is m� (Figure 2, inset). The parameter m represents the
charge of the binding molecule and � is the fraction of
counterions associated with each DNA phosphate moiety
(�� 0.88 for double-stranded B-DNA[23] ). An m value of approx-
imately 0.7 was obtained for the indoloquinolizinium salt 4. The


Figure 1. Spectrophotometric titration of st-DNA to indoloquinolizinium 4 in ETN
buffer (0.01M; pH 7.0), T� 25 �C.


Figure 2. Scatchard plots of spectrophotometric titrations of st-DNA to 4 in ETN
buffer at different ionic strengths (�� 0.01M, �� 0.025M, �� 0.050M, �� 0.1M).
The solid lines represent the best fit of the experimental data to the McGhee and
von Hippel equation.[20] Inset : Plot of log Ki versus log [Na�] .


Table 1. Thermodynamic parameters determined by spectrophotometric
titrations of st-DNA to 4 at different ionic strengths.


[Na�] [M][a] Ki [M�1� 105] n[b]


0.01 1.64� 0.20 2.60�0.13
0.025 0.88� 0.06 2.57�0.26
0.05 0.51� 0.05 3.00�0.17
0.1 0.35� 0.03 3.31�0.43


[a] In ETN buffer (pH 7.0). [b] In base pairs.[20]
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dependence of the binding constant on the salt
concentration allows the observed free energy of bind-
ing �Gobs to be partitioned into two energy contribu-
tions [Eq. (1)] ; the ™nonelectrostatic∫ contribution to the
free energy of binding, �Gnpe, provides a measure of the
nonelectrostatic forces (hydrogen bonding, van der
Waals interactions) that stabilize the DNA ± ligand com-
plex, and the polyelectrolyte contribution, �Gpe arises
from coupled polyelectrolyte effects, which may be
calculated according to Equation (2).


�Gobs��RTlnKi � �Gnpe��Gpe (1)


�Gnpe��RT(m�)ln[Na�] (2)


The polyelectrolyte contribution is mostly determined
by the release of condensed counterions from the DNA
helix upon binding of a charged ligand. The observed
free energy of binding of the indoloquinolizinium salt 4
at an ionic strength of 10 mM was determined to be
�Gobs��29.8 kJ mol�1. According to Equations (1) and
(2) the polyelectrolyte contribution �Gpe is �7.8 kJ mol�1


and �Gnpe has a value of �22.0 kJ mol�1. Thus, the
nonelectrostatic interactions between 4 and the DNA
are more important than the ionic ones for the
stabilization of the DNA ± dye complex since they
provide approximately 70 % of the overall free energy
of binding.


Fluorometric titrations


Spectrofluorometric titrations of st-DNA and synthetic polynu-
cleotides with quinolizinium salt 4 were also performed (Fig-
ure 3). The emission intensity of the free dye 4 was quenched
upon addition of st-DNA. In particular, the addition of poly-
deoxyguanylic-deoxycytidylic acid sodium salt (poly[dG-dC]2) to
4 was found to quench the fluorescence intensity significantly
without a shift of the band maximum. By contrast, an increase of
the fluorescence along with a shift of the emission maximum
from 445 to 455 nm was observed on addition of polydeoxy-
adenylic-thymidylic acid sodium salt (poly[dA-dT]2). Most nota-
bly, the binding of polydeoxyinosylic-deoxycytidylic acid sodium
salt (poly[dI-dC]2) to 4 is also accompanied by an increase of
emission intensity and a bathochromic shift.


The fluorescence titration data were also analyzed according
to the model of McGhee and von Hippel,[20] which was used to
estimate the binding constant (Ki) and the number of base pairs,
n, covered by one ligand (Table 2). For the titration with st-DNA,
the observed constant (1.5� 105 L M�1) is in good agreement
with the one obtained by spectrophotometric titrations (1.6�
105 L M�1, Table 1). The largest Ki value (4.2�105 L M�1) was
observed for binding of 4 to poly[dG-dC]2, which indicates a
pronounced affinity for this polynucleotide and suggests a
preferred location for 4 at GC-rich regions of the DNA. Moreover,
the exclusion parameter n, in other words, the binding site size,
is about two base pairs for DNA and poly-[dG-dC]2 , which is in
agreement with intercalation of the dye into the double strand


of the polynucleotide. By contrast, this value is larger for
poly[dA-dT]2 and poly[dI-dC]2 , which is not consistent with an
intercalative binding mode.


Flow linear dichroism


The linear dichroism (LD) spectra of 4 in the presence of DNA
were also determined (Figure 4) since this methodology has
been shown to be an efficient tool for evaluation of the distinct
binding mode between a dye and nucleic acids.[24, 25] The LD
signals of 4 is negative at all DNA ± dye ratios, both in the UV
region in which the DNA and the dye absorb, and at wave-
lengths where only the dye absorbs (Figure 4 B). The LD signals
in the long-wavelength absorption regions of the dye (300 ±
400 nm) are negative in the presence of DNA, which indicates an
induced orientation of the ligand chromophore upon binding to
the DNA.[24, 25] A significant increase of the LD signal intensities in
the absorption band of the DNA bases (260 nm) was also


Figure 3. Fluorometric titration of st-DNA (A), poly [dG-dC]2 (B), poly[dA-dT]2 (C), and
poly[dI-dC]2 (D) to dye 4 (5� 10�6 M in ETN buffer (0.01M; pH 7.0), T� 25 �C).


Table 2. Thermodynamic parameters obtained by fluorometric titrations.[a]


Ki�105 [M�1] n[b]


st-DNA 1.47� 0.06 1.7�0.03
poly[dG-dC]2 4.20� 0.20 1.6�0.05
poly[dA-dT]2 1.24� 0.06 3.9�0.02
poly[dI-dC]2 1.48� 0.16 3.1�0.02


[a] In ETN buffer (0.01 M, pH 7.0). [b] In base pairs.[20]







DNA Intercalation


ChemBioChem 2002, 3, 550 ± 558 553


observed, which suggests that the ability of the DNA molecules
to orient along the flow lines is increased upon binding to
compound 4.


The reduced LD spectrum (LDr) provides further information
on the average orientation of the transition moment of the dye
relative to those of the DNA bases and allows homogeneous and
heterogeneous binding to be distinguished. A nearly constant
LDr value was observed over the range 310 ± 400 nm (Figure 4 C),
which unambiguously proves an almost exclusive intercalation
of quinolizinium derivative 4 into the DNA.[24]


Fluorescence energy transfer


Fluorescence energy transfer experiments provide a comple-
mentary method in addition to linear dichroism spectroscopy for
analysis of the binding mode of a dye with DNA.[26] In these
experiments, the energy transfer from the excited DNA bases to
a fluorescent ligand is monitored. Excitation energy transfer
exhibits a distance dependence of R�6, where R is the distance
between the species involved in the transfer of energy. This
distance dependence coupled with the relatively low fluores-
cence quantum yield of the DNA bases results in a short (4 ± 7 ä)


Fˆrster critical distance R0 at which half the energy of the
excited DNA bases is transferred to the bound molecule.[27]


Intercalation of the molecule between stacked bases within
the DNA host duplex is associated with small host ± guest
distances (about 2 ± 4 ä). Thus, the observation of efficient
energy transfer from a host DNA to a bound molecule is
consistent with an intercalative mode of binding. By contrast,
binding of a molecule to the minor groove and/or dye
stacking along the surface of the helix are associated with
longer base ± dye distances and minimal base ± dye stacking
interactions. Consequently, such binding modes are consis-
tent with the absence of energy transfer from the host DNA
to a bound dye. However, it should be noted that
fluorescence energy transfer has been observed for some
selected groove-bound molecules.[28]


Figure 5 A shows curves that depict the wavelength
dependence of Q�/Q310 . Q� is the fluorescence quantum
yield of the complexes of indoloquinolizinium 4 with st-DNA,
poly[dA-dT]2 , and poly[dG-dC]2 relative to the fluorescence
quantum yield of the free dye (�em� 452). The data were
normalized with respect to 310 nm, a wavelength at which
the DNA bases do not absorb. These plots show the
wavelength of the absorbed photons which result in dye
emission at the longest wavelength maximum and match
very well the corresponding absorption maxima of the
various DNAs (255 ± 260 nm).


The experimental data were further analyzed with a plot of
FBAc/(1�10�Ac)AB versus AN/AB (Figure 5 B) in order to quanti-
fy the excitation energy transfer between the polynucleo-
tides and 4. According to Rayner et al.[29] this plot should be
linear with a slope of f�B�ET and an y-intercept at f�B . FB is
the excitation fluorescence intensity of the bound ligand, AC,
AB , and AN are the absorbances of the dye ± DNA complex (C),
the bound dye (B), and the DNA alone (N), �B is the quantum
yield of the bound dye, f is a correction factor that considers


the differences in the incident light intensity, and �ET is the
quantum yield of the energy transfer. Figure 5 B shows the plot
of FBAc/(1� 10�Ac)AB versus AN/AB for the complexes of 4 with st-
DNA, Poly[dA-dT]2, and Poly[dG-dC]2 at a DNA ± dye ratio of 10.
All plots have positive slopes because Q�/Q310 is greater than one
at wavelengths between 240 and 300 nm. This indicates that
resonance energy transfer occurs from the nucleotide bases to 4
and is characteristic for intercalation. By contrast, a slope close to
zero indicates the absence of energy transfer.


The quantum yield of the energy transfer,�ET, may also be
calculated by dividing the slope, f�B�ET, by the y-intercept, f�B .
Moreover, the number of bases which are involved in the energy
transfer, ��ET, may be estimated from the product of the dye ±
DNA ratio and the �ET value. This product, however, reflects the
average number of bases that contribute to the transfer of
energy, since not all donating bases contribute the same amount
of energy. While the value of �ET is proportional to the number of
bound dye molecules, the product ��ET is independent of this
number and thus provides a useful measure of the energy
transfer efficiency. The complex of 4 and poly[dG-dC]2 has a
significantly higher �ET value (0.668) than the complexes with st-
DNA (0.493) and poly[dA-dT]2 (0.203). Moreover, the ��ET data


Figure 4. Absorbance A (A), linear dichroism LD (B), and reduced linear dichroism
LDr (C) spectra of mixtures of st-DNA and 4 in ETN buffer (0.01M; pH 7.0) at different
dye ±DNA ratios: a, 0.00; b, 0.02; c, 0.04; d, 0.08; e, 0.2.
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Figure 5. Fluorescence energy transfer in complexes of DNA with 4. A) Plots of
Q/Q310 versus � : st-DNA (�), poly[dG-dC]2 (�), and poly[dA-dT]2 (�) ; [dye]/[DNA]�
0.1; ETN buffer (0.01M, pH 7.0) ; T� 25 �C. B) Plots of FBAc/(1 ± 10�Ac)AB versus
AN/AB : st-DNA (�), poly[dG-dC]2 (�), and poly[dA-dT]2 (�) ; [dye] ± [DNA]� 0.1.


reveal that in st-DNA 4.9 bases contribute to the overall energy
transfer to 4, whereas in the complex between 4 and poly[dG-
dC]2 , 6.7 bases are involved in the energy transfer. In contrast,
only 2 bases appear to participate in the energy transfer in the
poly[dA-dT]2 complex.


Molecular modeling studies


To estimate the structure of the complex formed between the
indoloquinolizinium derivative 4 and DNA, a molecular modeling
approach was used to explore energetically favorable structures
that both complexes of 4 with poly[d(A-T)]2 and with poly-
[d(G-C)]2 may adopt. The docking data for complexes of both
DNA sequences show that the indoloquinolizinium 4 may adopt


two significantly different binding motifs with duplex DNA.
Figure 6 shows the complexes of 4 with poly[d(G-C)]2 . In the
energetically more stable complex (with an energy minimum of


Figure 6. The two structures of complexes between poly[d(G-C)]2 and 4 with
minimum energy as determined by molecular modeling: A) minor-groove
binding; B) intercalation.


about 180 kJ mol�1) the dye molecule is located in the minor
groove of the host duplex (Figure 6 A). In the less stable complex,
the indoloquinolizinium intercalates into the host DNA. In this
intercalation dye ± DNA interaction, the planar indoloquinolizi-
nium is stacked between adjacent DNA base pairs in an
orientation that is almost perpendicular to the long axis of the
DNA double helix. Moreover, the intercalation into G ± C steps
(�G��64.7 kJ mol�1) is energetically more favorable than the
one between A ± T steps (�G��39.3 kJ mol�1).


Photoinduced DNA cleavage


In order to investigate the DNA photocleavage activity of
indoloquinolizinium 4, it was irradiated in buffered aqueous
solutions in the presence of supercoiled pBR322 plasmid DNA.
The photosensitized DNA cleavage products were analyzed by
agarose gel electrophoresis. In the dark, 4 does not promote
DNA strand breaks (not shown). When the plasmid was
irradiated in the presence of 4, the DNA strand break was
indicated by the formation of the relaxed, open circular plasmid
form (not shown). The correlation of the DNA strand breaks with
the irradiation time in the presence of 4 at different dye ± DNA
ratios is presented in Figure 7. At low dye ± DNA ratios (0.01 and
0.04) at which the dye is intercalated in DNA no significant
cleavage of the plasmid DNA was observed. As the dye ± DNA
ratio was increased (0.2, 0.4, and 0.8) and the dye became
externally bound to the macromolecule, a significant nicking of
the supercoiled plasmid form took place. To further evaluate the
influence of reactive oxygen species on the photocleavage of
the plasmid DNA, a series of experiments were carried out under
anaerobic conditions (Figure 7). Removal of oxygen gas by
bubbling nitrogen gas through the solutions did not reduce the
cleavage rate, which indicates that reactive oxygen species, for
example singlet oxygen, are not involved in the photoinduced
DNA damage.
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Figure 7. Strand breaks of plasmid DNA (pBR322) on irradiation in the pres-
ence of dye 4 (�� 365 nm) at the indicated dye ±DNA ratios (R). The filled cir-
cles show the results of the experiments performed at a dye ±DNA ratio of 0.2
in anaerobic conditions.


Determination of the DNA photocleavage sites


To determine the sites of DNA breakage by the indoloquinoli-
zinium 4, pUC18 plasmid DNA was irradiated for 30 min and for
1 hour at molar dye ± DNA ratios of 0.4 and 0.8 to generate
partially cleaved DNA fragments (Figure 8). The photolysate was


Figure 8. Autoradiogram of 6% acrylamide/50% urea gel, which shows the
DNA fragments synthesized from the M13 labeled primer by Taq DNA polymer-
ase. The pUC18 template was irradiated in the presence of indoloquinolizinium
salt for the indicated times (0, 30, 60 min) and at the indicated dye/DNA ratios
(R� 0.4 and 0.8). The sequence of the same DNA fragment was run site by site
as a reference (GATC). The major termination sites are indicated by arrows.


subsequently used for a primer extension analysis with the Taq
polymerase and the M13 reverse primer. The method is based on
the ability of the DNA polymerase to synthesize a complemen-
tary DNA strand by extension from the 5�-end labeled primer.[30]


DNA synthesis by the Taq polymerase is arrested at the sites
where the template strand is cleaved. Estimation of the length of
the synthesized DNA fragments indicates the position of the
photocleavage sites. To estimate the length of the labeled DNA
fragments, they were separated by gel electrophoresis on a
denaturing acrylamide gel, carried out along with the DNA
sequencing reactions of the dideoxy nucleotide chain termina-
tion procedure.[31] The chain termination was performed on the
same template by using cycle sequencing by the Taq polymerase
primed with M13 reverse oligonucleotide. The results of the
experiments are shown in Figure 8. The intensity of the DNA
fragments, that is, the termination frequency, increases with
longer irradiation times. Only minor spots were detected in a
control reaction in the dark. An increase in the dye concentration
(dye ± DNA ratios� 0.4 and 0.8) also caused a moderate increase
of the DNA photocleavage. Inspection of the autoradiogram
indicated numerous termination sites with different intensities.
Evaluation of the DNA cleavage sites in the examined sequence
of 134 nucleotides (Figures 8 and 9), indicated a total of 67 break
points, most of which occurred at guanine residues (45 %).
However, there were 23 intense bands, which correspond to the
most frequent termination sites. These occurred prevalently at
cytosine residues (9 break points, 39 %) and at guanine residues
(7 break points, 30 %), whereas strand breaks at the adenine
(4 break points, 17 %) and thymine (3 break points, 14 %)
residues occur with a low frequency.


Figure 9. The sequence of the synthesized DNA strand of the pUC18 plasmid is
shown from position 275 to 407. All the termination sites are underlined. The
nucleotides at which the polymerase acts more frequently are indicated in bold
and double underlined.


Discussion


The significant decrease in the absorbance and the quenching of
the fluorescence intensity of indoloquinolizinium 4, along with
the bathochromic shifts of the absorption and emission maxima
on addition of DNA, clearly indicate an associative interaction of
4 with the nucleic acids. The binding affinity of 4 for DNA is
comparable to those of DNA-binding dyes with similar struc-
tures. In addition, the binding of the dye 4was further confirmed
by the appearance of induced circular dichroism in the presence
of st-DNA and synthetic polynucleotides (see the Supporting
Information). Moreover, the analysis of the fluorometric titrations
reveals that the dye 4 binds to DNA with a significant preference
for GC base pairs in the helix. Further studies showed that the
binding affinity is mostly determined by nonionic interactions.
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The quenching of the fluorescence intensity of 4 in the
presence of DNA is most likely to be caused by an electron
transfer reaction to the excited dye from the guanine bases in
the helix as has already been shown for other dyes.[10, 32±34] This
proposal was confirmed by the observation that the addition of
poly[dG-dC]2 to 4 resulted a significant emission quenching,
whereas an increase of fluorescence intensity was observed on
addition of poly[dA-dT]2 and poly[dI-dC]2 . These results may be
explained by the fact that guanine is the nucleic base with the
lowest one-electron oxidation potential.[35] Apparently the
oxidation potential of adenine and inosine is not low enough
to allow an exergonic electron transfer from these bases to the
excited dye 4.[36] Therefore the emission intensity increases
slightly on addition of poly[dA-dT]2 and poly[dI-dC]2 , presumably
because the binding to the DNA partially protects the dye from
the solvent and thus suppresses deactivating dye ± solvent
interactions.


Isosbestic points in the spectrophotometric titrations indicate
the presence of a single binding mode, in other words one type
of quinolizinium ± DNA complex is formed almost exclusively.
The flow LD spectroscopic investigations of the association of 4
with DNA confirm this homogenous binding mode. As has been
demonstrated for numerous other intercalating compounds, the
negative phase of the LD signal of the dye and the wavelength
independence of the LD absorption unambiguously demon-
strate that the indoloquinolizinium 4 almost exclusively inter-
calates into the DNA helix. Also, the significant increase of the LD
signal of the DNA bases is consistent with intercalation of 4,
which results in a more pronounced orientation of the DNA
along the hydrodynamic field of the rotating cuvette caused by
lengthening and stiffening of the helix upon intercalation.
Complementary to the LD experiments, the fluorescence energy
transfer experiments provide further evidence for an intercala-
tion binding mode since it was shown that each excited nucleic
base transfers its energy to the indoloquinolizinium salt 4, which
results in fluorescence of the dye. Such an energy transfer is
proposed to indicate a mode of binding that involves interca-
lation. The data for the quantum yield of the electron transfer,
��ET (Table 3), confirm the preference of 4 for binding at GC-rich


regions in the DNA. These data show that in poly[dG-dC]2


more nucleic bases contribute to the electron transfer than in
poly[dA-dT]2. These results also indicate that the energy transfer
from the DNA bases of poly[dG-dC]2 to the intercalated 4
involves the contribution of the nearest neighbor bases and of
the flanking bases. Although it is demonstrated that 4 also
intercalates between AT base pairs, it is only partially intercalated


in poly[dA-dT]2 so that only two bases are close enough to the
dye to contribute to the energy transfer. In agreement with these
results, the primer extension analysis revealed that the indolo-
quinolizinium 4 exhibits sequence selectivity in DNA photo-
cleavage with a preference for GC-rich tracts.


Interestingly, the modeling studies showed that binding of
indoloquinolizinium 4 to the minor groove of DNA is energeti-
cally more favorable than intercalation by about 18 kJ mol�1.
However, since these data only consider the energy of the
complexes without the hypersurface of the complete reaction
pathway, it may be that the groove binding has a larger
activation energy than the intercalation. This kinetic control of
complex formation may result from the fact that prior to groove
binding of the dye, condensed cations (for example, Na�, K�)
have to be released from the DNA backbone, which results in a
relatively high activation barrier. It should also be noted that as a
result of attractive electrostatic interactions between the
phosphate moieties in the minor groove and positively charged
ions, a complex of DNA with any cationic molecule in the minor
groove will be energetically relatively more stable. By contrast,
the observation of an energetically favorable intercalation by the
molecular modeling method is relatively unusual.[37, 38] Thus,
these calculations reveal that intercalation of indoloquinolizini-
um 4 is indeed an energetically favorable process, which is in
good agreement with the experimental results.


The DNA cleavage may not be exclusively initiated by the
intercalated molecules, rather the DNA damage is most likely to
be caused by the initial abstraction of a hydrogen atom from the
deoxyribose. It may therefore be assumed that a favorable
position for a dye to initiate this reaction is at the backbone
rather than inside the DNA. Thus, excited molecules that
approach the DNA backbone by collision or the few molecules
that bind to the minor groove may react more efficiently than
the intercalated ones. It was demonstrated that indoloquinoli-
zinium 4 may lead to photoinduced DNA damage, which
depends on the reaction time and on the dye concentration.
Since the efficiency of the DNA damage is not significantly
influenced by the presence of oxygen, a mechanism that
involves the generation of singlet oxygen may be excluded.
No alkaline work-up of the reaction mixture is required to detect
the strand breaks, thus the DNA damage is likely to be
introduced by hydrogen abstraction at the deoxyribose moiety
of the DNA, for example, according to the mechanism proposed
by Schulte-Frohlinde et al.[39] and further elucidated by Giese
et al.[40] An alternative pathway involves oxidative transforma-
tions of the DNA bases by an intercalated dye. However, in this
case alkaline work-up is usually necessary to detect DNA strand
breaks in the pBR322 assay.


In summary, a detailed analysis of the binding properties
of indoloquinolizinium 4 with DNA is presented that reveals
a strong and almost exclusive intercalation interaction. Thus,
the indolo[2,3-b]-quinolizinium may represent a novel promis-
ing platform for the design of DNA-binding molecules
with even higher binding affinities and selectivities. Indoloqui-
nolizinium 4 also exhibits DNA-photodamaging properties.
However, the selectivity of this process remains to be im-
proved.


Table 3. Quantum yields of energy transfer from st-DNA and synthetic
polynucleotides to the bound indoloquinolizinium salt 4.


�ET ��ET


st-DNA[a] 0.493 4.93
Poly[dG-dC]2


[a] 0.668 6.69
Poly[dA-dT]2


[a] 0.203 2.03


[a] In ETN buffer (0.01 M, pH 7.0) ; [DNA]/[4]� 10.
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Experimental Section


Materials : Indolo[2,3-b]-quinolizinium bromide (4) was synthesized
according to published procedure.[19] Salmon testes DNA sodium salt
and poly[dA-dT]2 were purchased from Sigma (Saint Louis, MI, USA).
Poly[dG-dC]2 and poly[dI-dC]2 were purchased from Pharmacia
and used without further purification. The actual concentrations
(in nucleotides) were determined by UV spectroscopy (st-DNA
and [poly(dAdT)]2 , �260�6600 M�1cm�1; [poly(dGdC)]2 , �254�
8400 M�1cm�1; [poly(dIdC)]2 , �251� 6900 M�1cm�1). All other reagents
were of analytical grade.


DNA binding studies : Nucleic acid concentrations, expressed with
respect to mononucleotides, were determined spectrophotometri-
cally by using the reported data for the molar absorption coefficient
at the wavelength indicated in the text. UV/Vis absorption spectra
were recorded on a Perkin-Elmer Lambda 15 spectrophotometer and
fluorescence spectra were recorded on a Perkin-Elmer LS-50B
luminescence spectrophotometer. All measurements were carried
out in ETN buffer (tris(hydroxymethyl)aminomethane (Tris ; 10 mM),
ethylenediaminetetraacetate (EDTA; 1 mM), NaCl to adjust the ionic
strength to the desired values) at pH 7.0 and 25 �C. The titration
experiments were performed according to published procedures[17]


and the data, plotted as a Scatchard plot,[21] were analyzed by the
method of McGhee and von Hippel.[20] to obtain the intrinsic binding
constant (Ki) and the binding site size (n).


Flow linear dichroism : LD spectra were recorded in a flow cell on a
Jasco J500A spectropolarimeter equipped with an IBM PC and a
Jasco J interface. The determination and interpretation of the data
was performed according to a previous publication.[17]


Fluorescence contact energy transfer : Contact energy transfer from
DNA bases to the associated dye was determined from the excitation
spectra of the DNA ± dye complex from 230 to 330 nm with an
interval of 1 nm. Fluorescence was monitored at �em� 452 nm. The
excitation spectra were corrected for the inner filter effect prior to
normalization.[41] The respective quantum yields Q were determined
according to Equation (3).


Q�qb/qf� IbEf/IfEb (3)


The parameters qb and qf represent the fluorescent quantum
efficiencies of bound and free dye, and Ib and If are the fluorescence
intensities of the dye in the presence and absence of DNA,
respectively. Eb and Ef are the corresponding molar extinction
coefficients of the dye. The term Q�/Q310 was plotted versus the
wavelength.


In order to quantify the excitation energy transfer between DNA and
4, the experimental data were used to produce a plot of FBAc/
(1 ± 10�Ac)AB versus AN/AB . The plot was analyzed according to
Equation (4).[29]


FBAc/(1 ± 10�Ac)AB� f�B�ET(AN/AB)� f�B (4)


The symbols in this equation are defined in the text.


Computational methodologies : Calculations were performed on a
Silicon Graphics Octane R12000 workstation. This study involved the
use of consensus dinucleotide intercalation geometries d(ApT) and
d(GpC) initially obtained by using the NAMOT2 (Nucleic Acid
Modeling Tool, Los Alamos National Laboratory, Los Alamos New
Mexico) software.[42]The d(ApT) and d(GpC) intercalation sites were
contained in the centre of a decanucleotide duplex and had the
sequences d(5�-ATATA-3�)2 and d(5�-GCGCG-3�)2 , respectively. Deca-


mers in B-form were built by using the ™DNA Builder∫ module of the
Molecular Operating Environment (MOE 2001.01) software.[43] Dec-
anucleotides were minimized with an Amber94 all-atom force
field,[44] implemented by the MOE modeling package, until the root
mean square (rms) value of the truncated Newton method (TN) was
less than 0.001 kcal mol�1 ä�1. The dielectric constant was assumed to
be distance independent with a magnitude of 4. The ground state
geometry of the indoloquinolizinium derivative was fully optimized
without geometry constraints by using RHF/3 ± 21G(*) ab initio
calculations. Vibrational frequency analysis was used to characterize
the minima stationary points (zero imaginary frequencies). The
software package Gaussian98 was utilized for all quantum mechan-
ical calculations.[45] The indoloquinolizinium 4 was docked into both
intercalation sites by using flexible MOE-Dock methodology. The
purpose of the MOE-Dock method is to search for favorable binding
configurations for a small, flexible ligand with a rigid macromolecular
target. The search is conducted within a user-specified 3D docking
box with a simulated annealing protocol and an MMFF94 force field.
The MOE-Dock program performs a user-specified number of
independent docking runs (55 in our case) and writes the resulting
conformations and their energies to a molecular database file. The
resulting DNA ± dye intercalated complexes were subjected to
Amber94 all-atom energy minimization until the rms of the
conjugate gradient was less than 0.1 kcal mol�1 ä�1. Charges for the
ligands were imported from the Gaussian output files. To model the
effects of solvent more directly, a set of electrostatic interaction
corrections were used. The MOE program suite implemented a
modified version of the generalized Born/surface area contact
function described by Still and co-authors.[46] These terms model
the electrostatic contribution to the free energy of solvation in a
continuum solvent model. The interaction energy values were
calculated as the energy of the complex minus the energy of the
ligand, minus the energy of the DNA, as shown in Equation (5).


�Einter � E(complex) � (E(L)� E(rDNA)) (5)


DNA photocleavage experiments : Irradiation was performed with a
HPW 125 Philips lamp (365 nm, 0.230 J cm�2 min�1) in a quartz
cuvette (0.1 cm path length) fitted with a plastic stopper through
which a venting needle was inserted for nitrogen purging. The
irradiated samples contained pBR322 DNA (20 mg L�1) dissolved in
ETN buffer (10 mm; pH 7.0) and the examined compounds. After
different irradiation intervals, the solution (5 �L) was removed and
diluted with the loading buffer (0.25 % bromophenol blue, 0.25 %
xylene cyanol, and 30 % w/v glycerol in water) then the samples were
loaded on 1 % agarose gel. The electrophoretic run was carried out in
TAE buffer (Tris-acetate (0.04 M), EDTA (1 mM)) at 50 V for 4 hrs by
using the GNA-100 electrophoretic apparatus (Pharmacia, Uppsala,
Sweden). After staining in ethidium bromide solution (1 �g mL�1 in
TAE buffer) for 20 min, the gel was washed with water and the DNA
bands were detected under UV radiation with a UV transilluminator.
Photographs were taken with a digital photocamera Kodak DC256
and the quantification of the spots was achieved by the image
analyzer software Quantity One (BIO RAD, Milano Italy). The fraction
of supercoiled DNA was calculated as described by Ciulla et al.[47]


Primer extension and DNA sequencing : Plasmid pUC18 was
purified from transformed Escherishia coli strain HB101 by the
GeneElute plasmid miniprep kit (Sigma Saint Louis, MI USA) and
stored at 4 �C in TE buffer (Tris-HCl (10 mM), EDTA (1 mM); pH 8).
Plasmid DNA (50 �g mL�1) was treated with indolo[2,3-b]quinolizi-
nium bromide (4) at molar DNA ratios of 0.4 and 0.8 in 50 �L of ETN
(0.01 M). The plasmid DNA was then irradiated with a UVA lamp
(365 nm; energy emission 0.2848 J cm�2 min�1). Aliquots were taken
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after 0, 30, 60, and 90 min and kept on ice. Primer extension analysis
was performed on the irradiated DNA (2.5 �L) in a 10 �L reaction
volume that contained deoxynucleotides triphosphates (200 �M


each, Amersham Pharmacia Biotech, Little Chaffold, UK), Taq
polymerase (2 U, Roche Diagnostic, Mannheim, Germany), and the
supplied buffer with magnesium chloride and the lacZ reverse
primer M13, which was previously end-labeled with [�-33P] adenosine
triphosphate following the instructions of the fmol-DNA sequencing
kit (Promega Corp. Madison WI, USA). This method was also used to
sequence the pUC18 plasmid, which was used as a reference to
determine the position at which DNA photocleavage occurred. For
primer extention and cycle sequencing, thirty PCR cycles were
programmed with the sequence, denaturation at 94 �C for 30 s,
annealing at 56 �C for 30 s, and extension for 1 min at 72 �C. Aliquots
(1 �L) were loaded onto a denaturing 6 % acrylamide, 50 % urea gel
and separated by gel electrophoresis. Samples were subsequently
dried and exposed to Kodak X-OMAT UV films.


This work was generously financed by the Deutsche Akademische
Austauschdienst and CRUI (VIGONI programme). H.I. thanks the
Deutsche Forschungsgemeinschaft and the Fonds der Chemischen
Industrie for financial support and Prof. W. Adam for constant
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A Surface Plasmon Resonance Analysis
of the Interaction between the Antibiotic
Moenomycin A and Penicillin-Binding Protein 1b
Katherina Stembera,[a] Stefan Vogel,[a] Andrij Buchynskyy,[a] Juan A. Ayala,[b] and
Peter Welzel*[a]


The antibiotic moenomycin A inhibits the biosynthesis of peptido-
glycan, the main structural polymer of the bacterial cell wall. The
inhibition is based on a reversible binding of the antibiotic to one of
the substrate binding sites in enzymes such as penicillin-binding
protein (PBP) 1b. A novel assay based on surface plasmon
resonance (SPR) has been established that can be used to
investigate selective binding of the moenomycin sugar moiety
and other transglycosylase inhibitors to this enzyme. Suitable
ligands were prepared from moenomycin A and coupled to SPR
sensor surfaces. Moenomycin analogues with structural variations


were used to perform competitive SPR experiments with PBP 1b.
The SPR results confirm for the first time that the trisaccharide
fragment of moenomycin A (C-E-F-G-H-I) is the minimal structure
that possesses all moieties sufficient for biological activity and for
affinity towards PBP 1b. The method seems to be appropriate for
use in screens for transglycosylase inhibitors that bind to the
moenomycin-binding site of the enzyme.


KEYWORDS:


antibiotics ¥ glycolipids ¥ surface plasmon resonance ¥
transglycosylase


Introduction


The shape of bacteria relies on a netlike multilayer polymer that
surrounds the cell. The polymer, peptidoglycan, consists of
repeating �-1,4-linked N-acetylglucosaminyl-N-acetylmuramyl
units crosslinked by short peptide side chains.[1] Disruption of
peptidoglycan biosynthesis leads to cell lysis caused by osmotic
pressure. In view of the problem of antibiotic resistance,[2] this
biosynthetic pathway is intensively studied with the aim of
developing anti-infectives with novel modes of action as well as
gaining a deeper mechanistic understanding of already existing
drugs.[3]


Peptidoglycan biosynthesis is completed by two consecutive
polymerization reactions that occurr at the outer face of the
cytoplasmic membrane. The first reaction is a glycosyltransfer
reaction (transglycosylation)[4] that is believed to proceed in such
a way that the growing peptidoglycan chain, linked to a C55 lipid
by a pyrophosphate bridge, acts as the glycosyl donor, whilst a
disaccharide intermediate, the so-called lipid II, is the glycosyl
acceptor. This mode of glycan chain elongation has been
demonstrated for a poorly lytic mutant of Bacillus licheniformis.[4]


Subsequently, a transpeptidation reaction takes place, which
crosslinks the peptide units of different strands and releases a D-
Ala residue.
The two polymerization reactions in Escherichia coli have been


demonstrated to be catalyzed by the high molecular weight
penicillin-binding proteins (PBPs).[5] Of these, PBP 1b has been
studied in great detail. This protein is a bifunctional enzyme with
two separate active sites, one for transglycosylation and the
other one transpeptidation. Each of these domains can be
specifically inhibited by antibiotics. While �-lactam antibiotics


exert their action by covalent binding to an essential serine
residue in the transpeptidase domain, the transglycosylation
step of cell wall assembly can be blocked by certain glycopep-
tides,[6] ramoplanin,[7] the lantibiotics,[8] and the moenomycin-
type antibiotics.[9] Of these molecules, the moenomycins are the
only compounds known to inhibit the transglycosylase function
of the enzyme.[4]


The moenomycins (for example, moenomycin A (1a ;
Scheme 1) exert high antibiotic activity solely against Gram-
positive bacteria.[10] In order to better understand this selectivity,
the minimum inhibitory concentrations (MICs) of moenomycin A
against a number of test organisms have been studied in the
presence of polymyxin B nonapeptide (PMBNP), a compound
well-known for its ability to increase the permeability of the
outer membrane of Gram-negative bacteria.[11] It was found that
PMBNP increases the sensitivity of E. coli (which is Gram-
negative) to moenomycin A dramatically in a dose-dependent
manner. As expected, no effect was found for Staphylococcus
aureus (Gram-positive). These results were taken as evidence
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that the low antibiotic activity of the moenomycin-type anti-
biotics against Gram-negative bacteria results from the low
permeability of the outer membrane to these compounds.[9] In
keeping with this result, E. coli BAS849, which is characterized by
outer membrane defects, is as sensitive towards moenomycin A
as Staph. aureus.[12] In addition, in a number of different assays
with membrane fractions of E. coli[6, 9, 13±15] as well as ether-[6, 16, 17]


or toluene-permeabilized[18] E. coli cells, the inhibition of pepti-
doglycan biosynthesis and, more specifically, the inhibition of
the transglycosylation step[16] in Gram-negative bacteria by the


moenomycins, has been demon-
strated. Finally, in assays with
purified E. coli enzymes and lipid II
as the substrate, the moenomy-
cins have been found to inhibit
the formation of non-cross-linked
peptidoglycan.[19±21]


In vitro and in vivo activities (in
E. coli and Staph. aureus systems,
respectively) give similar results
for the moenomycins and many
moenomycin analogues but there
are a number of notable excep-
tions (Table 1). Thus, disaccharide
analogue 2 is active in E. coli based
assays, whereas it is inactive
against Staph. aureus. A similar
behavior has been observed for
4a/4b[22] and the semisynthetic
lipid-modified analogue 5
(Scheme 2).[18] The reasons for
these discrepancies are at present
elusive. It has been speculated
that access to the enzyme is differ-
ent in the in vivo and the in vitro
test systems.[9]


Herein, we have now develop a
novel enzyme-based assay for
transglycosylase inhibitors of the
moenomycin type, the results of


which correlate well with the Staph. aureusMIC values. The assay
is based on competition experiments that use surface plasmon
resonance (SPR).


Results and Discussion


SPR competition experiments


Isolation and purification of PBP 1b[23, 24] was performed as
described previously by using ampicillin affinity chromatogra-


Table 1. Comparison of in vivo and in vitro activities for different moenomycin derivatives.


Compound MIC [M] (Staph. aureus test system)[a] Inhibition concentrations [M] (E. coli test system) B50 [M]


1a 6.9� 10�9 6.3�10�7[39] (100%[b] ) 1.3� 10�4


IC50 : 1.5�10�8[12]


1b 2.7� 10�6 n.d. 5� 10�4


1c 1.1� 10�8 6.7�10�7[33] (89%[b]) 1.3� 10�4


2 � 1.6� 10�5 1.0�10�6[9,c] (100%[b] ) 1.9� 10�3


3 1.1� 10�6 8.6�10�7[35] (100%[b] ) 2.6� 10�4


4a/4b 2.06� 10�6 6.7�10�7[22] (100%[b] ) n.d.
4c 1.4� 10�6 n.d. n.d.
4d � 6.4� 10�5 6.4�10�7[33] (61%[b]) n.d.
5 � 2.2� 10�5 5� 10�9[18] n.d.
7 � 2.6� 10�5 n.d. 3.3� 10�3


8 � 3.6� 10�5 n.d. 9.4� 10�3


9 � 4.8� 10�5 n.d. 9.4� 10�3


10 9.5� 10�5 n.d. �1


[a] Various strains. [b] Inhibition of the transglycosylase. [c] Determined for the disaccharide analogue with the saturated lipid moiety. n.d.�not determined.


Scheme 1. Meonomycin A (1a) and two analogues that differ only in the oligosaccharide structure.
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phy.[19, 25] The affinity eluate was dialyzed against the buffer used
in the experiments described below. In the purification process
proteins were analyzed by SDS-PAGE and visualized by silver
staining and Western blotting with anti-PBP 1b antibodies. For
the competition SPR experiments,[26] moenomycin derivative 6
(Scheme 3)[27] was immobilized
on a sensor chip surface, which
carried N-hydroxysuccinimide-
activated carboxylic acid groups.
We have shown previously that
reaction with PBP 1b occurs ex-
clusively at the amino group of
6.[28] PBP 1b was injected as solu-
ble analyte at different concen-
trations and the SPR response
that resulted from the interac-
tion between PBP 1b and the
immobilized 6 was found to be
concentration dependent (Fig-
ure 1). The PBP 1b that was


bound to the immobilized 6 was then com-
petitively eluted with moenomycin A. Compe-
tition experiments in solution were also per-
formed. Thus, equimolar solutions of PBP 1b
were incubated with moenomycin A at various
concentrations to allow complex formation
before injection. As expected, the relative
binding response decreased with increasing
moenomycin concentrations, that is, binding
was proportional to the concentration of
protein with free binding sites (Figure 2).
It was evident from the experiment dis-


played in Figure 2A that SPR experiments
could be used to compare the affinities of
moenomycin and its structural analogues.
Moenomycin A and analogue 7[29] (Scheme 4)
were each preincubated with PBP 1b at exactly
equal concentrations and were then injected
onto the same sensor chip. The much higher
response of the 7/PBP 1b sample agrees nicely
with the low antibiotic activity of this com-
pound. For an extended series of binding
experiments we chose, however, to perform
competitive elution of PBP 1b bound to im-
mobilized 6 as described above. To minimize
the known problem of rebinding, we used a
low surface loading and a high eluent solution
flow.
Moenomycin analogues with systematic


structural variations were injected at different
concentrations for competitive elution of
PBP 1b. The extent of elution was extracted
from the difference betweeen the binding
response (in relative units ; RU) at the onset
and that at the end of the dissociation phase
(the elution volumes were constant for all
compounds), for example as shown in Fig-


ure 2B. The concentration (B50) of each moenomycin analogue
that resulted in 50% elution was calculated by nonlinear
regression. The B50 values provided valuable information in the
form of a relative affinity ranking set, even if absolute interaction
constants were not estimated.[30]


Scheme 2. Meonomycin A analogues that inhibit biosynthesis of peptidoglycan in E. coli but not in
Staph. aureus.


Scheme 3. The moenomycin derivative that was immobilized on a sensor chip surface for SPR experiments.
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Figure 1. Sensorgrams for different concentrations of PBP 1b. The protein, at
concentrations of (1) 1.6 �M, (2) 0.8 �M, (3) 0.4 �M, (4) 200 nM, (5) 160 nM, and
(6) 80 nM, was injected over a sensor surface, which held immobilized 6 (flow rate:
25 �Lmin�, contact time: 120 s, 25 �C). The sensorgrams were corrected by
subtraction of the signal from a reference cell.


Figure 2. A) Competition experiment in solution. Solutions of PBP 1b (160 nM)
were incubated (5 min) with an equimolar amount of moenomycin A (1a) or
pentasaccharide 7 at different concentrations to allow complex formation prior
to injection (flow rate: 25 �L/min, contact time: 120 s, 25 �C). Primary association
data for PBP 1b (1) alone and in the presence of (3) 100 �M or (4) 900 �M


moenomycin (1a) or (2) with 900 �M pentasaccharide 7 are shown. B) Com-
petitive elution (flow rate: 25 �Lmin�, contact time: 300 s, 25 �C): Immediate
injection of moenomycin (1a) at concentrations of (1) 0.1 mM, (2) 0.5 mM, and (3)
1 mM following PBP 1b (80 nM) injection.


In the first series moenomycin A (1a), disaccharide 2, and
trisaccharide 3[29] , which differ only in the oligosaccharide
structure, were injected and analyzed. The trisaccharide 3 gave
a relative extent of dissociation of PBP 1b from the surface of
88% at 1 mM 3, 66% at 0.5 mM, and 26% at 0.1 mM, and showed a
slightly reduced affinity for the protein (B50� 2.6�10�4M)
compared to moenomycin 1a (1 mM: 100%, 0.5 mM: 82%,
100 �M: 42% dissociation; B50� 1.3�10�4M) under the exper-
imental conditions used. However, the disaccharide 2 displayed
a highly reduced affinity (27% dissociation at 1 mM; B50� 1.9�
10�3M). These results reveal that the affinities of 1a, 2, and 3 for
PBP 1b correlate nicely with the MIC values: trisaccharide 3,
which is still active as an antibiotic (see Table 1), displays a high
affinity for PBP 1b, whereas the antibiotically inactive 2 binds to
the enzyme to a much lesser extent. In order to probe the
influence of the lipid part of the molecules, an elution experi-
ment was performed with compound 10,[31] which contains only
units G,H, and I of moenomycin A (see Scheme 1 for structures of
these units). 10 was unable to dissociate PBP 1b from its
complex with immobilized 6.
Decarbamoyl moenomycin (1b)[32] and derivative 1c[33] pro-


vided a nice confirmation of the reliability of the method. We
have shown previously that removal of the carbamoyl group
from moenomycin to give 1b is accompanied by the loss of
antibiotic activity.[32] In keeping with this, 1b showed a markedly
reduced affinity for PBP 1b (B50� 5�10�4M) in the SPR elution
experiments when compared to moenomycin A (1a). On the
other hand removal of the chromophore part from 1a to give 1c
is neither of consequence for the antibiotic activity nor for
binding to the enzyme preparation (see Table 1).
Until now, selective recognition of the carbohydrate part of


moenomycin by the enzyme has been postulated on the basis of
structure ± activity relationships. This binding was, however,
virtually inaccessible by direct experimental means. The new
assay seemed to offer the opportunity to demonstrate the
binding unequivocally for the first time. Thus, the delipido
derivatives 7, 8, and 9 were tested under the above experimental
conditions in a second series of SPR elutions. The antibiotically
inactive pentasaccharide 7 still displayed a definite, although
much reduced, affinity for PBP 1b (B50� 3.3�10�3M) and even
the tri- and disaccharides 8 and 9 showed very weak competition
with 6 for PBP 1b binding (B50� 9.4�10�3M).


Conclusions


A new assay has been developed the results of which are in
agreement with the MIC values (measured in Staph. aureus) of
moenomycin and its structural analogues. The SPR results
confirm for the first time that the trisaccharide fragment C-E-F-
G-I-H (3) can be considered as the minimal structure that
possesses all moieties sufficient for biological activity and for
affinity towards the biological target PBP 1b. In contrast to the in
vivo results, the lipid moiety is less important for in vitro binding
of PBP 1b to moenomycin analogues. However, units G,H, and I
alone are incapable of binding to PBP 1b, which demonstrates
again the importance of the sugar moiety.
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The information acquired from this assay may help to find
novel transglycosylase inhibitors. Other applications are sup-
ported by the new assay, such as affinity purification of PBP 1b[28]


and affinity labeling of the moenomycin binding site at the
enzyme.[34]


Experimental Section


Moenomycin A was a gift from BC Biochemie GmbH (Frankfurt) and
was purified prior to use as described previously.[35]


2-O-{2-Acetamido-4-O-[2-acetamido-2,6-dideoxy-�-D-glucopyra-
nosyl]-3-O-carbamoyl-1-O-[(R)-2-carboxy-2-((2Z,6E,13E)-3,8,8,
14,18-pentamethyl-11-methylennonadeca-2,6,13,17-tetraen-1-
yloxy)-ethoxy]-hydroxyphosphoryl}-4-C-methyl-�-D-glycopyran-


uronamide (2): A 40 �C solution (300 �L) of sodium periodate (NaIO4;
1.05 g, 5 mmol) and sodium acetate trihydrate (1.38 g, 10 mmol) in
50% aqueous acetic acid (12 mL), which had been heated to 80 �C
until a clear solution resulted, was added to a solution of 3 (30 mg,
26 �mol) in water (50 �L). The mixture was stirred at 40 �C for 5 h.
Excess NaIO4 was destroyed by addition of ethanediol (15 �L) and
stirring at 20 �C for 1 h. At 0 �C a solution of ammonia (25%, 1 mL)
was added and the mixture was stirred at 0 �C for 12 h. After
neutralization with acetic acid, the reaction mixture was directly
filtered through an LH-20 column (elution with water/methanol
(1:4)). The solvent was evaporated and lyophilization was carried out
before the product was purified by ultrafiltration (water (8 mL),
Amicon YM1, 1000 Da molecular weight cut-off). After lyophilization,
pure 2 (16 mg, 64%) was obtained. 1H NMR (partly broad signals by
micelle formation,[27] H,H COSY, 400 MHz, CD3OD): �� 0.95 (br s, CH3-
23, CH3-24I), 1.23 (s with long range coupling, CH3-4F), 1.15 ± 1.40 (m,


CH2-9I), 1.59 (s), 1.60 (s), 1.66 (s), 1.73 (s, CH3-19I, CH3-20I,
CH3-21I, CH3-25I), 1.86 ±1.91 (m, CH2-10I), 2.01 (s, NHCO-
CH3


E), 1.95 ± 2.20 (m, CH2-16I, CH2 ± 15I, CH2-5I, CH2-4I),
2.68 (d, CH2-12I), 5.08 ± 5.15 (H-3F, H-13I, H-17I), 5.25 ±5.45
(H-2I, H-6I, H-7I), 5.94 (m, H-1F) ppm, J12I,13I� 7.3 Hz;
13C NMR (50 MHz, CD3OD, the sugar moiety carbons
gave broad signals): �� 16.25 (CH3-4F, C-21I), 17.87 (C-20I),
23.46 (NHCOCH3


E), 23.97 (C-25I), 27.83 (C-19I, C-16I, C-23I,
C-24I), 32.09 ± 33.29 (C-5I, C-10I, C-4I), 35.93 (C-8I), 36.36
(C-12I), 40.69 (C-15I), 42.71 (C-9I), 57.13 (C-2E), 62.20 (C-6E),
67.08, 68.41 (C-1I, C-1H), 71.49 ± 79.15 (C-5F, C-3E, C-2F, C-4F,
C-5E, C-3F, C-4E), 95.87 (C-1F), 103.88 (C-1E), 109.36 (C-22I),
122.84 (C-2I), 123.40 (C-13I), 125.19 (C-17I), 126.83 (C-6I),
141.42 (C-3I, C-7I), 159.33 (OCONH2


F), 174.29 ± 174.49
(NHCOCH3


E, CONH2
F) ppm; 31P NMR (150 MHz, D2O):


���1.66 ppm; calcd for C44H72N3O18P: 962.04, 961.48;
FAB MS: m/z found: 1000.2 [M�K]� , 984.3 [M�Na]� .


Expression and preparation of PBP 1b : The protein was
purified from the membrane fraction of E. coli strain
JM 109 (K-12 recA1 �(lac-proAB) endA1 gyrA96 thi1
hsdR17 supE44 relA1 F� [tra-D36, proAB�, lacIq, lacZ�M15])
carrying the plasmid pJP13. This strain expresses the
structural gene of PBP 1b of E. coli. Cells were grown in
modified Lennox broth (Bacto-Trypton (10 gL�1), yeast
extract (5 gL�1), NaCl (5 gL�1), ampicillin (100 �gmL�1))
to an optical density (OD550) of 0.25, and the temperature
was increased from 30 �C to 42 �C to induce transcription


and overexpression of PBP 1b.
After 4 h, cells were harvested by
centrifugation (5000�g), washed,
and the cell pellet was frozen at
�20 �C overnight. The cells were
resuspended in 0.05M tris(hydroxy-
methyl)aminomethane (Tris)-HCl
buffer (pH 7.6) containing 0.1 mM


MgCl2 and 1 mM 2-mercaptoetha-
nol (buffer A) or 0.05M sodium
phosphate buffer (pH 6.8) and
sonicated (18 �m, 3� 30 s). The
lysed cell suspension was centri-
fuged at 100000�g for 90 min to
obtain the membrane fraction.
The supernatant was discarded.
The pellet was resuspended in the
same buffer and mixed with an
equal volume of buffer containing
2% (w/v) Triton-X 100 and phenyl-


Figure 3. A) Determination of B50 values : elution response difference versus concentration for seven moenomycin
derivatives. The elution response was normalized to the dissociation phase of PBP 1b in the absence of any test
compound. The data were obtained by nonlinear regression analysis. B) B50 values were used to calculate the affinity of
PBP 1b for different moenomycin derivatives and plotted on a logarithmic scale to display proportional changes.


Scheme 4. Moenomycin analogues used in SPR competition experiments.
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methanesulfonyl fluoride (final concentration 2 mM) at 4 �C overnight
or at 30 �C for 30 min to extract PBP 1b. Insoluble residues were
removed by centrifugation. The extract was stored at �70 �C at a
final protein concentration of 25 ± 30 mgmL�1, as quantified by the
bicinchoninic acid (BCA) method.[36]


Purification of PBP 1b : Following membrane extraction, PBP 1b was
purified by ampicillin affinity chromatography, as described previ-
ously.[19, 25] In order to remove hydroxylamine, the eluate was
dialyzed against binding buffer (10 mM Tris-maleate (pH 6.6),
150 mM NaCl, 1% Triton-X 100) after the chromatography step. The
suspension was stored at �70 �C and used as protein for SPR
measurements.


Separation, detection of PBP 1b, and protein determination :
Samples prepared as described above were denatured at 95 �C for
5 min in SDS/mercaptoethanol buffer and submitted to analysis by
electrophoresis on an 8.5% SDS homogeneous polyacrylamide gel as
described by Laemmli.[37] Proteins were detected by silver staining or
Western blotting after separation of the mixture. For Western
blotting, gels were transferred to nitrocellulose membranes
(0.45 �m) in a semidry apparatus for 15 ± 45 min.[38] Transfer of
proteins onto the membrane was confirmed by staining with
Ponceau S. Membranes were incubated with a rabbit anti-PBP 1b
antibody as primary antibody and with a pork anti-rabbit alkaline
phosphatase conjugated secondary antibody. PBP 1b was visualized
with nitro-blue-tetrazoliumchloride (NBT)/5-bromo-4-chloro-3-indol-
yl-phosphate (BCIP). Protein concentrations were determined by the
BCA method,[36] with bovine serum albumin as a standard.


Surface plasmon resonance measurements : All SPR measurements
were performed with a Biacore 3000 apparatus (BIACORE) with
research grade sensor chips (Biacore 3000 Control Software 3.1.1,
BIACORE).


a) Coupling of 6 to a sensor chip (CM5, BIACORE): An N-hydroxy-
succinimide ester was formed on the sensor chip surface by treating
the carboxy groups with a mixture of N-hydroxysuccinimide (NHS)
and N-ethyl-N�-(3-dimethylaminopropyl)-carbodiimide hydrochlor-
ide (EDC) according to a procedure recommended by BIACORE. This
active ester was used for the immobilization of 6. The matrix of the
analytic flow cell and also the reference cell were activated over
7 min with 0.05M NHS and 0.2M EDC at a flow rate of 5 �Lmin�1. 6
(0.1 ± 0.5 mgmL�1) was dissolved in buffer (0.01M 2-[4-(hydroxyeth-
yl)-1-piperazinyl]ethanesulfonic acid (pH 7.4), 0.15M NaCl, 3 mM


ethylenediaminetetraacetate, 0.005 (v/v) surfactant P20) and injected
into the analytic flow cell over 14 min at a flow rate of 5 �Lmin�1. Up
to 300 RU loading of the carboxy groups was achieved. Residual
active ester groups in both cells that had not reacted were
subsequently deactivated over 7 min with 1M ethanolamine at
pH 8.5.


b) SPR competition experiments: Following the immobilization of 6,
the whole system was rinsed thoroughly with previously filtered
running buffer at high flow rates. A purified and characterized
solution of PBP 1b was carefully defrosted in ice and centrifuged to
remove undissolved particles. The protein was injected in binding
buffer (10 mM Tris-maleate, pH 6.6, 150 mM NaCl, 1% Triton-X 100) at
constant concentrations (50 nM±500 nM) and bound to the immo-
bilized 6 (the binding buffer and running buffer were identical).
Moenomycin analogues were dissolved in binding buffer and
injected at different concentrations to elute the bound protein.
The interaction was investigated under constant conditions (125 �L
substance solution, 25 �Lmin�1 flow rate). The difference in response
indicated the percentage extent of elution of the analogue in
comparison to the reference compound moenomycin. The regener-
ation of the sensor surface was performed by using 50±1000 �M


moenomycin (1a) in running buffer in order to remove any protein
that was still bound to the surface.


c) Data analysis : Binding response (RU) was recorded continuously
and presented as a sensorgram. The extent of elution was extracted
from the difference between the RU values at the onset and at the
end of the dissociation phase and these differences were used as
report points to monitor the elution level. A plot of elution response
difference versus substance concentration was used to estimate the
concentration corresponding to 50% elution. This B50 value was used
as a measure of affinty under the experimental conditions. B50 values
were determined by nonlinear regression analysis with the GraphPad
Prism version 3.02 program.
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Factors Governing the Activity of Lyophilised
and Immobilised Lipase Preparations in Organic
Solvents
Mattias Persson, Ernst Wehtje, and Patrick Adlercreutz*[a]


Active site titration and activity measurements were performed in
hexane on lyophilised lipase preparations containing different
amounts of phosphate buffer and lipase immobilised on porous
polypropylene. Lyophilisation of Thermomyces lanuginosus lipase
with large quantities of phosphate salts (200 mM) increased the
specific activity fourfold, and the number of rapidly titratable active
sites increased to 50% from the 13% observed when smaller
amounts of phosphate buffer were used (20 mM) during lyophilisa-
tion. The phosphate buffer worked as an immobilisation matrix for
the lipase, and the increase in specific activity was at least partly
due to decreased mass transfer limitations. When lipase was
immobilised on porous polypropylene, the specific activity was
770 times higher than that of the best freeze-dried preparation. At


optimal enzyme loading, 93% of the enzyme molecules were
titrated at a high rate; this indicates that this adsorption on a
hydrophobic surface was a very efficient means of reducing mass
transfer limitations and of immobilising the enzyme in its active
conformation for use in organic solvents. The variation in specific
activity with water activity was found to correlate very well with the
variation in titratable active sites when lipases from Burkholderia
cepacia and Thermomyces lanuginosus were immobilised on
porous polypropylene. The catalytic activity per competent active
site was thus constant over the whole range of water activities.


KEYWORDS:


enzyme catalysis ¥ immobilisation ¥ lipases ¥ solvent effects ¥
water activities


Introduction


The use of enzymes in organic solvents is now well established,
and some companies use biocatalysis in organic solvents as an
alternative to classical chemical synthesis. BASF (Germany), for
example, has developed large-scale processes for lipase-cata-
lysed resolution of racemic amines and alcohols.[1] The wide-
spread use of enzymes as catalysts in organic solvents has been
limited, however, by the low activities obtained for enzymes in
organic solvents relative to those in aqueous solutions.[2]


To overcome this limitation, several strategies have been
employed. It is believed that an important reason for the low
activity is reversible denaturation of the enzyme during the
lyophilisation of the enzyme prior to its addition to the organic
solvent. Addition of different types of additives–crown
ethers,[3, 4] sorbitol,[5, 6] PEG (poly(ethylene glycol))[7] and methyl-
�-cyclodextrin[8]–is one approach to the suppression of the
inactivation process. Other types of additives that have been
employed are different types of salts, such as KCl.[9, 10] The
positive effect exhibited by these salts could be due to several
mechanisms. They may protect the enzyme from direct inacti-
vation by the solvent or also work as lyoprotectants. It is also
possible that the different additives employed in the lyophilisa-
tion might serve as immobilisation matrixes for the enzyme and
that the increased activity could be partly due to reduced
diffusion limitations in the biocatalyst.[11, 12]


Covalent attachment of poly(ethylene glycol) derivatives,[13]


lipid/detergent coating of the enzyme,[14, 15] formation of a
noncovalent enzyme polymer complex during lyophilisation[16]


and the use of reversed micelles[17, 18] are all strategies that have


been employed to solubilise enzymes in organic solvents and
thereby increase the catalytic activity.
Immobilisation has proved to be an efficient method to


improve catalytic activity in organic solvent.[19±21] Immobilised
biocatalysts facilitate mass transfer by spreading the enzyme
over a larger surface area and by preventing the enzyme
particles from aggregating.
Different methods of using lipases in organic solvents, such as


immobilisation by adsorption onto Accurel EP-100, entrapment
into a sol-gel, detergent coating and freeze-drying in the
presence of KCl or crown ether, have recently been compared.[12]


Immobilisation by adsorption onto Accurel EP-100 was found to
be the method of choice, since high specific activity could be
combined with high protein loading and high protein recovery.
Active site titration is a valuable method for elucidation of


changes in enzyme activity upon changing the enzyme formu-
lation or reaction conditions. Information can be obtained as to
whether any increase or decrease in activity is due to a change in
the total amount of active enzyme molecules or due to
differences in the catalytic activity per active enzyme molecule.
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Lund University
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Active site titration was therefore performed in order to gain
further insight into the mechanism behind the activity obtained
for the Accurel EP-100 preparation and different freeze-dried
preparations. A previously described method for active site
titration[22] of lipases in aqueous solution and in organic solvents
was adopted for those lipase preparations. The enzyme was
irreversibly inhibited by methyl p-nitrophenyl n-hexylphospho-
nate, which reacts specifically with the active site serine
residue.[23] The p-nitrophenol released upon binding can be
measured spectrophotometrically and a quantification of the
amount of active enzyme molecules in the preparation can be
obtained. Active site titration of lipases from Burkholderia
cepacia and Thermomyces lanuginosus was performed at differ-
ent water activities in an attempt to elucidate the mechanisms
behind the water-activity profiles observed for these two lipases.


Results and Discussion


Active site titration


Active site titration was carried out on different lipase prepara-
tions. Lipase molecules adsorbed onto the porous polypropene
material EP-100 were effectively titrated within 24 hours (Fig-
ure 1). On the other hand, when lyophilised preparations were


Figure 1. Progress curves for the amount of titrated enzyme (% of protein
content) of Thermomyces lanuginosus lipase immobilised onto Accurel EP-100
(�) or freeze-dried in the presence of 200 mM phosphate buffer (�). The protein
loading was 55 mgg�1 on Accurel EP-100 and 100 mgg�1 for the freeze-dried
preparation. The active site titrations were performed in hexane/diethyl ether
(97:3). The concentration of the inhibitor MNPHP was 0.36 mM. The p-nitrophenol
released was extracted with 50 mM tris(hydroxymethyl)aminomethane (Tris)-HCl
(pH 8.0) when the lipase was immobilised onto Accurel EP-100 and with 200 mM


phosphate buffer (pH 7.0) when the freeze-dried preparation was titrated. The
errors in the active site titrations were �5%.


titrated, not even 96 hours was enough to come to a distinct end
point. In those preparations, a proportion of the active sites was
titrated at a rate similar to that obtained with lipase adsorbed
onto EP-100, while another proportion of the enzyme molecules
titrated at a much lower rate. The rapidly reacting lipase
molecules are clearly those that are active and easily accessible


for the reagent used in titration. The slowly reacting ones might
be buried and therefore subject to mass transfer limitations, or
they might be present in a less-active conformation. It is well
known that most types of lipase molecules can exist in open
(active) and closed (inactive) forms depending on the position of
the ™lid∫ region.[24] It might thus be speculated that the enzyme
molecules reacting rapidly in the titration would be those
present in the open conformation, whilst the slowly reacting
ones would thus be those present in the closed conformation.
The rate of titration of those molecules might thus represent
lower activity of the closed form of the lipase or a slow
conversion into the active open form. If this interpretation is
true, lipase adsorbed on polypropylene is present almost
exclusively in the open form, and this is therefore a good
method by which to activate the enzyme. It is well known that
many lipases, including those used in this investigation,[25, 26] are
activated at interfaces between aqueous and organic phases,
and it has also been reported that they can be activated by
hydrophobic solid surfaces. It has been speculated that lipase
molecules in organic media might be activated by the medium.
However no such activation was observed in a careful inves-
tigation into the existence of interfacial activation of lipase
molecules in organic media.[27]


For the lyophilised preparation, 70% of the active sites were
titrated after 96 h of titration (Figure 1). It is possible that the
remaining 30% were reversibly denatured during the freeze-
drying step[5] or directly denatured by the solvent; this would
explain why some proportion of the enzyme molecules are not
available for catalysis. Titration times of longer than 24 hours are
not suitable, since inactivation of lipase molecules would be
expected to interfere with the determination. The active site
titrations were therefore fixed at 24 h and the active sites
obtained were assigned as rapidly reacting lipase molecules.


Lyophilised preparations of Thermomyces lanuginosus lipase


Lyophilised Thermomyces lanuginosus lipase as received from the
manufacturer expressed low catalytic activity for the esterifica-
tion of 1-phenylethanol with caproic acid (Table 1). The specific
activity was increased if the enzyme was lyophilised from 20 mM


phosphate buffer, and even higher activity was obtained if
buffers of higher concentration were used (Table 1). Lyophilisa-
tion from 200 mM phosphate buffer caused an activation by a
factor of seven relative to the preparation from the manufac-
turer.
The active site titrations showed that lyophilisation from


phosphate buffer increased the number of rapidly reacting sites
considerably, and the numbers increased with increasing
phosphate concentration. The number of slowly reacting sites
was not determined, as discussed above, so the numbers in
Table 1 only give the lower limit for the fraction of active lipase
molecules in the different lyophilised preparations. Likewise, the
specific activities per titrated active site are upper limits, which
neglect the contributions from the slowly reacting lipase
molecules. The fact that the highest values of specific activities
per titrated active site were found for those preparations with
the lowest numbers of rapidly reacting sites indicates that the
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slowly reacting ones indeed contributed to the catalytic activity,
although to a smaller extent than the rapidly reacting ones.
The positive effect of phosphate buffer on lyophilisation can


be explained in different ways. At the highest buffer concen-
tration, the preparation contained only 100 mg of protein per
gram. This means that the buffer salts can be regarded as a
support material on which the lipase is immobilised. Under
suitable conditions, immobilisation can reduce mass transfer
limitations relative to those in pure protein powders, and this
might have been the mechanism active here. Similar positive
effects of salts have previously been reported for co-lyophilisa-
tion of lipase and KCl.[9, 11] In that case, the rapidly reacting lipase
molecules would be those on the surface of the preparation
(with the specific surface area increasing with increasing
phosphate concentration). Alternative explanations are that a
high amount of phosphate salts in the preparation might favour
the open conformation of the lipase and thereby cause a high
activity, that the phosphate buffer might act as a lyoprotectant
for the enzyme during the freeze-drying procedure or that the
buffer might protect the enzyme from direct inactivation by the
solvent. In order to investigate the situation further, the same
lipase preparations were used to catalyse a much faster reaction,
the esterification of dodecanol with decanoic acid. The ratio
between the specific activities in the two reactions was
considerably higher for the preparation with the highest amount
of phosphate than for the one with the lowest salt content
(Table 1). This shows that, in the fast reaction, mass transfer at
least limited the rate of the preparations with the lower amounts
of phosphate.


Thermomyces lanuginosus lipase immobilised onto porous
polypropene


When enzymes are immobilised on porous supports and used in
organic media, the specific activity observed depends on the
enzyme loading (mg of enzyme per g of preparation).[20, 28, 29] At
low loadings, low specific activity has been described as being
due to partial enzyme inactivation, whilst at high loadings, mass
transfer limitations can decrease the specific activity. In the
current study, the specific activity at a loading of 55 mgg�1 was
considerably higher than that at 6.6 mgg�1 (Table 1). Active site
titration showed that at the high loading almost all the active


sites were accessible and reacted rapidly with the reagent. At the
lower enzyme loading, only 70% of active sites were titrated,
which indicates inactivation of a considerable fraction of the
enzyme molecules. Furthermore, the activity per titrated active
site was lower at low enzyme loading than at the high loading
levels. The low activity obtained at low loading levels is due to
direct inactivation of the enzyme by the support, which is
diminished at higher protein loadings due to favourable
protein ±protein interactions.[30]


On comparison of the lyophilised and the immobilised
preparations, it is obvious that immobilisation on polypropylene
results in preparations with both a higher percentage of titrated
active sites and higher activity per active site. The fraction of
titrated active sites varied by a factor of about 2 between the
best immobilised preparation and the best lyophilised prepara-
tion (from 200 mM phosphate), while the activity per titrated
active site varied by a factor of more than 30. The differences
between the activities per active site may be due to the enzyme
being in a favourable conformation when immobilised, or to the
lyophilised preparations suffering from severe mass transfer
limitations. It is of considerable interest to evaluate the relative
importance of these two rate-reducing mechanisms. Recent
studies on freeze-dried proteins have provided important
information on the mass transfer conditions in those prepara-
tions.[31] The accessibility of myoglobin in freeze-dried prepara-
tions and when immobilised on silica or EP-100 was investigated
by chemical modification with acyl chlorides.[31] Freeze-dried
preparations had much slower modification rates compared to
when the protein was immobilised onto silica or EP-100. It was
suggested that the freeze-dried preparations suffer from very
slow solid-phase diffusion. In the current study, the existence of
mass transfer limitations was evaluated by use of reactions with
different intrinsic rates. When the faster esterification reaction
was carried out with the immobilised preparation, the specific
activity was more than 1000 times higher than in the slow
esterification reaction (Table 1). Since the ratio between the
specific activities in the two reactions was much lower for the
lyophilised preparations, it is clear that the fast reaction in the
lyophilised preparations was severely slowed by mass transfer
limitations.
Mass transfer effects have previously been shown to decrease


the effective stereospecificity of lipase-catalysed reactions.[32] It is


Table 1. Specific activity and the amount of active sites (% of protein content) for freeze-dried and immobilised lipase from Thermomyces lanuginosus.[a]


Preparation Protein loading Specific activity[b] Active sites accessible Specific activity[b] Specific activity[c] Activity ratio[d]


[mg per g of preparation] [U per g of protein] [%] [U per g of active enzyme] [U per g of protein]


EP-100 55 7.2 93 7.7 7344 1020
EP-100 6.6 3.0 70 4.2 n.d.[e] n.d.[e]


200 mM phosphate 100 0.12 � 50[f] �0.24 9.5 79
100 mM phosphate 209 0.089 � 46[f] �0.19 4.9 55
20 mM phosphate 630 0.05 � 13[f] �0.38 2.2 44
crude 700 0.017 �3.5[f] �0.49 n.d.[e] n.d.[e]


[a] The titrations were performed for 24 h in hexane/diethyl ether (97:3) at a water activity (aw)�0.33. The p-nitrophenol released was extracted with 200 mM


phosphate buffer (pH 7.0) in the case of freeze-dried preparations and with 50 mM Tris-HCl (pH 8.0) in the case of immobilised preparations. The specific activity
was measured in the esterification of 50 mM 1-phenylethanol with 100 mM caproic acid or in the esterification of 50 mM dodecanol with 100 mM decanoic acid in
hexane at aw� 0.33. [b] Esterification of 1-phenylethanol. [c] Esterification of dodecanol. [d] Ratio in specific activity between dodecanol/1-phenylethanol
esterification. [e] n.d.�not determined. [f] Probably not the final value.
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thus likely that mass transfer limitations influenced the relative
rates of the conversion of the two enantiomers of 1-phenyl-
ethanol. However, much more extensive mass transfer limita-
tions were demonstrated by the use of the intrinsically fast
esterification of 1-dodecanol.


Water-activity dependence of immobilised lipases


It is well known that the catalytic activity of enzymes in an
organic medium depends on the water activity of the medium.
Often, an increase in catalytic activity with increasing water
activity is explained in terms of increased internal flexibility of
the enzyme.[2, 33] Water is supposed to act as a ™lubricant∫.
Lipases, however, show very different water-activity profiles.[34, 35]


Lipase from Burkholderia cepacia behaves like most other
enzymes, expressing increased activity with increasing water
activity.[35] Lipases from Candida rugosa and Rhizopus arrhizus,
however, have bell-shaped water-activity profiles. The bell-
shaped profiles were to some extent caused by an increase in the


Figure 2. Water-activity profiles for lipases from A) Thermomyces lanuginosus
and B) Burkholderia cepacia. The reaction was the esterification of 50 mM


1-phenylethanol with 100 mM caproic acid in hexane. The loading on Accurel EP-
100 was 55 mgg�1 for Thermomyces lanuginosus and 36 mgg�1 for Burkhol-
deria cepacia. The errors in the activity measurements were �5%.


Km (Michaelis constant) value of the alcohol at higher water
activities in the lipase-catalysed esterification reaction.[35, 36]


Graphs showing specific activity as a function of water activity
(Figure 2A and B) for the two lipases studied agree well with
previous results on lipases.[35, 37] Active site titrations of all the
preparations resulted in graphs very similar to the activity graphs
(Figure 3A and B). To ascertain whether titrations (after 24 h)
were complete, the residual activity for the esterification of
1-phenylethanol was measured after the titration. At all water
activities, the residual activity was �3%. Longer titration times
of up to 72 h were also applied, and the number of active sites at
the different water activities did not increase as the titration
times were prolonged; this indicates that the active site titration
was complete after 24 hours at all water-activity levels. The
results indicate that the specific lipase activity per active enzyme
molecule at the different water activities was independent of the
water activity and that the variation in activity was instead due to
differences in the fraction of active enzyme molecules at


Figure 3. Amount of titrated enzymes (% of protein content) of A) Thermomyces
lanuginosus and B) Burkholderia cepacia lipases immobilised onto Accurel EP-
100 at different water activities. The loading on Accurel EP-100 was 55 mgg�1 for
Thermomyces lanuginosus and 36 mgg�1 for Burkholderia cepacia. The active
site titrations were performed for 24 h in hexane/diethyl ether (97:3). The
concentration of the inhibitor MNPHP was 0.36 mM. The p-nitrophenol released
was extracted with 50 mM Tris-HCl (pH 8.0). The errors in the active site titrations
were �5%.
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different water activities. It can be assumed that the decrease in
active enzyme molecules at low water activity may be due to
reversible conformational changes.[33] The enzyme can be
™trapped∫ in an inactive conformation. It has often been
observed that inactivation of this kind can be reversed by
increasing the degree of hydration of the enzyme.[33, 38]


The decreased activity at high water activities may be due to
diffusional limitations. It can be speculated that the substrate has
to diffuse through a small region of aqueous phase surrounding
the enzyme particles, which might limit the overall reaction rate
at high water activity. If this were the case, a higher intrinsic
catalytic rate (obtained by, for example, a change to a faster
reaction) would result in a smaller increase in the observed
reaction rate at high water activity than at low water activity. The
water-activity profiles for Thermomyces lanuginosus lipase, how-
ever, were similar for the esterifications of 1-phenylethanol and
of dodecanol (Figure 2A and Figure 4), which display a 1000-fold
difference in their esterification rates. This indicates that
diffusion limitations are probably not the cause of decreased
enzyme activity at high water activities.


Figure 4. Water-activity profile for lipase from Thermomyces lanuginosus. The
reaction was the esterification of 50 mM dodecanol with 100 mM decanoic acid in
hexane. The loading on Accurel EP-100 was 55 mgg�1. The errors in the activity
measurements were �5%.


Instead, the decreased number of active sites at higher water
activities for lipase from Thermomyces lanuginosusmay be partly
due to enzyme inactivation during the water-activity equilibra-
tion. There are several reports showing that enzyme inactivation
is faster at high water activities/water contents than at lower
water activities.[39±41]


The fact that changes in catalytic activity and fraction of
titratable active sites correlate so well implies that the catalytic
activity per competent active site is constant over the whole
range of water activities. Studies comparing active site titration
data with catalytic activities in organic solvents have previously
mainly been limited to subtilisin.[42±44] Those studies show that
the catalytic activity per competent subtilisin active site (ex-
pressed as kcat/Km) varied considerably with the water content of
the solvent. When the water content in tetrahydrofuran was
increased from 0 to 5 �LmL�1 the kcat/Km value increased six- and


tenfold for lyophilised subtilisin Carlsberg[44] and subtilisin
BPN�.[42] This indicates that there is a fundamental difference
between subtilisin and the lipases used in this study and
confirms previous observations that lipases are very well
adapted for catalysis at low water activities.[6, 45]


Experimental Section


Chemicals and enzymes : Hexane, diethyl ether (�99.5%), ethyl
acetate, dichloromethane, pentane (99%), methanol, caproic acid
(99%) and silica gel (Kieselgel 60, 230 ± 400 mesh) were purchased
from Merck (Darmstadt, Germany). Polypropylene powder, Accur-
el EP-100 (200 ± 400 �m), was a gift from Akzo (Obernburg, Germa-
ny). 1-Phenylethanol (99%), 1H-tetrazole, hexylphosphonic dichlor-
ide, dodecanol (99%), decanoic acid (99 ± 100%) and p-nitrophenol
(spectrophotometric grade) were purchased from Sigma (St. Louis,
USA). Other chemicals used were of analytical grade. The solvents
were dried over molecular sieves (pore diameter 3 ä; Sigma, St. Louis,
USA).


Lipase from Thermomyces lanuginosus (SP 463, HLL) was kindly
donated by Novo Nordisk A/S (Bagsvaerd, Denmark), and lipase from
Burkholderia cepacia (Lipase PS, PCL) was a gift from Amano
Pharmaceutical Co. (Nagoya, Japan).


Immobilisation by adsorption : Lipases from T. lanuginosus and
B. cepacia were immobilised on macroporous polypropylene, Accur-
el EP-100. Lipase powder was dissolved in phosphate buffer (20 mL,
20 mM, pH 6.0) and centrifuged. The supernatant was added to
Accurel EP-100 (1 g), which was prewetted with ethanol (3 mL per g
of support). The support and the enzyme solution were incubated
overnight at room temperature and then filtered. Phosphate buffer
(200 mM, pH 7.0) was added, and the preparation was dried overnight
under reduced pressure. The amount of protein used per gram of
Accurel EP-100 in the adsorption was 36 mg for B. cepacia lipase and
55 mg or 6.6 mg for T. lanuginosus lipase.


Freeze-dried preparations : Lipase from T. lanuginosus (120 mg) was
suspended in phosphate buffer (16 mL, 20 ± 200 mM, pH 7.0); any
solid particles present were removed by centrifugation. The super-
natant was immediately frozen at �80 �C and then freeze-dried for
24 h.


Protein determinations : The protein contents of the crude lipase
powders and the freeze-dried preparations were determined by the
Bradford method,[46] with BSA (bovine serum albumin) as a standard.
The amount of lipase adsorbed onto Accurel EP-100 was determined
by measuring the amount of protein in the solution before and after
adsorption had occurred. In all cases, 100% of the proteins were
adsorbed onto Accurel EP-100.


Water-activity adjustments : The enzyme preparation (immobilised
or freeze-dried) and the solvent (hexane) or substrate solution
(50 mM alcohol, 100 mM acid in hexane) were incubated overnight
over saturated salt solutions to a defined initial aw prior to the
titration or the esterification reaction.[35] The salts used for equilibra-
tion were LiBr (aw� 0.06), LiCl (aw�0.11), MgCl2 (aw� 0.33), MgNO3


(aw�0.54), NaCl (aw�0.75) and K2SO4 (aw� 0.97).


Synthesis of methyl p-nitrophenyl n-hexylphosphonate (MNPHP):
The synthesis of the active site inhibitor MNPHP was performed
according to a previously described method.[22] The MNPHP was
purified by flash column chromatography over silica with EtOAc/
CH2Cl2 (1:9) as the eluent. The yield of purified (�98%) MNPHP was
35%. 1H NMR (300 MHz, CDCl3): �� 0.90 (t, J� 6.9 Hz, 3H; CH2CH3),
1.29 ± 1.35 (m, 4H), 1,41 (m, 2H), 1.65 ± 1.73 (m, 2H) 1.90 ± 2.00 (m, 2H;
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P�CH2), 3.82 (d, J(H,P)�11.2 Hz, 3H; O�CH3), 7.40 (d, J�9.2 Hz, 2H;
Ph(2,6)), 8.27 (d, J�9.0 Hz, 2H; Ph(3,5)) ; 31P NMR (300 MHz, CDCl3):
��32.2.


Active site titration : Before the active site titrations were started, the
enzyme preparation and the solvent were equilibrated to a defined
water activity (as described above). In a 2-mL glass vial, hexane
(640 �L) and MNPHP (20 �L, 12 mM in diethyl ether) were added to
the enzyme preparation. The reaction mixture was incubated at
25 �C. The p-nitrophenol was extracted from the organic phase with
Tris-HCl buffer (1 mL, 50 mM, pH 8.0), with an extraction yield of 77%.
The aqueous solution was centrifuged and the amount of p-
nitrophenol was measured spectrophotometrically at 400 nm on a
Shimadzu UV-120-02 apparatus (molar extinction coefficient�
15700M�1 cm�1).


In the case of freeze-dried preparations, the p-nitrophenol was
extracted with phosphate buffer (1 mL, 200 mM, pH 7.0). The freeze-
dried preparation dissolved in the aqueous phase during the
extraction. Phosphate buffer at pH 7.0 was therefore used to avoid
pH changes in the aqueous solution during the extraction, which
might result in alteration of the molar extinction coefficient. The
extraction yield in this case was 75% and the molar extinction
coefficient was 7000M�1 cm�1.


For every active site determination, 4 ± 5 titrations were performed
with different amounts of enzyme preparation (0 ± 3 mg of protein).
The amount of p-nitrophenol released was plotted against the
amount of preparation, and the slope obtained gave the amount of
titrated active sites per mg of preparation. The amount of titrated
lipase was calculated by using molecular weights of 32 kDa for
T. lanuginosus[47] and 33 kDa for B. cepacia.[48] The ratio of titrated
lipase and total protein (mgmg�1) was plotted in the graphs.


Esterification reactions : Before the reactions were started, the
enzyme preparation and the substrate solution were equilibrated to
a defined water activity (as described above). The reactions were
performed in hexane at 25 �C in 4-mL screw-capped vials with Teflon-
lined septa and started by addition of enzyme preparation to the
substrate solution (2 mL containing 50 mM alcohol and 100 mM acid).
Reaction vials were shaken on a horizontal shaker (175 rpm). Samples
(50 �L) were withdrawn at different degrees of conversion, diluted in
hexane (450 �L) and analysed by gas chromatography.


Measurement of residual activity after inhibition : Investigation of
the residual activity of the inhibited enzyme preparation was
performed according to the following procedure. The hexane/
diethyl ether mixture (97:3) was removed from the inhibited enzyme
preparation. The preparation was washed twice with pentane (1 mL)
and dried in a desiccator. The residual activity was assayed by the
esterification reaction described above.


GC analysis : The alcohol substrates (dodecanol or 1-phenylethanol)
and the ester products were analysed on a Shimadzu gas chromato-
graph (GC-14 A) equipped with a flame ionisation detector and a
column packed with GP10% SP-216-PS on Supelcoport. Helium was
used as the carrier gas. The temperature of the injector was 200 �C
and of the detector 240 �C. The degree of conversion was calculated
from the relative amounts of ester and alcohol, and the initial
reaction rates were calculated.
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O6-alkylguanine-DNA alkyltransferases (AGT) are DNA repair
proteins that reverse O6-alkylations of guanine in DNA.[1] The
underlying repair mechanism is unusual as the AGT transfers the
alkyl group in an SN2 reaction to one of its own cysteine residues
to yield an irreversibly alkylated protein (Scheme 1). In order to
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Scheme 1. Repair of O6-methylguanine-DNA by AGT.


increase our understanding of this DNA repair mechanism, we
became interested in the generation of artificial AGTs based on
an antibody scaffold. It has been shown that the generation of
catalytic antibodies, their detailed characterization, and compar-
ison to their natural counterparts can yield important insights
into enzyme catalysis.[2, 3] In the case of an artificial AGT, it would
be particularly interesting to see how a reactive cysteine residue
is generated, how the guanine leaving group in the SN2 reaction
is activated, and if a base-flipping mechanism is used. Here, we
introduce a stepwise approach to the development of artificial
AGTs and its application to the in vitro selection of antibodies


with highly reactive cysteine residues. These experiments open
the way for the generation of artificial AGTs based on antibody
scaffolds.
Recently, we showed that the incorporation of O6-alkylguanine


derivatives of the type 1 into oligonucleotides leads to covalent


biotinylation of human AGT (hAGT).[4] Together with the display
of hAGTon the surface of phage �, 1 can be used to link the DNA
repair activity of hAGT with its genotype.[4] A similar approach
appears feasible for the direct selection of the desired DNA
repair activity from antigen-binding fragment (Fab) phage
antibody libraries. However, as a result of the low reactivity of
O6-alkylated guanine as a substrate in SN2 reactions, we
envisioned a stepwise selection of artificial AGTs in which
sulfhydryl-specific reagents of the types 2 and 3 are first used to
generate antibodies with reactive cysteine residues. These
antibodies are then the basis for selections against O6-alkylgua-
nine derivatives of the type 1. We reasoned that 2 might allow
for the selection of a reactive cysteine residue as well as a
binding site for guanine. Sterically hindered disulfides such as 3
have been used previously for the in vitro selection of reactive
cysteine residues that possess Fab from phage antibody libraries,
which leads to the generation of antibodies with esterase
activity.[5] Details of the synthesis of 2 and 3 and the kinetic
characterization of the antibodies is available in the Supporting
Information.
As a source of diversity, the previously described antibody Fab


phage library k10E was used.[5] This library is based on a human
antitetanus toxoid antibody in which the complementarity-
determining region 3 of the heavy and light chains (HCDR3 and
LCDR3, respectively) were randomized. Selections were carried
out by using either 2 or 3 at concentrations of 10 ± 100 pM to
form biotinylated phage, which were captured on streptavidin-
coated magnetic beads. Bound phage were eluted with
dithiothreitol, which reduces the disulfide bond between the
antibody and biotin. The phage were then amplified in
Escherischia coli XL-1 Blue for the next round of selections. No
enrichment was observed in the selections with 2, in contrast to
the selections with 3. Control experiments with helper phage
VCSM13 indicated that 2 leads to unspecific biotinylation of the
phage. To compare the reactivities of 2 and 3 towards a
sulfhydryl group within a protein environment, their rate
constants for the reaction with the cysteine residue (Cys34) of
bovine serum albumin (BSA) were determined. Compound 2
possesses a 6000-fold higher reactivity than 3, as indicated by
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rate constants of 1.8� 105 min�1M�1 and 30 min�1M�1, respec-
tively. We conclude that the reactivity of 2 was too high for the
envisioned phage selections, which stresses the importance of a
careful choice of the reactivity of the substrate in a given
selection system. Clones obtained after four rounds of selection
with 3 were further analyzed. Approximately 20% of the
phagemids (phage that contain a plasmid) isolated after the
fourth round had a Fab gene of the correct size. Thirteen of the
phagemids that possessed a Fab insert were characterized by
sequencing. Of these, seven possessed at least one cysteine
residue in either the LCDR3 or HCDR3 chain (Table 1). It is
interesting to note that one of the cysteine residues of the RD1
antibody is part of the sequence PCTR. The motif PCHR is
conserved in the active site of O6-alkylguanine-DNA alkyltrans-
ferases, which suggests that it might be a general motif for the
generation of reactive cysteine residues.[1]


To examine whether the selected antibodies indeed possess
reactive cysteine residues, the gp3 gene, which anchors the Fab
on the phage, was deleted from the phagemids and crude
extracts of E. coli XL1-Blue that expressed Fab were analyzed.[6]


These extracts were incubated with 3, biotinylated Fab was
immobilized on streptavidin-coated microplates, and this im-
mobilized Fab was detected by using an antihuman F(ab�)2-
alkaline phosphatase conjugate. A clone picked at random from
the initial library, designated as RP1, was also examined. Extracts
from bacteria that express clones RD1±5 and RD7 produced
signals at least twofold above the corresponding values of the
RP1 antibody, with the strongest signal produced by extracts
from bacteria that express clone RD3. These data suggest that
the selected antibodies indeed possess reactive cysteine resi-
dues.
To simplify expression and purification for a detailed charac-


terization of one of the antibodies and, in particular, to avoid the
deletion of antibody genes in future selections, the clone RD3
was transformed into a single-chain format (scFv) by using the
vector pAK300.[7] This vector possesses a higher stability than
pComb3 and the expression of the antibody is tightly controlled.
For the construction of the scFv RD3 (scRD3) antibody from the
two variable domains, the orientation VH-linker-VL was chosen,
with a nonrepetitive peptide of 20 amino acids as a linker (VL�
light variable domain, VH� heavy variable domain).[8] scRD3 was
expressed and purified following published procedures and was


isolated as a dimer in a yield of 0.8 mg per liter shake-flask
culture.[9] The formation of dimers or oligomers is not uncom-
mon for scFv proteins and does not necessarily affect binding
properties.[10] To ensure that the transformation of the Fab RD3
clone into an scFv did not significantly affect its activity, we also
expressed and purified the corresponding Fab RD3 antibody.[6]


About 0.6 mg of Fab was isolated per liter shake-flask culture.
The reactions of the scRD3 and RD3 antibodies with 3 were


then analyzed in detail (Figure 1). scRD3 reacts with about
1.5 equivalents of 3. The reaction can be divided into a fast and a


Figure 1. Reaction of scRD3 (4 �M) with 3 (100 �M) in 3-(N-morpholino)propa-
nesulfonic acid (30 mM), acetonitrile (4% v/v), and ethylenediaminetetraacetate
(0.5 mM) at pH 7.4, 25 �C. The reaction was followed by measurement of the
increase in absorbance at 343 nm and can be best fit to a two-exponential
function to yield the pseudo first-order rate constants k�fast and k'slow. Inset : First
three minutes of the reaction. The dotted line represents the best fit to a two-
exponential function.


slow process with an amplitude ratio fast/slow of about 0.9.
These data indicate that the scRD3 antibody possesses two
unpaired cysteine residues with significantly different reactivity.
The fact that each cysteine residue undergoes only 75% reaction
with 3 is most likely a result of oxidation of the unpaired cysteine
residues. The biotinylation of purified scRD3 by 3 was verified by
Western blotting by using a streptavidin ±peroxidase conjugate
for the detection of biotinylated antibody. Incubation of the
antibody prior to the reaction with the sulfhydryl-specific
reagent S-methyl methanethiosulfonate blocked the reaction
between scRD3 and 3.[11] Measurement of the reaction at
different concentrations of 3 and plots of the observed
pseudo-first-order rate constants as a function of the concen-
tration of 3 gave second-order rate constants (kfast , (1.9�0.1)�
104 min�1M�1; kslow, (9� 1)�101 min�1M�1). Analysis of the reac-
tion of the Fab RD3 antibody with 3 revealed that the RD3 clone
also possesses two cysteine residues with differing reactivity. The
rate constant for the fast process is 8�103 min�1M�1. This value is
within a factor of 2.5 of the corresponding rate constant for the
scRD3 antibody and thus shows that the properties of clones
RD3 and scRD3 are indeed very similar.
The second-order rate constant for the fast reaction of scRD3


with 3 is 80 times higher than that for reaction of 3 with the
corresponding amino acid (k� 250 min�1M�1). Considering that
an unpaired cysteine residue of an antibody displayed on phage


Table 1. Sequence of CDR3s of cysteine-containing Fab fragments.[a]


Clone HCDR3 LCDR3
����������������� ��������


RD1 ������	�
��
���� �����	��
RD2 �������	��������� ������	�
RD3 ��������	������
� ���	���
RD4 �����������	����� ��	��	��
RD5 ���	������	����� ����	�	�
RD6 ����	��������� ��������
RD7 �������������	��� ���		��


[a] X represents a randomized position; Z is a TAG stop codon, which is
suppressed as Q in XL-1 Blue.
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The development of new anti-inflammatory drugs is currently
one of the great challenges in medicinal chemistry.[1] Recently,
�4�1- and �4�7 integrins were shown to be promising targets
for treating inflammatory and autoimmune diseases.[2±4] �4�7
integrins bind to the mucosal addressin cell adhesion molecule 1
(MAdCAM-1) through their Leu-Asp-Thr sequence (LDT se-
quence) specifically and with high affinity.[5, 6] An overexpression
of MAdCAM-1 occurs in mouse models of colitis, in human
inflammatory bowel disease (IBD), and in chronic inflammatory
liver disease.[7, 8] Recently, we and others were able to derive
peptidic �4�7 integrin antagonists from the natural LDT-binding
sequence.[9±11] For the further development of nonpeptidic and
highly selective drugs, we identified the structural and functional
requirements of the LDT recognition sequence within �4�7
integrin antagonists by using several peptidomimetic variations
such as peptoids, azapeptides, and reduced amide bonds
(Scheme 1). An aromatic residue N-terminal to the LDTsequence
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Scheme 1. Comparison of different peptidomimetics.


has to be protected against oxidation, this rate enhancement is
remarkable. Compared to the cysteine residue in BSA (k�
30 min�1M�1), the reactivity of the scRD3 cysteine residue is
670-fold higher. Two scenarios appear plausible for the mech-
anism of the reaction of the antibody with 3. In the first, the two
different cysteine residues react in an ordered fashion. In the
second, the first reaction is followed by intramolecular disulfide
exchange between the two cysteine residues before the anti-
body reacts with another molecule of 3. To investigate which of
the two cysteine residues Cys96 and Cys100k in the RD3 antibody is
the more reactive one and whether their reactivity is mutually
dependent, each was mutated to alanine to give the mutants
Ala96RD3 and Ala100kRD3. The expression level for both mutants as a
Fab were significantly below that for wild-type RD3 antibody.
However, 0.16 mg of the Ala100kRD3 mutant could still be isolated
from one liter of shake-flask culture whereas we were not able to
isolate sufficient amounts of the Ala96RD3 mutant. The Ala100kRD3
mutant possesses 0.9 equivalents of free thiol per Fab and its
second-order rate constant for the reaction with 3 is 2.5�
103 min�1M�1. These data demonstrate that the presence of
both cysteines is important for the folding of the antibody and
that their reactivity is mutually dependent. The fact that the
mutant Ala100kRD3 possesses a higher reactivity than the less
reactive cysteine residue of wild-type RD3 antibody suggests
that Cys96 is the reactive residue.
In summary, this work represents an important step in our


efforts towards the generation of artificial DNA repair proteins.
The established in vitro selection system and the isolated clones
with reactive cysteine residues, in particular scRD3, open the way
for selections of antibody-based AGTs by using derivatives of the
type 1.
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has to be protected against oxidation, this rate enhancement is
remarkable. Compared to the cysteine residue in BSA (k�
30 min�1M�1), the reactivity of the scRD3 cysteine residue is
670-fold higher. Two scenarios appear plausible for the mech-
anism of the reaction of the antibody with 3. In the first, the two
different cysteine residues react in an ordered fashion. In the
second, the first reaction is followed by intramolecular disulfide
exchange between the two cysteine residues before the anti-
body reacts with another molecule of 3. To investigate which of
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103 min�1M�1. These data demonstrate that the presence of
both cysteines is important for the folding of the antibody and
that their reactivity is mutually dependent. The fact that the
mutant Ala100kRD3 possesses a higher reactivity than the less
reactive cysteine residue of wild-type RD3 antibody suggests
that Cys96 is the reactive residue.
In summary, this work represents an important step in our
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proved to be advantageous for biological activity, therefore we
also considered this position in our investigations.[10, 11] In the
lead compounds 1 and 10 (Scheme 2), we systematically
substituted each amino acid within the XLDT sequence (X�
phenylalanine in 1, or isoquinoline-carbonyl in 10) by the
corresponding peptoid building block (Table 1).[12, 13] These
peptoid ±peptide hybrids show different relative distances
between side chains with respect to their position on the
backbone. Furthermore, as a result of the presence of tertiary
amide bonds, the hydrogen binding characteristics of the
backbone are changed and the flexibility is increased.[14, 15]


The incorporation of azaamino acids in compounds 1 and 10
(Table 2) maintains the hydrogen bonding characteristics of the
backbone. Theoretical studies suggest that azapeptides should
be more rigid than their conventional peptide counterparts.[16±18]


As a consequence, azapeptides have the potential to increase
activity and selectivity. Furthermore, the incorporation of
azaamino acids results in a decrease in the number of stereo
centers. The configuration of an azaamino acid lies roughly
between the D- and L-configuration of a normal amino acid.[19, 20]


To elucidate the importance of the
peptide backbone for the biological ac-
tivity of �4�7-integrin antagonists, we
systematically reduced the amide bonds
in compounds 1 and 10 (Table 3). We also
solved the NMR spectroscopy structure of
the highly active cyclic peptide cyclo-
(Tic1-Leu2-Asp3-Thr4-Asp5-D-Pro6) (2) in wa-
ter. In contrast to compound 1, com-
pound 2 contains tetrahydroisoquinoline-
3-carboxylic acid (Tic), which is a con-
strained mimic of Phe. As the flexibility of
the aromatic side chain is reduced in 2,
the orientation of the aromatic ring,


which is important for the biological activity, can easily be
determined.
To evaluate the biological influence of the modifications, we


used a cell adhesion assay. The integrin ligands MAdCAM-1 and
VCAM-1 were immobilized on tissue culture plates. The adhesion
of the lymphoid cell lines 38C13-�7 (�4�7pos, �4�1neg) and Jurkat
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Scheme 2. Recently published �4�7-integrin antagonists.


Table 1. Specific effects of peptidomimetics containing a peptoid building
block on �4�7- and �4�1-integrin-mediated cell adhesion to MAdCAM-1 and
VCAM-1.[a]


Compound No. Cell adhesion [%]
�4�7/
MadCAM-1


�4�7/
VCAM-1


�4�1/
VCAM-1


c(F-L-D-T-D-p) 1 3� 4 38� 20 72�10
c(Tic-L-D-T-D-p)[11] 2 9� 1 nt nt
c(A-L-D-V-D-p)[11] 3 40� 7 nt nt
c(Nphe-L-D-T-D-p) 4 19� 10 60� 28 97�6
c(F-Nleu-D-T-D-p) 5 102� 5 86� 13 101�10
c(F-L-Nasp-T-D-p) 6 88� 22 94� 12 nt[b]


c(F-L-D-Nval-D-p) 7 98� 20 92� 19 106�11
H2N-F-L-D-T-OH 8 98� 0 66� 8 100�2
H2N-Nphe-L-D-T-OH 9 87� 15 87� 16 97�6
Iquin-L-D-T-OH[c] 10 48� 29 81� 4 nt[b]


Iquin-Nleu-D-T-OH[c] 11 110� 17 97� 13 95�3
Iquin-L-Nasp-T-OH[c] 12 108� 4 96� 3 99�7
Iquin-Nleu-Nasp-Nval-OH[c] 13 97� 13 80� 25 97�5


[a] Cell adhesion is presented as a percentage of the medium control. The
data represents the mean values� standard deviation for the three
experiments, each of which was repeated three times with a peptidomi-
metic concentration of 1 mgmL�1. [b] nt�not tested. [c] Iquin� isoquino-
line-4-carbonyl.


Table 2. Specific effects of peptidomimetics containing an azaamino acid on
�4�7- and �4�1-integrin-mediated cell adhesion to MAdCAM-1 and VCAM-1.[a]


Compound No. cell adhesion [%]
�4�7/
MadCAM-1


�4�7/
VCAM-1


�4�1/
VCAM-1


c(azaPhe-L-D-T-D-p) 14 25� 1 58� 7 89�5
c(F-azaLeu-D-T-D-p) 15 87� 9 88� 9 100�8
c(F-L-azaAsp-T-D-p) 16 106� 3 103� 12 99�5
c(F-L-D-azaVal -D-p) 17 89� 17 nt[b] 102�8
Iquin-azaPhe-L-D-T-OH[c] 18 130� 5 104� 8 99�1
H-azaPhe-L-D-T-OH 19 95� 25 89� 8 101�4
Iquin-azaLeu-D-T-OH[c] 20 92� 12 96� 2 99�8
Iquin-L-azaAsp-T-OH[c] 21 103� 21 108� 10 102�4
Iquin-L-D-azaVal-OH[c] 22 131� 27 nt[b] nt[b]


[a] Cell adhesion is presented as a percentage of the medium control. The
data represents the mean values� standard deviation for the three
experiments, each of which was repeated three times with a peptidomi-
metic concentration of 1 mgmL�1. [b] nt�not tested. [c] Iquin� isoquino-
line-4-carbonyl.


Table 3. Specific effects of peptides containing a reduced amide bond on
�4�7- and �4�1-integrin-mediated cell adhesion to MAdCAM-1 and VCAM-1.[a]


Compound No. cell adhesion [%]
�4�7/
MadCAM-1


�4�7/
VCAM-1


�4�1/
VCAM-1


c(F�(CH2NH)-L-D-T-D-p)[b] 23 113� 19 102�3 98�9
c(F-L�(CH2NH)-D-T-D-p)[b] 24 106� 7 100�5 98�0
c(F-L-D�(CH2NH)-T-D-p)[b] 25 114� 13 108�2 99�7
c(F-L-D-T�(CH2NH)-D-p)[b] 26 36� 19 95�5 78�19
1-Naphthyl�(CH2NH)-L-D-T-OH[b] 27 86� 15 97�8 102�6
2-Naphthyl�(CH2NH)-L-D-T-OH[b] 28 122� 26 103�2 103�1
Iquin-L�(CH2NH)-D-T-OH[b,c] 29 102� 23 97�4 98�7
Iquin-L-D�(CH2NH)-T-OH[b,c] 30 81� 4 106�2 97�4


[a] Cell adhesion is presented as a percentage of the medium control. The
data represents the mean values� standard deviation for the three
experiments, each of which was repeated three times with a peptidomi-
metic concentration of 1 mgmL�1. [b]� indicates the presence of a reduced
amide bond. [c] Iquin� isoquinoline-4-carbonyl.
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(�4�1pos, �4�7neg) were analyzed in the presence or absence of
the peptidomimetics at a final concentration of 1 mgmL�1. The
results are summarized in Tables 1, 2, and 3. The inhibitory
activities of the well-known �4�7 integrin antagonists 1 and 10
were measured as a positive control. None of the tested
compounds inhibited the adhesion of �4�1-integrin-expressing
Jurkat cells to vascular cell adhesion molecule 1 (VCAM-1). This
test system thus showed that, if active, the tested compounds
were highly selective inhibitors for �4�7 integrin. In addition,
these results exclude potential toxic effects of the compounds.
The biological evaluation of the peptidomimetics revealed


that some cyclic compounds (4, 14, and 26) maintained their
biological activity and selectivity towards �4�7 integrins,
especially when modifications were N-terminal to the LDT
recognition sequence (Figure 1). The Phe1 residue in cyclo-(Phe-


Leu-Asp-Thr-Asp-D-Pro) (1) could be substituted by the corre-
sponding peptoid building block Nphe (4) and the correspond-
ing azaamino acid azaPhe (14) and activity was retained. In
contrast, all N-terminal modifications in the linear compound
(10) resulted in completely inactive compounds (8, 9, 18, 19, 27,
28). The linear peptoid isoquinoline-3-carbonyl-Nleu-Nasp-Nval-
OH (13) also showed no activity. This supports the assumption
that not only the correct distances between the functional
groups are essential for biological activity of �4�7 integrin
antagonists, but that the peptide backbone may also influence
binding to the receptor. This hypothesis is also supported by the
fact that neither the linear compounds with a reduced amide
bond nor cyclo-(Phe�(CH2NH)-Leu-Asp-Thr-Asp-D-Pro) (23)
showed any biological activity. Only the amide bond between
Thr4 and Asp5 in cyclo-(Phe-Leu-Asp-Thr�(CH2NH)-Asp-D-Pro)
(26) seemed to be nonessential. It is conceivable that the
importance of the other amide bonds in the cyclic peptides is
not only a result of interactions with the integrin, but also, or
even exclusively, that they are needed to stabilize the cyclic
structure through hydrogen bonds. The biological activity of
compound 26 also shows that besides of N-terminal modifica-
tions, some variations of the Thr4 residue within the LDT
recognition sequence are also possible. In our previous work we


were already able to substitute the Thr4 residue in compound 1
by Val to give compound 3 without loss of activity.[11] Com-
pounds 4, 14, and 26 are selective for �4�7 integrins, with a
preference for inhibition of the �4�7-integrin ±MAdCAM-1
interaction. The IC50 values of the biologically active compounds
are shown in Table 4.


In some cases the linear peptidomimetic is inactive, while the
corresponding cyclic peptidiomimetic is still active, as indicated


in Tables 1, 2, and 3. It seems reasonable to assume that
the LDT conformation in the ring is very close to the
bioactive conformation. For structure elucidation, we
used the highly active, constrained cyclic hexapeptide
cyclo-(Tic-Leu-Asp-Thr-Asp-D-Pro) 2. NMR spectroscopy
data were obtained in water at 300 K. Distance geometry
(DG) calculations[21, 22] and molecular dynamics (MD)
simulations[23] showed that D-Pro6 occupies position i�
1 in a �II�-turn. ROE spectroscopy data suggested a flip of
the peptide bond between Asp3 and Thr4, which
indicates that there might be at least two conformations.
The flip of the peptide bond between Asp3 and Thr4


could clearly be observed after approximately 130 pico-
seconds of simulation time with a time-averaged dis-
tance restraints protocol[24±26] . The two conformations
were averaged and subsequently minimized to give the
structures depicted in Figure 2. The position of the
aromatic ring of Tic1, which is very important for the
biological activity, is nearly perpendicular to the peptide
ring.


Figure 2. Stereoplot of the solution structures of the two conformers of cyclo-
(Tic-Leu-Asp-Thr-Asp-D-Pro) (2). The structures were determined by a 300 ps
dynamics simulation with time-averaged distance restraints. D-Pro6 occupies
position i� 1 in a �II� turn. The spatial position of Tic1 is the same in both
conformers, whereas the peptide bond between Asp3 and Thr4 is flipped.


Table 4. IC50 values of �4�7-integrin antagonists.


Compound No. IC50 [�M]
c(azaPhe-L-D-T-D-p) 14 61�21
c(F-L-D-T�(CH2NH)D-p) 26 137�48


Figure 1. Adhesion of 38C13-�7 lymphoid cell line (�4�7) and Jurkat cells (�4�1) to
microtiter plates coated with MAdCAM-1 and VCAM-1 after incubation with antagonists.
The results are shown as the mean� standard deviation.
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Faithful transfer of genetic information from one generation to
its offspring is crucial for the survival of any living species.
Genomic integrity relies greatly upon the ability of DNA
polymerases to efficiently catalyze selective DNA synthesis in a
template-directed manner.[1] Despite enormous efforts in struc-
tural and functional studies, the complex mechanisms by which
DNA polymerases ensure selective DNA synthesis are not fully
understood.[2, 3] Recently, we introduced a functional strategy to
monitor enzyme interactions that act on the sugar moiety of an
incoming triphosphate within the nucleotide binding pocket of
the Klenow fragment (Kf) of Escherischia coli DNA polymerase I
(exo� mutant).[4] We found that the nucleotide insertion
selectivity of Kf� is increased approximately hundredfold when
modified sugars 1b, c (Scheme 1) are employed. This result
strongly suggests the involvement of steric constraints, which
act on the 2�-deoxyribose of an incoming nucleoside triphos-
phate in Kf� selectivity processes.


Scheme 1. Thymidine analogues used as steric probes in functional DNA
polymerase studies.


Further, new valuable insights into selective Kf� interactions
with the sugar backbone in the minor groove were obtained
through site-specific incorporation of thymidines 2a ±d into
primer template substrates.[5] Herein, we investigate the inter-
play of Kf� with the 2�-deoxyribose moiety of the coding
nucleotide by using steric probes 2a ±d in functional enzyme
investigations. This is a particularly intriguing topic since


In summary, these results show that within the LDT recog-
nition sequence in �4�7 integrin antagonists the position of Leu
and Asp are invariant for common peptide modifications. Some
variations are possible in both the N- and C-terminal directions
from this core unit. NMR spectroscopy data indicate that the
C-terminal aromatic system, which is important for the biological
activity, should be perpendicular to the peptide backbone. The
biological data provide important information for the design of
novel and highly active �4�7 integrin antagonists. Further efforts
to reduce the peptidic character of these peptidomimetics could
lead to drug candidates for the treatment of inflammatory
diseases.
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Faithful transfer of genetic information from one generation to
its offspring is crucial for the survival of any living species.
Genomic integrity relies greatly upon the ability of DNA
polymerases to efficiently catalyze selective DNA synthesis in a
template-directed manner.[1] Despite enormous efforts in struc-
tural and functional studies, the complex mechanisms by which
DNA polymerases ensure selective DNA synthesis are not fully
understood.[2, 3] Recently, we introduced a functional strategy to
monitor enzyme interactions that act on the sugar moiety of an
incoming triphosphate within the nucleotide binding pocket of
the Klenow fragment (Kf) of Escherischia coli DNA polymerase I
(exo� mutant).[4] We found that the nucleotide insertion
selectivity of Kf� is increased approximately hundredfold when
modified sugars 1b, c (Scheme 1) are employed. This result
strongly suggests the involvement of steric constraints, which
act on the 2�-deoxyribose of an incoming nucleoside triphos-
phate in Kf� selectivity processes.


Scheme 1. Thymidine analogues used as steric probes in functional DNA
polymerase studies.


Further, new valuable insights into selective Kf� interactions
with the sugar backbone in the minor groove were obtained
through site-specific incorporation of thymidines 2a ±d into
primer template substrates.[5] Herein, we investigate the inter-
play of Kf� with the 2�-deoxyribose moiety of the coding
nucleotide by using steric probes 2a ±d in functional enzyme
investigations. This is a particularly intriguing topic since


In summary, these results show that within the LDT recog-
nition sequence in �4�7 integrin antagonists the position of Leu
and Asp are invariant for common peptide modifications. Some
variations are possible in both the N- and C-terminal directions
from this core unit. NMR spectroscopy data indicate that the
C-terminal aromatic system, which is important for the biological
activity, should be perpendicular to the peptide backbone. The
biological data provide important information for the design of
novel and highly active �4�7 integrin antagonists. Further efforts
to reduce the peptidic character of these peptidomimetics could
lead to drug candidates for the treatment of inflammatory
diseases.
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structural investigations strongly suggest the occurrence of
large conformational changes within several DNA polymerases
from an 'open' to a 'closed' conformation prior to phospho-
diester bond formation. These conformational changes are
triggered by 2�-deoxyribonucleotide-5�-triphosphate (dNTP)
binding.[2a±c, 3d] Editing of nascent nucleotide base pair geometry
during these transitions is believed to be a crucial determinant of
DNA polymerase selectivity. In analogy to our previous findings,
one might assume that DNA polymerases tighten their grip on
the substrate through enzyme± sugar interactions with the
template nucleotide and thus increase enzyme selectivity.
In order to monitor DNA polymerase interactions with the


sugar moiety of the coding nucleotide, we applied synthetic
DNA substrates with 4�-alkylated nucleotide residues 2b ±d at
specific sites (Scheme 1).[5] 2a ±d serve as substrates in com-
parative gel-based primer extension assays, which were de-
signed in such a way that the thymidine residue 2a ±d in the
template strand is located adjacent to the 3�-primer end
(Scheme 2).


5'-32P-GTG GTGCGA AAT  TTC TGAC
3'-CAC CAC GCT TTA AAG ACTGT*C TGT ACT GTC TGC GTG


36nt template


19nt primer dNTP


Scheme 2. DNA primer template substrates used in these studies. T*�2a ±d ;
dNTP� 2�-deoxyribonucleotide-5�-triphosphate; nt�nucleotide.


We first investigated Kf�-catalyzed canonical base pair for-
mation opposite unmodified and modified thymidine residues.
Figure 1 shows the pattern of insertion when varied concen-
trations of dATP are employed. Nucleotide insertion is exhibited


Figure 1. dATP insertion opposite 2a ±d catalyzed by Kf�. DNA sequences are
depicted in Scheme 2. For further details see the Experimental Section.


opposite modified thymidine moieties even at low dATP
concentrations. Quantification of the insertion reactions that
resulted when previously described single-nucleotide insertion
assays were conducted under steady-state and single-complet-
ed-hit conditions[6] revealed that nucleotide insertion by Kf�


opposite 4�-methylated thymidine template 2b occurred with
a high efficiency (maximum reaction rate/Michaelis constant;
Vmax/KM) comparable to insertion opposite unmodified thymidine
2a (Table 1). Bulkier ethyl and ipropyl groups cause less efficient
insertion opposite the modified residues. However, the differ-
ences between Kf� insertion abilities for various 4�-groups are
less pronounced than those observed in experiments that
employed substrate modifications mounted at the sugar
residues of nucleoside triphosphates 1b±d.[4]


Next, we investigated the effect of the sugar modifications on
Kf� selectivity when noncanonical dNTPs were applied as
substrates.[7] Since 2b has only minor effects on nucleotide
insertion efficiency, it should be ideally suited to monitor the
relevant differential interactions that act on the template
nucleotide present in insertion and misinsertion events. Mis-
insertion studies of dGTP, dCTP, or TTP opposite 2a or 2b
revealed negligible effects of the 4�-modification on Kf�-
catalyzed nucleotide misinsertion (Figure 2, Table 2).[8] These
findings are in marked contrast to our previous results ob-
tained with 4�-modified triphosphates 1b±d, in which we
observed a one hundredfold increase in selectivity caused
by the 4�-alkylation.[4] Thus, comparison of data obtained
in this study with data from our recent study indicates that
different enzyme± substrate interactions act on the sugar
moieties of triphosphate and template nucleotide residues,
respectively.


Figure 2. dNTP misinsertion opposite 2a,b catalyzed by Kf�. DNA sequences are
depicted in Scheme 2. For further details see the Experimental Section.


Table 1. Steady-state analyses for dATP insertion opposite template thymi-
dine analogues.[a]


Template
nucleotide


KM [�M] Vmax
[min�1� 10�3]


Efficiency[b]


[M�1min�1� 103]
2a 0.0049�0.0009 43�4 8800
2b 0.0019�0.0003 16�1 8400
2c 0.020� 0.005 45�1 2300
2d 0.022� 0.008 19�3 860


[a] The data presented are averages of duplicate or triplicate experiments.
[b] Efficiency�Vmax/KM.


Table 2. Steady-state analyses for nucleoside triphosphate misinsertion
opposite template thymidine analogues 2a and 2b.[a]


Template nucleotide KM [�M] Vmax
[min�1� 10�3]


Efficiency[b]


[M�1min�1� 103]
dGTP misinsertion:
2a 1.81� 0.08 30� 2 17
2b 3.6�0.4 56� 1 16
dCTP misinsertion:
2a 57.5�5.8 61� 12 1.1
2b 25.9�1.7 33� 5 1.3
TTP misinsertion:
2a 38.4�3.4 33� 2 0.9
2b 30.9�0.5 24� 2 0.8


[a] The data presented are averages of duplicate or triplicate experiments.
[b] Efficiency�Vmax/KM.
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Crystal structures of DNA polymerases bound to their DNA
and nucleotide substrates are very useful for the correlation of
functional data with enzyme structure.[2] No such data is
available for Kf. Nevertheless, corresponding structures from
closely related Family A polymerases indicate the occurrence of
large conformational changes after dNTP binding that are
believed to be crucial for correct enzyme function.[2a±c, 3] How-
ever, the lack of a significant effect of 4�-methylated probe 2b on
Kf� fidelity indicates that enzyme± sugar interactions that act on
the template nucleotide sugar moiety might play a minor role in
these selectivity mechanisms in the context of the sequence
investigated.
Combined with our previous findings,[4] the functional inves-


tigations presented herein suggest that enzyme± sugar inter-
actions relevant for selectivity processes occur primarily with the
sugar moiety of the incoming nucleoside triphosphate.[4] These
observations can be rationalized by a model for Kf� in which
additional steric strain caused by supplementary small chemical
modifications to the sugar at the triphosphate cause reduced
flexibility primarily at the nucleotide binding site of the active
site. The additional steric strain at this site might decrease
tolerance for formation of geometrically altered nascent nucleo-
tide pairs and thus increase overall Kf� fidelity. In future,
comparative investigations of several DNA polymerases from
different polymerase families might elucidate differences among
these enzymes and provide further new insights into the origins
of various DNA polymerase properties and functions, such as
fidelity.


Experimental Section


Single nucleotide insertion and steady-state kinetics assays were
conducted as described previously.[6] In brief, two equivalents of
template were annealed with 5�-32P labeled primer in the reaction
buffer. The mixture was heated to 95 �C for 2 min and subsequently
allowed to cool to room temperature over 1 h. After annealing, the
appropriate amount of DNA polymerase was added and the solution
was incubated at 0 �C for 10 min. Reactions were initiated by addition
of the DNA/enzyme mixture (10 �L) to an equal amount of dNTP
solution in the reaction buffer and the mixtures were incubated at
37 �C. Kf� (New England Biolabs) reactions were performed in
tris(hydroxymethyl)aminomethane (Tris)-HCl (50 mM; pH 7.5), MgCl2
(10 mM), and DTT (1 mM). Assays included primer (50 nM) and enzyme
(2 nM). After incubation for the indicated time the reactions were
quenched by addition of 60 �L of gel loading buffer (80%
formamide, ethylenediaminetetraacetate (EDTA; 20 mM)) and sub-
sequently heated to 95 �C for 10 min. Reactions were analyzed by
14% PAGE on a gel that contained urea (8M), transferred to filter
paper, dried under vacuum, and visualized by autoradiography.


Steady-state kinetic data were obtained from single nucleotide
insertion assays, as described above. Concentrations of nucleotides,
enzyme concentration, and reaction time were adjusted for different
reactions in order to allow 20% or less primer extension, which
ensured single-completed-hit conditions, according to published
procedures.[6] The reaction mixtures were fractionated by 14%
denaturing PAGE and the data were quantified by phosphorimager
analysis. Relative velocity v was calculated from the amount of
extended product (Iext) and remaining primer (Iprim) as v� Iext/Iprimt,
where t represents the reaction time. The apparent KM and Vmax
values were obtained from Hanes ±Woolf plots as already de-
scribed.[6]
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