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The back-
ground is a photomi-
crograph of elongated 
cdc2ts mutant cells that 
have been complemented 
by the human CDC2 gene. 
This was an important experi-
ment in the work to understand 
cell cycle control. Cyclin depen-
dent kinases play a major regula-
tory role, a part of which is depicted 
in the scheme.
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The cell is the basic structural and functional unit of all living
organisms, the smallest entity that exhibits all the characteristics
of life. Cells reproduce by means of the cell cycle, the series of
events which lead to the division of a cell into two daughters.
This process underlies growth and development in all living
organisms, and is central to their heredity and evolution.
Understanding how the cell cycle operates and is controlled is
therefore an important problem in biology. It also has implica-
tions for medicine, particularly against cancer where the con-
trols of cell growth and division are defective. In this
account I describe the contributions my laboratory has made
to understanding cell cycle control, focussing on the major
regulators of the eukaryotic cell cycle, the cyclin dependent
kinases.


Events and Control of the Cell Cycle


The most important events of the cell cycle are those concerned
with replication of the genome and segregation of the replicated
genomes into the daughter cells formed at division.[1] In
eukaryotic cells these events are separated in time; chromosome
replication occurs during S-phase early in the cell cycle, and
segregation of the replicated chromosomes occurs during
M-phase or mitosis at the end of the cell cycle. The phase
before S-phase is called G1 and the phase before mitosis is called
G2. The replication of the chromosomes is based on the double
helix structure of DNA which unwinds during S-phase to
generate two templates used for the synthesis of two new
complementary DNA strands. During mitosis a bipolar spindle is
formed and the two double helix DNA molecules making up
each replicated chromosome become condensed and oriented
towards opposite poles of the cell. The DNA molecules attach to
microtubules emanating from the spindle poles and move away
from each other toward opposite poles to be segregated at cell
division. Thus the formation of two genomes during the cell
cycle occurs at the molecular level during S-phase and at the
cellular level during mitosis.
To ensure that each newly formed daughter cell receives a


complete genome the onset and progression of S-phase and
mitosis are controlled so that they occur in the correct sequence
once during each cell cycle, are corrected for errors in their
execution and are coordinated with cellular growth. My
laboratory has worked on how these cell cycle controls operate


in the single-celled eukaryote fission yeast or Schizosaccharo-
myces pombe, and has also extended these studies to
metazoan cells.


Fission Yeast and Cell Cycle Control


The fission yeast was first developed as an experimental model
for studying the cell cycle by Murdoch Mitchison in the 1950s.[1]


It is a cylindrically shaped cell, 12 ± 15 �m length and 3±4 �m
diameter, typically eukaryotic and yet with a genome of less than
5000 genes.[2] Murdoch used fission yeast to study how cells
grow during the cell cycle, devising procedures for physiological
analysis and to synchronise cells so they proceeded together
through the cycle. Another approach to studying the cell cycle in
yeasts was taken by Lee Hartwell in the early 1970s, using the
budding yeast Saccharomyces cerevisiae.[3] He isolated temper-
ature sensitive cell division cycle (cdc) mutants which were
unable to complete the cell cycle when incubated at their
restrictive temperature. A similar approach was also possible in
principle with the fission yeast, because Urs Leupold working in
Bern Switzerland had established the techniques needed for
classical genetic analyses of this organism. Thus it was straight-
forward for me to follow Lee's approach by isolating cdc mutants
in fission yeast when I joined Murdoch's Edinburgh laboratory in
1973, having had a brief period of postdoctoral training to learn
genetics in Bern with Urs.
The first mutants collected were mainly defective in the events


of mitosis and cell division and subsequent screens carried out
together with Kim Nasmyth identified more mutants defective in
S-phase.[4] These cdc mutants identified genes required for the
events of S-phase, mitosis and cell division, but it was not
possible to determine which, if any, of these genes were involved
in controlling these events. However, the chance observation
that mutants could be isolated which divided at a reduced cell
size provided an approach to identify such cell cycle controlling
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genes. The reason such wee mutants (wee is the Scottish word
for small) were useful is because progression through the fission
yeast cell cycle is coordinated with cell growth so that in
constant growth conditions division occurs at a fixed cell size.
Mutants altered in gene functions which are rate limiting for cell
cycle progression result in more rapid progression through the


cell cycle, and as a consequence cells undergo division before
the normal amount of growth has taken place and divide at a
small size. All the initial wee mutants isolated were found to map
to a single gene wee1.[5] One of these was temperature sensitive,
being of almost normal cell size at a low temperature and wee at
a high temperature. Shift experiments from low to high temper-
ature demonstrated that the wee1 gene acted in G2 and
controlled the cell cycle timing of mitosis (Figure 1). Experiments
with Peter Fantes analysing this and other mutants and wild-
type cells in different growth conditions[6, 7] revealed that the
onset of both S-phase and mitosis were coordinated with
attainment of a critical cell size.
Pierre Thuriaux using classical genetic procedures showed


that the wee1 gene product acted as an inhibitor of mitotic
onset.[8] The genetic procedures included suppression of the
wee phenotype by nonsense suppressors and the analysis of
dominant and recessive mutants, and led to the conclusion that
the wee mutant phenotype was associated with loss of the wee1
gene function. As well as the large numbers of wee1 mutants
there was one dominant mutant that mapped to a second gene
called wee2 which was shown by fine structure mapping to be
identical with the gene cdc2. The cdc2 gene function had
previously been shown to be required for mitosis,[4] and so these
new experiments established that cdc2 could be mutated in one
of two ways: (1) to a loss of function blocking mitosis and (2) to a
gain of function, advancing mitosis at a small cell size.
We concluded that the cdc2 gene product functioned as an
activator of mitotic onset and proposed that wee1 and cdc2
acted together in a regulatory network controlling the onset of
mitosis.
Next it was shown that cdc2 had a role controlling the onset of


S-phase. This came about as a consequence of a survey of cdc
mutants to look for those which blocked in G1 phase prior to
commitment to the cell cycle. The approach followed was that of
Lee Hartwell, who had reasoned that budding yeast mutants
blocked early in the cell cycle prior to commitment would still be
able to conjugate if challenged to do so. Cdc2ts mutants were
used as negative controls for the fission yeast experiments
because they blocked in G2 and therefore it was assumed that
they would be committed to the cell cycle. A low but significant
percentage of these cdc2ts mutant cells did conjugate, a result
initially thought to be due to some mutant cells leaking past the
block point. However, a significant percentage of conjugation
continued to be observed with the cdc2ts mutant and so the
alternative but unlikely explanation that some cells were
blocking in G1 prior to S-phase was tested. Surprisingly these
tests established that cdc2 was unusual in being required twice
during the cell cycle, first in G1 for onset of S-phase and then
again in G2 for onset of mitosis.[9]


These experiments showed that cdc2 had a central role
controlling the fission yeast cell cycle. In G1 it was required to
commit the cell to onset of S-phase, and in G2 it acted as a major
rate limiting step determining the onset of mitosis. This was
unexpected because the biochemical processes of S-phase and
mitosis are very different and yet appeared to be controlled by
the same gene function. From this time cdc2 became my major
topic of study.
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Molecular Characterisation of Cell Cycle Control


The above genetic experiments were abstract in their approach
and had revealed nothing about the molecular role of cdc2 in cell
cycle control. This could only be established by cloning the cdc2
gene but before these experiments could be carried out a DNA
transformation procedure needed to be developed for fission
yeast. This procedure would enable gene libraries to be
introduced into cdc2ts cells, allowing the cdc2 gene to be cloned
by rescue or complementation of the temperature sensitive
mutant phenotype. Developing a transformation procedure and
other methods for molecular genetics became my first priority
on setting up my own laboratory at the University of Sussex near
Brighton, where I worked in collaboration with David Beach. The
DNA transformation procedure developed was based on
methods already available for budding yeast, using both ARS
(origins of replication) elements and selectable markers from
that organism.[10] Gene replacement procedures were devel-
oped, although the efficiency of homologous recombination in
fission yeast is less than in budding yeast. The cdc2 gene was
cloned by complementation and the cloned gene was found to
fully rescue the cdc2ts mutant defects at both the G1/S and G2/M
boundaries.[11]


To check if a gene related to cdc2 was also present in budding
yeast we also transformed a cdc2ts mutant with a budding yeast
library and found a segment of DNA that could rescue the cdc2ts


mutant. Steve Reed had cloned four cdc genes from budding
yeast and provided these to us prior to their publication so we
were able to check if the cdc2ts complementing segment of DNA
was one of these genes. Hybridisation was found with the
budding yeast CDC28 gene, indicating that the fission yeast cdc2
gene and the budding yeast CDC28 gene were functionally
equivalent.[11] This was another unexpected result because
CDC28 was thought only to act at the G1/S boundary in budding
yeast, although a cdc28ts mutant had been described which
became blocked at mitosis.[12] We proposed that cdc2/CDC28
acted at both the G1/S and G2/M transitions in both yeasts, but
in budding yeast it had been difficult to detect the G2/M block
point because it occurred very early in the cell cycle just after the
G1/S block point, due to the budding mode of cell division.[13]


The similarity of the controls between the rather distantly related
yeasts also encouraged us to speculate that there might be
similar controls in mammalian cells.[11]


The movement of my laboratory from Sussex to the Imperial
Cancer Research Fund's Lincoln's Inn Fields laboratories in
central London in 1984 provided the environment and resources


Figure 1. Weemutants in fission yeast. The photomicrograph shows fission yeast cells dividing at wild-type size (A) and at a small size as in a wee mutant (B). The graph
shows a temperature sensitive wee1 mutant and wild-type cells shifted to high temperature at time 0. The filled triangles follow the percentage of wee1 mutant cells
undergoing division and the filled circles their cell size at division. Peter Fantes was an Edinburgh colleague who helped work out the relationship between cell size and
cell cycle progression in fission yeast.
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for a proper molecular characterisation of the cdc2 gene
function. The gene was shown to encode a protein kinase by
two postdoctoral workers, Viesturs Simanis and Sergio Moreno.
Viesturs developed antibodies against the Cdc2p protein and
showed that immunoprecipitates had protein kinase activity and
that this activity was temperature sensitive in vitro in extracts
made from cdc2ts mutants.[14] This result confirmed earlier work
from Steve Reed's laboratory showing that the budding yeast
CDC28 gene encoded a protein kinase.[15] Sergio optimised the
protein kinase assay and demonstrated that activity varied
considerably during the cell cycle (Figure 2), peaking just at the
onset of mitosis.[16]


Figure 2. The Cdc2p CDK activity through the cell cycle. The graph shows CDK
activity in a synchronous culture of wild-type cells. The open circles are the
percentage of dividing cells and the closed circles the Cdc2p protein kinase
activity peaking at mitosis. Sergio Moreno worked in my laboratory for over six
years, contributing much to Cdc2p and its regulation.


The molecular basis of the periodic regulation of the Cdc2p
protein kinase was worked on by two further postdoctoral
workers, Paul Russell and Kathy Gould. Paul cloned both the
wee1 and cdc25 genes by complementation, and showed that
they acted upstream of cdc2. Wee1p had sequence similarity
with protein kinases, suggesting that it might phosphorylate
Cdc2p directly to inhibit Cdc2p protein kinase activity.[17] The
cdc25 gene was shown to act in a positive manner antagonis-
tically to the Wee1p inhibitor (Figure 3), but the failure to find
any sequence similarities with previously identified genes meant
that it could only be speculated that Cdc25p was necessary for a
protein phosphatase activity that countered the Wee1p protein
kinase.[18, 19]


After my labora-
tory moved to the
Biochemistry De-
partment at Oxford
University, Kathy
Gould carried out
a biochemical anal-
ysis of Cdc2p phos-
phorylation. A ma-
jor phosphoryla-
tion site identified
was tyrosine15, the
first time tyrosine
phosphorylation
had been detected
in a microbial eu-
karyote.[20] Phos-
phorylation of this
residue was associ-
ated with the G2
phase of the cell
cycle when Cdc2p
protein kinase ac-
tivity was at a low
level. Tyrosine15 is
located near the adenosine triphosphate (ATP) binding site of
the protein kinase, suggesting that phosphorylation of this
residue might influence catalytic activity. The physiological
relevance of this phosphorylation was confirmed by construct-
ing an 'unphosphorylatable' phenylalanine15 mutant which
advanced cells prematurely into mitosis. Cdc25p was also shown
to be required to remove the phosphate from the tyrosine15
residue in Cdc2p. This work suggested that the Cdc2p protein
kinase activity was regulated by tyrosine15 phosphorylation,
and that the level of phosphorylation was regulated by the
balance of activities between the Wee1p protein kinase mitotic
inhibitor and Cdc25p mitotic activator.
One further gene important for cdc2 regulation is cdc13. This


was cloned by Booher and Beach.[21] and by my laboratory,[22] and
the putative gene product was shown to have significant
similarity with cyclins. Tim Hunt and Jon Pines had characterised
sea urchin cyclin,[23] and Tim had proposed cyclin as a cell cycle
regulator during early embryonic cleavage. Cdc13p cyclin varied
in level during the fission yeast cell cycle, and was required for
Cdc2p protein kinase activation,[16] establishing that the Cdc13p
cyclin is necessary for Cdc2p to bring about the G2/M transition.


Universal Role for Cdc2p in Cell Cycle Control


In parallel with these studies on the molecular characterisation
of Cdc2p, my laboratory was also attempting to establish if there
was a Cdc2p in metazoan cells. Two major approaches were
used, the first being the cloning of the human cdc2 gene
achieved by Melanie Lee.[24] Initially Melanie had tried to clone a
human homologue of cdc2 on the basis of structural similarity.
These approaches identified protein kinases, but as there are at
least 500 protein kinases in the human genome it was difficult to


Figure 3. The G2/M regulatory network. Wee1p
acts as a negative regulator and Cdc25p as a
positive regulator of the Cdc2p protein kinase at
the G2/M transition. The wee1 and cdc25 genes
were cloned and their regulatory relationships were
determined by Paul Russell when he was a
postdoctoral worker with me in Brighton and
London.
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know whether the cloned genes were cdc2 candidates or not.
Because of this difficulty Melanie tried a different approach of
cloning the gene by complementation of a cdc2ts fission yeast
mutant, using a human complementary DNA (cDNA) library from
Hirota Okayama. Complementing clones were isolated (Fig-
ure 4), and a tense period of a month or so followed whilst
alternative, less interesting explanations of this result were


Figure 4. The cloning of human CDC2. The photomicrograph shows cdc2ts


mutant cells being complemented by the human CDC2 gene. The human gene is
on a plasmid and when this is lost from cells they are unable to divide and
become highly elongated. This bold experiment was carried out by Melanie Lee at
the ICRF (now Cancer Research UK) Lincoln's Inn laboratories.


eliminated. The discovery of a human homologue of cdc2 had
important implications and so we were all worried that our
hopes were being raised only to be dashed at the final hurdle!
Melanie carefully completed the necessary controls, sequenced
the human cDNA, and one exciting morning we were all huddled
round the computer when the sequence comparisons between
the human and yeast proteins indicated that there was a 63%
identity between them. The human CDC2 gene could fully
substitute for the defective fission yeast cdc2 gene, despite the
evolutionary divergences of these organisms of 1000 ±
1500 million years. This result strongly supported the idea that
cell cycle control was conserved in yeast and humans, and
therefore probably in all other eukaryotes. We speculated that
human CDC2 might act at two points in the cell cycle, at the G1
restriction point known to operate in mammalian cells, and at
the G2/M transition where it acted as maturation promoting
factor (MPF) known to control M-phase in metazoan eggs and
oocytes.


The second approach directly involved MPF itself. Yoshio
Masui working in Toronto had identified MPF as a factor which
induced frog egg maturation which involvedmeiotic M-phase.[25]


Yoshio also developed cell free assays to monitor MPF[26] which
were further developed by Jim Maller and Fred Lokha in Denver
who purified MPF from the Xenopus frog.[27] The purified
preparation contained two proteins, one of which was 32kD, a
molecular mass rather similar to Cdc2p. Western blot and
immunoprecipitation experiments using antibodies against a
conserved Cdc2p peptide demonstrated that the 32kD compo-
nent of MPF was indeed a homologue of Cdc2p.[28] Subsequent
collaborative work with Marcel Dore¬e's group in Montpellier
established that a periodic mitotic kinase in starfish embryos,
also contained a Cdc2p homologue[29] as did starfish MPF.[30]


Marcel's work also greatly helped our own biochemical inves-
tigations of Cdc2p in fission yeast.
The link with MPF was important because it established that


the biochemical mechanisms underlying mitotic onset were the
same in yeasts, starfish and frogs. MPF had been shown to
'biochemically' advance starfish and frog eggs into meiotic
M-phase whilst Cdc2p had been shown to 'genetically' advance
yeast cells into mitotic M-phase. Evidence from this and other
work was sufficiently strong to propose that there was a
universal control mechanism regulating the onset of M-phase in
all eukaryotes.[31] This operates through a G2/M CDK with a
catalytic CDK subunit complexed with a cyclin subunit, regulated
by a Wee1p protein kinase phosphorylating a tyrosine residue
(and sometimes the adjacent threonine) near the catalytic site,
and a Cdc25p protein phosphatase which removed the phos-
phates to activate the CDK. CDKs were also found to regulate the
G1 to S-phase transition in multicellular eukaryotes, but a
different CDK to the one acting at G2/M is used in these
organisms. In contrast, fission yeast CDK can bring about both
the G1/S and the G2/M transitions.
The universality of cell cycle controls in eukaryotes should


have been anticipated given the high conservation already
noted for biochemical pathways and for many processes of
molecular biology. Possibly the rather different appearance of
cells and cell division in microbial eukaryotes, plants and
Metazoa made universality seem less likely than these other
processes. However, Schwann, one of the early proponents of
the cell theory had already recognised this possibility in 1839
when he stated ™We have seen that. . .cells are formed and grow
in accordance with essentially the same laws; hence, that these
processes must everywhere result from the operation of the
same forces∫.[32]


Further Roles for CDKs


In more recent years two further roles for CDKs have emerged.
The events of the cell cycle usually occur in a fixed sequence, and
if an early event such as S-phase is incomplete then a later event
such as mitosis becomes blocked. In principle there are two
general types of mechanism that can account for these depend-
encies. There could be a hard wiring of the two events such that
the later event is unable to occur physically or chemically
without the earlier event. This is analogous to a metabolic
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pathway, with the product from the first enzyme
acting as the substrate for the second. Alternatively
the two events could be linked by a regulatory loop
that inhibits the second until the first is complete.
Lee Hartwell developed the second of these two
alternatives into the idea of checkpoints whereby
the cell monitors or ™checks∫ cell cycle progression
at certain ™points∫ in the cell cycle, and if events
prior to that point are incomplete then further
progression is delayed.[33] The checkpoint idea is
also extremely useful for thinking about cell cycle
delays in response to DNA damage, and has helped
understanding of how genome stability is main-
tained during cell reproduction.
Tamar Enoch investigated the dependency of


mitosis upon completion of S-phase in fission yeast.
She showed that this dependency was lost in cells
with specific cdc2 mutations, or in mutants with
high levels of the CDK activator Cdc25p.[34] These
mutants could undergo mitosis when DNA syn-
thesis was inhibited with hydroxyurea, and so we
concluded that the checkpoint control monitoring
the completion of S-phase led to inhibition of the
G2/M CDK, preventing mitosis until S-phase was
complete. This established that CDKs were a part of
the checkpoint control ensuring that mitosis only
takes place when the genome is fully replicated.
Another role for CDKs is to ensure that there is


only one S-phase in each cell cycle. When a cell
completes S-phase and enters G2, another S-phase does not take
place until the mitosis of that cell cycle is complete. To
investigate this control, fission yeast mutants were sought
which underwent more than one round of S-phase each cell
cycle generating cells of higher ploidy. These were found to be
altered in the G2/M CDK Cdc2p/Cdc13p,[35] suggesting that the
state of this CDK is important for restraining S-phase during G2.
Consistent with this, over-expression of the CDK inhibitor Rumlp
was found to inhibit the G2/M CDK, and also to bring about
repeated rounds of S-phase.[36] Finally, Jacky Hayles showed that
deleting the Cdc13p G2/M cyclin from cells resulted in repeated
rounds of S-phase establishing that the presence of the G2/M
CDK in G2 cells inhibited S-phase (Figure 5). Only after mitosis
when this CDK was destroyed could another S-phase take
place,[37] implicating CDKs in the control mechanism maintaining
one S-phase per cell cycle.
These two roles further emphasise the importance of CDKs in


regulating the orderly progression through S-phase and mitosis
during the cell cycle. The onset of S-phase is thought to require
two sequential steps: the first of these only takes place if no CDK
activity is present whilst the second requires the presence of
CDK activity.[38] In early G1 there is no CDK activity allowing
progression through step one. Later in the cell cycle at the G1/S
boundary CDK activity appears which allows progression
through step two and brings about the initiation of S-phase.
During G2 the continued presence of CDK activity prevents step
one from occurring again and this blocks onset of a further
S-phase. At the G2/M boundary there is a further increase in CDK


activity which brings about mitosis. Exit from mitosis and the
ending of the cell cycle requires destruction of CDK activity, and
because the subsequent G1 cells lack CDK activity they are able
to carry out step one for S-phase and the whole series of events
can be repeated.[39]


What lies in the future for CDKs and cell cycle control?[40] It
remains an embarrassment that so few CDK substrates have yet
been identified. Until this situation improves understanding of
the molecular mechanisms underlying the onset of both S-phase
and mitosis will remain incomplete. Solution of this problem will
need the development of new procedures to identify in vivo
substrates for protein kinases. CDK regulation has been relatively
well characterised but needs to be further refined given the
importance of tightly regulated kinase activity at different stages
of the cell cycle. Theoretical modelling will be required to
understand how the temporal changes of CDK activity and
spatial location are regulated through the cell cycle. Regulation
of CDKs during development and the role this may play in
generating tissue and organ form is another interesting prob-
lem. The meiotic cell cycle is modified from the mitotic cell cycle
so S-phase is suppressed between M-phase I and M-phase II, an
altered regulation likely to be due to differences in CDK
behaviour between the two types of cell cycles. Such differences
may also be relevant for the switch to reductional chromosomal
segregation during meiosis.
Working out how CDKs act as major regulators of the cell cycle


has been an exciting endeavour and I feel fortunate to have
been at the right place and time to have contributed to this


Figure 5. Repeated S-phase in cells lacking G2/M CDK activity. The photomicrograph shows cells
lacking the G2/M cyclin Cdc13p. Their nuclei are stained with DAP1 and are the large nuclei with
high DNA content. The nuclei are smaller in wild-type cells. The presence of the G2/M CDK prevents
a further round of S-phase during G2. Jacky Hayles has worked in my laboratory for 20 years, and
has contributed much to many of the different projects important for understanding how CDKs
regulate the cell
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enterprise. As is clear from my account this has been a
collaborative venture involving many friends and colleagues,
some working in my laboratory and others working in other cell
cycle laboratories around the world. Without their efforts the
work described here would not have been possible. Finally, it is a
real pleasure to acknowledge my two co-awardees Lee Hartwell
and Tim Hunt and my long-term colleague Jacky Hayles, and to
thank them for their collegiality and inspiration for more than
two decades.
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Close Range Electrostatic Interactions in Proteins


Close-range
electrostatic
interactions play
important 
roles in
protein 
folding,
binding, stability, 
and function.


As an example, a ribbon diagram of a monomer of the thermophilic
enzyme glutamate dehydrogenase from P. furiosus is shown. Red
indicates residues with positively charged side chains. The residues
with negatively charged side chains are shown in blue. Other residues
are shown in green.
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Close-Range Electrostatic Interactions in Proteins
Sandeep Kumar[c] and Ruth Nussinov*[a, b]


Two types of noncovalent bonding interactions are present in
protein structures, specific and nonspecific. Nonspecific interac-
tions are mostly hydrophobic and van der Waals. Specific
interactions are largely electrostatic. While the hydrophobic effect
is the major driving force in protein folding, electrostatic inter-
actions are important in protein folding, stability, flexibility, and
function. Here we review the role of close-range electrostatic
interactions (salt bridges) and their networks in proteins. Salt
bridges are formed by spatially proximal pairs of oppositely
charged residues in native protein structures. Often salt-bridging
residues are also close in the protein sequence and fall in the same
secondary structural element, building block, autonomous folding
unit, domain, or subunit, consistent with the hierarchical model for
protein folding. Recent evidence also suggests that charged and
polar residues in largely hydrophobic interfaces may act as hot
spots for binding. Salt bridges are rarely found across protein parts


which are joined by flexible hinges, a fact suggesting that salt
bridges constrain flexibility and motion. While conventional
chemical intuition expects that salt bridges contribute favorably
to protein stability, recent computational and experimental
evidence shows that salt bridges can be stabilizing or destabilizing.
Due to systemic protein flexibility, reflected in small-scale side-chain
and backbone atom motions, salt bridges and their stabilities
fluctuate in proteins. At the same time, genome-wide, amino acid
sequence composition, structural, and thermodynamic compar-
isons of thermophilic and mesophilic proteins indicate that specific
interactions, such as salt bridges, may contribute significantly
towards the thermophilic ±mesophilic protein stability differential.


KEYWORDS:


electrostatic interactions ¥ flexibility ¥ protein folding ¥
protein structures ¥ salt bridges


1. Introduction


Specific interactions play important roles in protein folding,
binding, flexibility, stability, and function. Here we focus on
close-range electrostatic interactions. Throughout this review,
we refer to a pair of oppositely charged residues (Asp or Glu with
Arg, Lys, or His) as an ion pair. An ion pair is defined as a salt
bridge if the centroids of the side-chain charged-group atoms in
the residues lie within 4.0 ä of each other and at least one pair of
Asp or Glu side-chain carbonyl oxygen and side-chain nitrogen
atoms of Arg, Lys, or His are also within this distance. Such a
definition ensures that the oppositely charged residues in a salt
bridge are spatially close and interact.[1, 2]


2. The Role of Specific Interactions in Protein
Folding/Binding


The initial fast step in protein folding is the hydrophobic
collapse, which leads to the molten globule (MG) state. In the
next step, specific interactions are optimized; this shifts the
equilibrium toward the native state. Specific electrostatic
interactions play a critical role in reaching the native fold. A
good example is the �-lactalbumin (�-LA). If the Ca2� ion is
removed, �-LA is observed to be in its molten globule state. At
low pH values (around 2.0) �-LA also exists in the molten globule
state, referred to as the acid state (the A state).[3a] Other examples
include nucleic acid binding proteins, which on their own are
frequently disordered. However, upon binding to the DNA (or
RNA) they become stabilized.[3b] Alternatively, in some cases,
depending on the location and charge, local disorder may be


observed. A nice example is that of the adenine binding domain
in dihydrofolate reductase. By itself, this domain is unstable.
However, when bound to other domains, or to its NADPH
nucleotide cofactor, it is stabilized.[3c]


The hierarchical model is among the several models proposed
for protein folding. In this model folding initiates locally. Local
folded elements associate in a step-wise fashion to yield the
native structure.[4] Formation of salt bridges is consistent with
hierarchical protein folding. Recently, we have analyzed a
database of 222 salt bridges from 36 nonhomologous mono-
meric protein crystal structures solved to high resolution (1.6 ä
or better). For approximately half of these salt bridges, the
number of intervening residues was �10. Hence, the oppositely
charged residues that form salt bridges are often near each other
in the amino acid sequences of the proteins.[2a] Many charged
residues that form salt bridges have helical conformations. In �
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helices, negatively charged residues, Asp and Glu, are favored at
the N terminus, and at positions in the first turn. Positively
charged residues, Lys and His, are favored at or near the C
terminus. These residues have an important role in helix
termination and in the formation of helix-capping motifs. In
the middle of � helices, oppositely charged residue pairs tend to


have greater propensities to occur at adjacent positions (i, i�1)
or on the same face (i, i� 3,4). However, the middle positions of
� helices are neutral (neither favored nor avoided) for most
charged residues and the average propensities for oppositely
and like charged residue pairs to occur at (i, i�1,2,3,4) positions
are similar.[5] Nevertheless, in surveys of �-helical structures,[6](i,
i�3,4) salt-bridge pairs are observed. In �-helical peptides, salt
bridges and their networks stabilize the helical structure to
varying extents.[7] There have been relatively fewer studies on
salt-bridge formation in � sheets. However, these studies also
show that salt bridges stabilize the � sheets to similar extents as
the � helices.[8] These studies also indicate that salt bridges are
often formed in protein secondary structural elements.
A study on the conservation of salt bridges in different protein


families has shown that buried salt bridges are more likely to be
conserved than the surface exposed ones.[9] Electrostatic inter-
actions are optimized locally and appear to evolve in the
direction of avoiding electrostatic repulsions. Nevertheless,
buried unsatisfied charges exist, and their destabilizing effect
has been controversial. While some studies have suggested that
such charges may considerably destabilize protein structures,
others have suggested that their apparent destabilizing effect is
alleviated by local unfolding, reorientation of backbone charged
groups, and penetration of water. Interestingly, with regard to
optimization of electrostatic interactions, formation of additional
salt bridges is secondary.[10] In addition to pair-wise salt bridges,
more complex associations of the charged residues in proteins
are also observed. Musafia et al.[11] have carried out a statistical
analysis of complex salt bridges (involving at least three charged
residues) in 94 proteins. They find that complex salt bridges are
often formed, a fact indicating a tendency of the charged
residues to form cooperative networks. These salt bridge
networks are more often found at subunit ± subunit interfaces.
Arginine, which contains guanidium group in its side chain, acts
as a connector in such networks.
Oliveberg and Fersht[12] have developed a method to study


transition-state structures in the folding pathway, by using the
proton-titration behavior of charged protein residues. They find
that a partially buried salt bridge Arg69±Asp93 in Barnase is
formed early in the folding process. Electrostatic interactions
may also be important kinetically. A triple mutant of the Arc
repressor dimer which replaces a triad of charged residues with
hydrophobic amino acids has been shown to fold faster than the
wild type. Hence, formation of buried polar interactions may be a
slow step in protein folding.[13] Theoretical calculations indicate
that electrostatic interactions affect unfolding rates of thermo-
philic and mesophilic rubredoxins.[14] Torshin and Harrison[15]


have suggested that centroids of positive and negative charges
may match protein folding cores detected by hydrogen-
exchange experiments.
Recently, Nussinov and co-workers have proposed a hierarch-


ical model for protein folding. In this model, folding initiates
locally. First, building blocks consisting of 15 or more residues are
formed. A building block consists of a single secondary structure
or a set of contiguous secondary structures (super-secondary
structures). The conformation of a building block seen in the
native protein structure may (or may not) be same as the most
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populated conformation of the corresponding isolated peptide
fragment in solution. Mutual conformational selection leads to a
combinatorial assembly of the building blocks into hydrophobic
folding units. A hydrophobic folding unit contains a sufficiently
large buried hydrophobic core and is capable of independent
thermodynamic existence. One or more hydrophobic folding
units associate to form domains. Domains then associate into
subunits and subunits associate to yield the protein quaternary
structure. Dissection of proteins into their anatomical parts
yields information on their most likely protein folding path-
ways.[16] Analysis of salt bridges and hydrogen bonds shows that
most of these interactions are formed within building blocks,
hydrophobic folding units, domains, or subunits, rather than
across these,[17] consistent with the model.
Protein folding and binding are similar processes. Their


difference is in the absence of chain connectivity.[18a] The energy
landscape of the bound molecule can be described by fusing the
folding funnels of the constituent unbound molecules.[18d] Just
like in protein folding, close-range electrostatic interactions play
important roles in protein ±protein binding. Tsai et al.[16a,b, 19]


have created a nonredundant data set of protein ±protein
interfaces. Analyses performed on 362 structurally unrelated
protein ±protein interfaces and 57 symmetry-related oligomeric
interfaces indicate that a higher proportion of charged and polar
residues are buried at protein ±protein interfaces than in the
protein core. However, protein ±protein interfaces are poorer in
charged residues than the protein surface. The hydrophobic
effect measured in terms of the buried nonpolar surface area is
smaller at the interfaces than in the protein cores. Although
variable, nevertheless, the hydrophobic effect is dominant in the
majority of protein ± protein interfaces, as in protein cores.
Analysis of protein ±protein interfaces shows more hydrogen
bonds and salt bridges across the interfaces. However, the
geometries of these interactions are less optimal at the
interfaces than in the cores, and water mediates such inter-
actions in the interfaces to a greater extent. Salt bridges formed
across protein ± protein interfaces are mostly stabilizing and the
number of such interactions is correlated with the binding free
energy.[20]


Protein ±protein interfaces often contain ™hot spots∫ for
binding. The residues forming hot spots contribute more
towards the free energy of binding than the residues outside
these hot spots. The role of the surrounding hydrophobic
residues is to occlude bulk water. Analysis of alanine-scanning
mutants has shown that hot spots are enriched in tryptophan,
tyrosine, and arginine. An analysis of 11 families of interfaces
showed that although overall the binding sites are hydrophobic,
they contain conserved polar residues hot spots.[21] Electrostatic
complementarity between the individual molecules further
optimizes binding.[22] Inclusion of electrostatic terms in the
binding free energy function of the molecular docking programs
results in a better performance. If electrostatics-based filters are
used in screening the docking results for protein ±protein
complexes, the chances of finding the native or near-native
solutions are improved.[23] This however is the case only if the
initial solutions are already in near-native positions. On the other
hand, if solutions submitted to electrostatic calculations are far


from the binding sites, such calculations do not provide efficient
filtering. Recently, electrostatic interactions have also been
implicated in precipitation of soluble proteins upon aggregation
induced by amyloids.[24]


3. Specific Interactions and Protein Flexibility


Proteins and protein ±protein complexes show a continuous
spectrum of flexibility. Formation of specific interactions, such as
close-range electrostatic interactions, appears to shift the
equilibrium toward the native state[25] and to constrain back-
bone flexibility.[26] A molecular dynamics study on cytochrome b5
(cytb5)[27] has indicated a periodic dynamic behavior of the cytb5
surface. A cleft is formed, which enables access to the prosthetic
group heme through a hydrophobic channel. A salt bridge and a
disulfide bond introduced into mutants prevented the opening
of this cleft.
Proteins exhibit two types of flexibilities, systemic and


segmental.[17a] Systemic flexibility refers to small-scale fluctua-
tions in side-chain and main-chain atoms of the proteins in their
native states. Systemic flexibility is distributed throughout the
protein. The time-scale of systemic protein flexibility is fast. On
the other hand, segmental flexibility refers to the motion of one
part of the protein molecule with respect to the other in
response to a molecular event related to the protein function.
The motion is mostly restricted to a small segment of the
protein, such as a hinge. Segmental protein flexibility has slower
time scales. Protein movements due to segmental mobility are
much larger than the movements due to systemic flexibility.
Systemic protein flexibility can be studied by comparing


conformational isomers of the proteins. The ensembles of
protein conformations can be obtained either by computer
simulations or by study of the nuclear magnetic resonance
(NMR). Both have advantages and disadvantages. In simulations,
the computational resources and time required to sufficiently
sample the conformational space of the proteins are still quite
expensive. A force field to accurately simulate the behavior of
the protein in solution is essential. In NMR spectroscopy, it is
difficult to separate artifacts due to the structure calculation
protocol from genuine protein motion. However, the sampling
of protein conformational space obtained by simulations and by
NMR measurements usually shows a good qualitative agree-
ment. Protein flexibility can also be judged from atomic B factors
in the protein crystal structures. The availability of multiple
protein structures for the same protein is valuable in studying
protein flexibility. In our studies,[2b,c] we have used NMR con-
former ensembles and protein crystal structures to study
systemic protein flexibility. Figure 1 provides an example of
protein flexibility and illustrates individual conformers in the
NMR conformer ensemble of the Escherichia coli chemotaxis
protein CheY as well as its crystal structures. The fluctuations in
atomic coordinates of the charged residues due to systemic
protein flexibility lead to fluctuations in their locations in the
protein and in the geometries of the close-range interactions
formed by the charged residues and consequently to fluctua-
tions in their stabilities. Our studies show that, due to systemic
protein flexibilities, the salt bridges seen in the protein crystal
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Figure 1. An example of protein flexibility. a) 46 individual conformers in the
NMR conformer ensemble of E. coli chemotaxis protein, CheY. The atomic
coordinates of the individual conformers were obtained from the Protein Data
Bank (PDB)[47] entry 1cey. b) Ribbon diagrams showing the superposition of two
crystal structures of CheY. The Mg2�-bound form of CheY (PDB entry 1chn) is
shown in red and the Mg2�-deficient form (PDB entry 3chy) is shown in green.
Close-range electrostatic interactions relate to protein flexibility.


structures may break and reform easily in different conformers of
the protein. The identities of the charged residue pairs forming
the salt bridges may also fluctuate across different conformers.
Segmental protein flexibility can be studied by using ™open∫


and ™closed∫ (active or inactive) conformations of proteins. Here,
using crystal structures containing open and closed conforma-
tions, we have studied the interactions between the moving
parts that are joined by hinges. The moving part can be a


fragment (building block), a domain, or a subunit. Our analysis
shows that electrostatic interactions are limited between mov-
ing protein parts. However, substantial nonpolar, buried surface
area could still be present between the two parts both in open
and in closed conformations.[17b]


Protein flexibility is observed in protein ±protein, protein ±
ligand, enzyme± substrate, and antigen ± antibody binding.
These are frequently assigned into two binding modes, lock-
and-key and induced-fit.[28] Complexes of hen egg white
lysozyme (HEL) with anti-HEL antibodies have been studied for
the role of electrostatic interactions across the antigen ± anti-
body interface. Formation of salt bridges by Lys97 (HEL) with
Asp32 and Asp96 of (HyHEL-10VH) contribute to the specificity
of the antigen ± antibody association and entropically stabilize
the complex.[29] Residues in the catalytic triad of Rhizomucor
miehei lipase are involved in a larger electrostatic network
around the active site. This network stabilizes the active site
geometry and is conserved in the lipase family.[30] The presence
of electrostatic interactions across the protein ±protein interface
results in specificity in complex formation. However, the
structural plasticity facilitated by their limited presence also
serves useful purposes. The recognition of several ligands by a
single molecule has important immunological consequences.
For example, the Fc fragment of IgG binds to many ligands,
including protein A, protein G, rheumatoid factor, and neonatal
Fc receptor.[31]


Another issue in protein flexibility (rigidity) relates to thermal
adaptation of proteins.[32] We found that salt bridges and their
networks increase in thermophilic proteins as compared to their
mesophilic homologues. In one family, the homologous ther-
mophilic and mesophilic glutamate dehydrogenases, there is a
greater formation of salt bridges and their networks around the
active site of the thermophilic glutamate dehydrogenase. This
observation appears reasonable. The thermophilic protein has a
greater need to protect its active site from the larger disorder at
high temperatures.[32] Consistently, we have also compared the
locations of salt-bridge-forming residues in the crystal structures
of citrate synthase from thermophilic, mesophilic, and psychro-
philic organisms. Thermophilic and psychrophilic citrate syn-
thases are more similar to each other in a sequence- and
structure-wise manner and contain a larger number salt bridges
than their mesophilic homologue. However, in the thermophilic
citrate synthase the salt bridges and their networks are located
closer to the active site, while in the psychrophilic citrate
synthase they are located further from the active site.[32d]


4. Free Energy Contribution of Electrostatic
Interactions towards Protein Stability


The electrostatic description of proteins is considerably more
than a list of close-range electrostatic interactions. Long-range
electrostatic interactions also play an important role in the
stability of proteins and in protein ±protein complexes. Further-
more, the total electrostatic energy calculations also include
terms for self-energy and local polarity. Protein relaxation and
reorganization also affects the charge ± charge interactions and
the dielectric constants. Several methodologies for computing







Protein Electrostatic Interactions


ChemBioChem 2002, 3, 604 ± 617 609


the overall free energy contribution due to electrostatics have
been developed.[33] Such calculations are important for relating
protein structure with function. The focus of these is to calculate
pKa shifts in the ionizable side chains in catalytically important
residues and to compute redox potentials and the electrostatic
contribution to binding free energies for protein ±protein,
protein ± ligand, enzyme± substrate, and antigen ± antibody in-
teractions. For example, see the excellent papers by Warshel and
co-workers.[33a,d, 34] Work in this direction is also the focus in many
other groups.[35]


During protein folding/binding, the charged groups in the
proteins desolvate as their environments change from aqueous
(water) to largely nonpolar solvent. This desolvation process is
energetically unfavorable and the charged residues pay de-
solvation energy penalties as the protein folds. Consistently,
burial of polar groups in proteins results in a decrease in the heat
capacity change between native and denatured states.[36] Even
though biochemical intuition suggests that electrostatics is
stabilizing towards folded proteins or bound complexes, failure
to pay the desolvation energy penalty may result in a net
destabilizing effect.[22a,e, 37] Optimization of charge ± charge inter-
actions leads to substantial improvement in binding electro-
statics.[22b] In the GCN4 leucine zipper, binding of the two helices
improves the intrahelical electrostatic interactions, although
their overall contribution remains destabilizing.[22a] Estimates of
the desolvation penalty paid by the charged residues and
screening of charge ± charge interactions in the protein medium
depend upon the value of the dielectric constant used for the
protein. In classical electrostatics, the media are assumed to be
homogeneous and thus have a single dielectric constant.
However, the proteins are nonhomogeneous and different
regions of the proteins have different polarizabilities. For
example, the charges at or near the protein surface may
experience a different dielectric constant than the charges
buried in the protein core. Estimates of the effective dielectric
constant experienced by a salt bridge and the energetic
contributions by the salt bridge need to take into account the
effect of protein relaxation and reorganization of the polar
groups.[33d, 34j] Hence, the statement that close-range electro-
static interactions such as salt bridges are stabilizing towards
proteins is controversial. There is considerable theoretical and
experimental evidence both in favor and against this state-
ment.[1b, 2, 17, 20b, 22, 33d, 34j±n, 37, 38] In many instances, these interac-
tions contribute only marginally towards protein stability (or
destability).[6a, 39] Warshel and co-workers[34k±n] have observed
that ion pairs may not be stabilizing in a low dielectric
environment and reorganization of the polar environment in
the protein may help to stabilize them. Similar observations have
also been made by others.[37, 38h]


To understand the electrostatic properties of a protein in
aqueous solution, one needs an accurate description of the
protein (solute), the water (solvent), and the interaction between
the protein and the water. There are different methods that can
be used to provide this description. One of the most commonly
used is the continuum electrostatics approach. It is based on
classical electrostatics. In the continuum electrostatics approach,
the protein is described in atomic detail, but water is only


described in terms of its bulk properties.[40] Essentially, we follow
the method described by Hendsch and Tidor in an excellent
paper.[37] This method calculates the free energy of a salt bridge
relative to a computer mutation of the salt-bridging residues to
their hydrophobic isosteres. A hydrophobic isostere of a charged
residue is the charged residue with its side-chain functional-
group atomic charges set to zero. This method has been widely
used in the literature.[1b, 2, 17, 32b, 37, 39a]


The total electrostatic free energy of a salt bridge, ��Gtot , can
be partitioned into three terms. ��Gdslv is the sum of the
unfavorable desolvation penalties incurred by the individual salt
bridging residues due to the change in their environment from
water to the protein interior. ��Gbrd is the favorable bridge
energy due to the interaction of charged side-chain functional
groups with each other. ��Gprt represents the interaction of the
salt-bridging side chains with the charges in the rest of the
protein. The stability of a salt bridge can also be measured by the
association energy, ��Gassoc . It refers to the desolvation of the
whole salt bridge and the interaction between the salt-bridging
side chains, but it does not consider the interaction of the salt
bridge with the rest of the protein. Though not part of ��Gtot ,
��Gassoc is useful, since it measures the free energy change
associated with bringing two charged residues from a solvent of
high dielectric medium into a low dielectric protein medium
without regard to the other changes in the protein. Hence, the
association between the charged residues forming the salt
bridge would be stabilizing if the interaction between the
charged residues is strong enough to overcome the desolvation
energy penalty paid by the salt bridge.
Electrostatic calculations involve a numerical solution of the


Poisson ±Boltzmann equation with a finite difference approx-
imation. These calculations can be performed by using the
DELPHI package developed by Honig and co-workers.[41] The
use of the PARSE3 set of partial atomic charges and radii
allows the experimental data to be reproduced for a wide range
of small organic molecules and ions representing amino acid
side chains.[42] In each case, the protein molecule is mapped on
to a three-dimensional grid. A rough calculation with the
molecule occupying a smaller volume of the grid provides
boundary conditions for the more focused calculations.[43] In
order to improve the accuracy of these calculations, it is
recommended that the protein structure is appropriately
optimized.[44]


We have identified 222 nonequivalent salt bridges in 36
nonhomologous monomeric protein crystal structures.[2a] This
database captures the salt bridges in all structural contexts.
Approximately one third of the salt bridges are buried in the
protein core, that is, both salt-bridging charged residues are
�20% solvent exposed. The remaining two-thirds are classified
as solvent exposed. Less than one-tenth of the salt bridges are
networked, to form four triads and three tetrads. The remaining
are isolated salt bridges. Continuum electrostatic calculations
show that most (�86%) of the salt bridges are stabilizing with
respect to their hydrophobic isosteres. These include most of the
buried salt bridges. Most stabilizing salt bridges contain at least
one hydrogen bond between the atoms in their side-chain
charged groups.
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The electrostatic strengths (electrostatic free energy contri-
bution towards protein stability) of the 222 salt bridges show a
wide variation. On average, the electrostatic strength of the salt
bridges appears to be determined by two terms with opposite
signs, namely, ��Gdslv and ��Gbrd . The term ��Gprt has a
secondary, but not minor, contribution. Hence, the interaction
between side-chain charged groups of the salt-bridging residues
is primarily responsible for overcoming the unfavorable de-
solvation energy paid by the salt-bridging residues. However, in
the case of the networked residues, both ��Gbrd and ��Gprt
have similar magnitudes. All networked salt bridges are stabiliz-
ing. The stabilizing salt bridges pay smaller desolvation energy
penalties and have stronger ��Gbrd and ��Gprt terms than the
destabilizing ones. The hydrogen-bonded salt bridges are
stronger than the non-hydrogen-bonded ones.
The buried salt bridges in our database are more stabilizing


than the exposed ones, although they pay higher desolvation
energy penalties. This observation runs counter to the currently
accepted view in the literature that burial of charged residues
destabilizes the protein.[13, 38e±h, 45] However, recent evidence
suggests that buried charged residues in the proteins occur
more frequently than previously thought. Furthermore, a single
buried charged residue may also be stabilizing.[46] The rationale
for these observations is as follows. Even though a charged
residue pays a large desolvation energy penalty due to burial in
the low dielectric protein core, its interaction with the other
charged residues and (or) with the protein-backbone charged
atoms is also much stronger due to lesser solvent screening. This
is due to the difference in the dielectric constants of water and
the protein core. If we take the value of dielectric constant to be
80 for water and 4 for the protein core, the electrostatic
interaction between two oppositely charged residues would be
twenty times stronger in the protein core than on the protein
surface, provided that otherwise nothing has changed.
Geometrical orientation of the salt-bridging side-chain


charged groups (salt-bridge geometry) plays a critical role in
determining salt-bridge stability. Salt bridges with favorable
geometries are likely to be stabilizing anywhere in the protein
structure. Salt-bridge geometry is characterized by (1) the
distance (r) between the side-chain charged-group centroids
and (2) the angular orientation (�) of the side-chain charged
groups in the two salt-bridging residues. This is the angle
between two unit vectors. Each unit vector joins a C� atom and a
side-chain charged-group centroid in a charged residue. Figure 2
shows a polar plot of salt-bridge geometries in our database.
Since all the salt bridges have good geometries, a majority of
them is stabilizing.
A consequence of the fluctuations in atomic coordinates of


the protein, due to flexibility, is that the charged residues within
the pairs move with respect to each other in different con-
formers of the protein. The location of the charged residues in
the protein is also affected. Hence, it can be expected that
systemic protein flexibility will affect the electrostatic strength of
the interacting charged residues. Using the NMR conformer
ensembles, we have analyzed the electrostatic strengths of intra-
and interhelical ion pairs and a five-residue ion-pair network
(IPN-5) in individual conformers in the NMR ensemble and in the


Figure 2. Polar plot showing the orientation of salt-bridging side chains in 222
salt bridges. The distance between charged-group centroids in the salt bridges is
plotted along the radius of the plot. The angle is between the two unit vectors
joining C� atoms with their respective charged-group centroids for the salt-
bridging residues. The observed data points are indicated by the symbols 'x'. The
salt bridges in our database have good geometry. Hence, most of them are
stabilizing.


average energy-minimized structure of the c-Myc-Max leucine
zipper (Protein Data Bank (PDB)[47] entries 1a93 and 2a93). All the
ion pairs and the ion-pair network show extensive conformer-
dependent fluctuations in their electrostatic strengths and
geometries, as well as the location of the charged residues.
However, the most surprising observation was that each ion pair,
as well as the ion pair network (IPN-5), interconverted between
being stabilizing and being destabilizing.[2b] This indicates that
the overall electrostatic contribution of the ion pairs toward
proteins is conformer-population dependent.
To probe this issue further, we have performed an extensive


analysis of electrostatic strengths of 22 ion pairs in NMR
conformer ensembles of 11 different proteins.[2c] These ion pairs
form salt bridges in the crystal structures, in the average energy-
minimized structures, or in the ™most representative∫ conformer
of the proteins. We again found conformer-dependent fluctua-
tion in the electrostatic contributions of these ion pairs. Most of
the ion pairs interconverted between being stabilizing and
destabilizing in different protein conformers. The observed
fluctuations reflected the variabilities in the ion-pair geometries
as well as the location of the charged residues in different
conformers of the proteins. We also found that the salt bridges
seen in the crystal structures could easily break and reform in
different conformers. Ion pairs which do not form salt bridges in
the crystal structures were often seen to form salt bridges in
conformers of the ensembles. Hence, both the identity of the
charged residues that form close-range electrostatic interactions
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and the electrostatic strengths of these interactions are con-
former-population dependent. These observations appear rea-
sonable if we realize that the energy landscapes of the proteins
are dynamic and shift in response to the changes in the protein's
environments.[18] These fluctuations are seen not only in NMR
conformers but also in different crystal structures of the same
protein.
The fluctuations observed in ion-pair geometries and in their


electrostatic strengths are interrelated. The availability of
extensive data on ion-pair geometries and their electrostatic
strengths provides an opportunity to study this relationship. We
have divided the database of ion pairs according to their
geometries into salt bridges, N�O bridges, and longer range ion
pairs. Salt bridges are those ion pairs which follow both
geometrical criteria in our definition of a salt bridge.[2] N�O
bridges follow only one, that is, they have at least a pair of side-
chain functional-group nitrogen and oxygen atoms within 4 ä
distance, but the side-chain functional-group centroids are
�4.0 ä apart. The longer-range ion pairs are those which violate
both criteria of the salt bridge definition. Figure 3 shows an
example of these three types of ion pairs. The geometrical
orientation of the side-chain charged groups in the ion-pairing


residues is most favorable in salt bridges, less favorable in the
N�O bridges, and most unfavorable in the longer-range ion
pairs. The electrostatic strengths of the ion pairs show the same
trend. The electrostatic interaction between the ion-pair residues
is the strongest when they form salt bridges, weaker when they
form N�O bridges, and the weakest when they form longer-
range ion pairs. Most of the salt bridges are stabilizing with
respect to their hydrophobic isosteres. A considerably reduced
majority of N�O bridges are also stabilizing. A majority of the
longer-range ion pairs are destabilizing.[48]


In summary, the free energy contributions of the electrostatic
interactions depend upon the protein conformer population
distribution and hence upon the experimental conditions.
Geometrical optimization of electrostatic interactions is an
important factor in an ion pair's free energy contribution
towards the protein stability. These observations further validate
our criteria for identifying salt bridges in protein structures.


5. Protein Thermostability and Close-Range
Electrostatic Interactions


Proteins from organisms that live at high temperatures show
greater thermal stability as compared to proteins from meso-
philic organisms. An understanding of the thermodynamic
stability difference between thermophilic and mesophilic pro-
teins is important not just for theoretical reasons but also for
practical industrial applications.[32, 49] Thermodynamic stability of
proteins can be studied by means of differential scanning
calorimetry (DSC) and spectroscopy (circular dichroism, fluores-
cence, UV/Vis). For a reversible two state (N�D) folding protein,
a protein-stability curve describing the variation of its thermo-
dynamic stability (�G(T)) with temperature (T) can be obtained
by using the Gibbs ±Helmholtz equation.[50]


�G(T) � �HG(1�T/TG)��Cp[(TG�T)�T ln(T/TG)]


To plot the stability curve, three experimentally determined
thermodynamic quantities are needed, �HG, the enthalpy
change between the native (N) and denatured (D) states of the
protein, �Cp, the heat capacity change, and TG, the melting


temperature of the protein.[50] The shape of
the protein stability curve is a skewed parab-
ola. Using the protein-stability curve, one can
compute the free energy change between the
native (N) and denatured (D) states of the
protein (�G(T)) at a given temperature, T. One
parameter that is of interest is the free energy
change at the temperature of maximal pro-
tein stability, �G(TS). Recently, we have com-
pared the protein-stability curves and the
thermodynamic parameters in five families
containing homologous thermophilic and
mesophilic proteins. Interpreting our results
in terms of the protein structure, we see that
greater protein stability is obtained by a
greater formation of specific interactions,
such as salt bridges and their networks, in
the thermophilic proteins.[51]


These observations are consistent with our earlier analysis of
sequence and structural differences in 18 nonredundant families
of homologous thermophilic and mesophilic proteins.[32a] We
analyzed various factors, hydrophobicity, compactness, proline
content, disulfide bridges, residue composition, secondary
structure content, surface areas, insertions/deletions, oligomeri-
zation, salt bridges, and hydrogen bonds. The thermophilic and
mesophilic proteins have similar percentages of nonpolar sur-
face buried in the core (hydrophobicities) and compactness
(atomic packing), which indicates a similar extent of hydro-
phobic contribution towards the stability of these proteins. The
distribution of buried and exposed polar and nonpolar surface
areas is quite uniform in proteins and does not change among
thermophiles and mesophiles. The occurrence of main chain ±
main chain hydrogen bonds that define protein secondary
structure is also similar between thermophiles and mesophiles.
Hence, the factors that may determine the overall protein fold


Figure 3. Examples of different geometries of ion pairs in proteins described in the text. a) Salt bridge,
b) N�O bridge, and c) longer-range ion pair (LRIP) are shown for Lys4 ±Glu15 in the NMR conformer
ensemble (�1GB1	) of protein G. Oxygen atoms are in shown red, nitrogen atoms are in blue, and carbon
atoms are in green. The number along the line joining two atoms shows the distance (in ä) between
the atoms. Ion-pair geometries are most optimal when the charged residues form a salt bridge, less
optimal when they form an N�O bridge, and least optimal when they form an LRIP. Most of the salt
bridges are stabilizing towards proteins. The majority of N�O bridges are stabilizing. The majority of the
longer-range ion pairs are destabilizing towards the proteins.
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have similar values for thermophilic and mesophilic proteins.
Proline content, insertions/deletions, and oligomerization do not
show consistent trends between thermophiles and mesophiles.
On the other hand, the amino acid distributions in thermophiles
and mesophiles are significantly different, despite the high
sequence identities among thermophiles and mesophiles in our
database.[32a] Thermophilic proteins appear to favor residues
with larger side chains and to avoid thermolabile residues. An
increase in electrostatic interactions (salt bridges and side
chain ± side chain hydrogen bonds) in thermophiles as com-
pared to their homologous mesophiles is the most consistent
trend. These sequence and structural features may simulta-
neously raise �HG and lower �Cp of a thermophilic protein as
compared to its mesophilic homologue, thereby resulting in the
greater thermodynamic stability of the thermophilic protein.
We have compared the electrostatic strengths of salt bridges


in glutamate dehydrogenase from a hyperthermophile (Pyro-
coccus furiosus) and mesophile (Clostridium symbiosum).[32b]


Pyrococcus furiosus glutamate dehydrogenase (PfGDH) is ex-
tremely thermostable, with its melting temperature being
113 �C. The mesophilic Clostridium symbiosum glutamate dehy-
drogenase (CsGDH) shares 34% sequence identity with PfGDH
and the monomers of the two proteins superimpose with a root
mean square deviation (RMSD) of 1.38 ä. In both organisms, the
biochemically active GDH is a homohexamer. However, CsGDH
has a half life of only 20 minutes at 52 �C and its melting
temperature is 55 �C. Previously[32a] we found an increase in salt-
bridge formation in PfGDH. Continuum electrostatic calculations
performed on monomers of PfGDH and CsGDH show that the
salt bridges in PfGDH are highly stabilizing. The salt bridges in
CsGDH are marginally stabilizing. Salt bridges in PfGDH form
extensive salt-bridge networks. Due to this, the interactions of
charged side chains in the salt-bridge-forming residues with the
rest of protein are almost as significant as the interaction of
these side chains with each other. Hence, the cooperative nature
of electrostatic interactions may lead to increased stability of
PfGDH.
Analyses based on protein sequences from complete ge-


nomes of thermophilic and hyperthermophilic organisms and
comparisons of sequence/structural properties of homologous
thermophilic and mesophilic proteins have also consistently
indicated a significant increase in the proportion of charged
residues for the thermophiles.[52] The improvement in electro-
statics for thermophiles is reflected in alleviation of electrostatic
repulsions, increased occurrence of ion pairs and their networks,
and geometrical optimization of charged residue positions to
yield a favorable energetic contribution towards protein stabil-
ity.[53] Different protein families may optimize these factors
differently. In the following section we present a detailed case
study of the molecular basis of greater thermostability of
Thermus thermophilus ribonuclease H.


6. Molecular Analysis of Thermostability of
Thermus thermophilus Ribonuclease H


Ribonuclease H is a single domain protein. Its function is to
cleave DNA±RNA hybrids. T. thermophilus ribonuclease H


(TtRnaseH) and E. coli ribonuclease H (EcRnaseH) are very similar.
The amino acid sequences of the two proteins are �55%
identical. The X-ray crystal structures[54] for the mesophilic and
thermophilic Rnase H superimpose with an overall C� RMSD of
1.23 ä with 140 matching residues, as determined by a
sequence-order-independent structural superposition tech-
nique.[55] Hollien and Marqusee[56] have compared the thermo-
dynamic stabilities of cysteine free mutants of TtRnaseH and
EcRnaseH and performed hydrogen±deuterium exchange to
identify residues contributing towards the stability of TtRnaseH.
Figure 4 presents the protein stability curves of EcRnaseH and


Figure 4. Comparison of protein stability curves for E. coli and T. thermophilus
ribonuclease H cysteine-free mutants. The stability curve for the thermophilic
ribonuclease H (TtRnaseH) is broader and up-shifted compared to the stability
curves for the mesophilic ribonuclease H (EcRnaseH). The y-axis represents the
free energy difference (�G) between denatured (D) and native (N) states of the
proteins and the x-axis represents the temperature. The protein stability curves
were plotted by using the Gibbs-Helmholtz equation (see text).[50] Data on �HG,
�Cp , and TG for TtRnaseH and EcRnaseH were taken from ref. [56b] .


TtRnaseH cysteine free mutants plotted by using their data. The
protein stability curve of TtRnaseH is broader and up-shifted as
compared to that of EcRnaseH, indicating greater thermody-
namic stability for TtRnaseH. The living temperature of T. ther-
mophilus is 68.5 �C. At 68.5 �C, the unfolded state of a cysteine-
free variant of E. coli Rnase H (EcRnaseH) would be favorable by
0.91 kcalmol�1. However, for the cysteine-free variant of T. ther-
mophilus Rnase H (TtRnaseH), the folded state is favorable by
5.6 kcalmol�1 at this temperature. Here, we attempt to ration-
alize this stability difference between TtRnaseH and EcRnaseH in
terms of the differences in the sequence and structural proper-
ties of TtRnaseH and EcRnaseH.
Using hydrogen/deuterium exchange experiments, Hollien


and Marqusee have measured the free energy contributions for
39 out of 52 residues which contain slow-exchanging amide
protons (Table 1 in ref. [56a]). These residues stabilize the folded
state of TtRnaseH by 5.5 ± 16.5 kcalmol�1. They have also
reported that these residues are distributed throughout the
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protein structure and that thermostability is achieved in a
delocalized manner. The sequence alignment of EcRnaseH and
TtRnaseH shows that 19 out of the 39 residues are conserved
between the two proteins, while the remaining 20 residues are
mutated. Ishikawa et al.[54b] have suggested that replacement of
Lys95 in EcRnaseH by Gly100 in TtRnaseH contributes to protein
thermostability by relieving steric hindrance. Lys95 in EcRnaseH
is in a left-handed helical (�L) conformation. The formation of an
intramolecular disulfide bond also contributes to the stability of
TtRnaseH.[57]


Table 1 compares the microscopic sequence and structural
parameters between EcRnaseH and TtRnaseH. Both have similar
secondary structural (� and �) content, fraction of surface
accessibility, hydrophobicity, compactness and average occlud-
ed surface parameters,[58] and main chain ±main chain hydrogen
bonds. Figure 5 plots contour maps C� ±C� distances for


Figure 5. Contour plots of C�-C� distances in a) EcRnaseH and b) TtRnaseH.
Contours are filled with different colors (violet to red). The C�-C� distances increase
from violet to red. Note that the two contour plots are very similar.


EcRnaseH and TtRnaseH. The maps are very similar. These results
indicate that both proteins have similar atomic packing and
similar extents of nonspecific interactions. These results are
similar to those obtained previously for 18 families of homol-
ogous thermophilic and mesophilic proteins.[32a]


Despite the 55% sequence identity, the amino acid distribu-
tions of EcRnaseH and TtRnaseH are significantly different at the
95% level of confidence (�2 value�36.1; Table 1). For 19


parameter systems such as amino acid distributions in EcRnaseH
and TtRnaseH, the �2 value should be greater than 30.14 to reject
the null hypothesis (Ho : Two distributions are similar) at the 95%
level of confidence (the probability of accepting the null
hypothesis, P� 0.05). This observation is further supported by
a large Hamming distance[5] between the two protein sequences
in 20-dimensional percent amino acid composition space. The


Table 1. Microscopic properties of thermophilic and mesophilic ribonuclea-
se H.


Property EcRnaseH TtRnaseH


general comparison


number of residues 155 166
PDB file 2RN2 1RIL
resolution 1.48 ä 2.8 ä
number of residues in crystal structure 155 147
sequence identity 55%
C� RMSD[a] 1.39 ä
number of matching residues[a] 140


sequence and structural comparison


� content[b] 34.8% 36.1%
� content[b] 28.4% 21.1%
hydrophobicity[c] 0.80 0.79
compactness[c] 1.71 1.63
average occluded surface parameter[d] 0.37� 0.15 0.37�0.14
fractional ASA[e] 53.7% 47.6%
MC±MC hydrogen bonds[c] 68 60
MC±SC hydrogen bonds[c] 34 19
SC± SC hydrogen bonds[c] 15 7
N�O bridges[f] 6 14
salt bridges[f] 4 3
�2 value[g] 36.10
Hamming distance[g] 9.3
charged residues (D, E, H, K, R) 45 (29.0%) 55 (33.1%)
polar residues (N, Q, S, T) 29 (18.7%) 22 (13.3%)
aromatic residues (F, Y, W) 13 (8.4%) 13 (7.8%)
apolar residues (G, A, V, L, I) 56 (36.1%) 57 (34.3%)
�-branched residues (I, V, T) 26 (16.8%) 16 (9.6%)
number of proline residues 5 (3.2%) 12 (7.2%)
thermolabile residues (C, M, N, Q) 22 (14.2%) 16 (9.6%)


[a] The C� root mean square deviation (RMSD) and the number of matching
residues were obtained by superimposing the two structures with a
computer-vision-based sequence-order-independent structure comparison
method.[55] [b] � and � content indicate the fraction of residues in �-helical
and �-strand conformations, respectively. These values were taken from
promotif summary pages of PDB files 1ril and 2rn2, available at the PDBSUM
website: http://www.biochem.ucl.ac.uk/bsm/pdbsum/. [c] Hydrophobicity,
compactness, and numbers of main chain ±main chain (MC±MC), main
chain ± side chain (MC±SC), and side chain ± side chain (SC ± SC) hydrogen
bonds were calculated according to the procedures described by Kumar
et al.[32a] from the crystal structure of EcRnaseH and TtRnaseH. TtRnaseH
contains atomic coordinates for 147 (out of 166) residues. [d] Average
occluded surface parameter (OSP)[58] values were calculated by using the
OS71 program available at http://www.csb.yale.edu. Along with compact-
ness values, these parameters qualitatively measure packing in EcRnaseH
and TtRnaseH. [e] Fraction of protein surface area exposed to water,
calculated by using the accesssurf routine in the ProStat program in the
Homology module of the molecular modeling package INSIGHTII (98.0)
fromMSI. [f] Salt bridges in EcRnaseH and TtRnaseH were identified by using
the method of Kumar and Nussinov.[2a] N�O bridges were inferred if at least
one pair of oxygen and nitrogen atoms in side-chain functional groups of
two oppositely charged residues are within 4.0 ä distance. [g] �2 value and
Hamming distance computed according to Kumar and Bansal.[5a] Hamming
distance indicates the distance between EcRnaseH and TtRnaseH sequences
in 20-dimensional amino acid composition space.
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proportion of the charged residues (Asp, Glu, His, Lys, and Arg)
increases in TtRnaseH (33.1%) as compared to the proportion of
these residues in EcRnaseH (29%) by 4.1%. The proportion of
polar uncharged residues (Asn, Gln, Ser, and Thr) decreases in
TtRnaseH as does the proportion of the thermolabile residues
(Cys, Met, Asn, and Gln). The apolar residues (Gly, Ala, Val, Leu,
and Ile) occur with similar proportions in TtRnaseH (34.3%) and
EcRnaseH (36.1%). The proportion of proline residues increases
in TtRnaseH. In general, it appears that TtRnaseH favors residues
with longer side chains, such as Glu, Leu, and Arg.
Consistent with the increase in the occurrence of charged


residues is the formation of a larger number of close-range
electrostatic interactions. The crystal structure of TtRnaseH (PDB
entry 1RIL, 2.8 ä resolution with coordinates for 147 out of 166
residues[54b])has 17 ion pairs. Fourteen of these are N�O bridges
and the remaining three are salt bridges. It also contains two ion-
pair networks, a hexad (six-residue network) and a tetrad (four-
residue network). The crystal structure of EcRnaseH (PDB entry
2RN2, 1.48 ä resolution with coordinates for all 155 residues[54a] )
has 10 ion pairs (6N�O bridges and 4 salt bridges) and two ion-
pair networks, a pentad and a triad. Figure 6 highlights the
location of charged residues in TtRnaseH and EcRnaseH.
The sequence alignment of EcRnaseH and TtRnaseH[54b]


indicates eight positions where apolar residues have been
replaced by charged residues. These substitutions are L2R, M50K,
V54E, I66D, V101R, L136E, A139R, and L146K. We have computed
the electrostatic free energy contribution (��Gelec) for six of
these eight charged residues towards the stability of TtRnaseH
by using continuum electrostatic calculations based on the
method described by Tidor and co-workers.[53a] In this procedure,
��Gelec for a charged residue consists of two terms, ��Gdslv and
��Gint . ��Gdslv is the desolvation energy penalty paid by the
charged residue and ��Gint is the free energy of the electrostatic
interaction between the charged residue and all the charges in
the rest of the proteins. Hence,


��Gelec � ��Gdslv���Gint


The remaining two substitutions L2R and L146K fall at the N
and C termini of TtRnaseH. Since the atomic coordinates for the
adjoining residues are missing in the crystal structure of
TtRnaseH, we did not calculate the ��Gelec for these substitu-
tions.
Five out of the six charged residue substitutions in TtRnaseH


have stabilizing electrostatic free energy contributions with
respect to their hydrophobic isosteres (Figure 7). Out of the five,
three residues, D66 in strand D and E136 and R139 in helix �V,
appear to have large electrostatic stabilization. D66 is also part of
a six-residue ion-pair network (hexad; formed by residues R2, R4,
E64, D66, R115, and R117) in TtRnaseH. Glu136 and Arg139 form
a salt bridge. This salt bridge is stabilizing towards TtRnaseH by
�5.6 kcalmol�1. Of the remaining two residues with stabilizing
��Gelec values, K50 is part of a four-residue ion-pair network
(tetrad formed by E39, R46, K50, and D102) and E54 forms a salt
bridge with K57 in TtRnaseH. The salt bridge E54 ±K57 stabilizes
TtRnaseH by �1.1 Kcalmol�1. Both ion-pair networks, the hexad
and the tetrad, have stabilizing electrostatic contributions. The


Figure 6. Ribbon diagrams showing the distribution of charged residues in
a) T. thermophilus ribonuclease H (TtRnaseH) and b) E. coli ribonuclease H (EcR-
naseH) crystal structures (PDB codes: 1RIL and 2RN2, respectively). All charged
residues are shown in ball-and-stick representation. The positively charged
residues are shown in red and the negatively charged residues are shown in blue.
The ribbon for all other residues is shown in green.


electrostatic free energy contribution by the hexad (R2, R4, E64,
D66, R115, and R117) in TtRnaseH is �7.8 kcalmol�1 and that for
the tetrad (E39, R46, K50, and D102) is �2.0 kcalmol�1. Hydro-
gen-exchange experiments by Hollien and Marqusee[56a] also
indicate stabilizing roles for four of these residues. Arg101 has
destabilizing electrostatic free energy contribution (��Gelec�
�2.04 kcalmol�1) towards TtRnaseH. Arg101 lies at the N
terminus of helix �IV [54b] and does not form a salt bridge or ion
pair. Arginine residues are avoided at positions near the �-helix N
terminus.[5a] Hence, a mutation of R101 may further enhance the
stability of TtRnaseH.
The electrostatic free energy values reported here for single


charged residues, salt bridges, and ion-pair networks correspond
to room temperature, pH 7.0, and zero ionic strength. At the
living temperature of T. thermophilus, these values are expected
to further decrease by approximately 1 kcalmol�1 due to the
reduced hydration free energy changes for the residues, reduced
dielectric constant for water, and reduced solvent screening of
the electrostatic interactions.[32b, 35c] This indicates that ��Gelec
values would be less destabilizing for R101 and more stabilizing
for K50, E54, D66, E136, and R139 in TtRnaseH. It is not clear how
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Figure 7. A bar diagram showing the electrostatic free energy contribution
towards the stability of TtRnaseH for six charged residues. EcRnaseH contains
apolar residues at these positions. A negative value for ��Gelec (y-axis) indicates
that the charged residue stabilizes TtRnaseH. The procedure for computing
��Gelec is described briefly in the text. Amino acids are shown in their single letter
codes. Five of the six charged residues have stabilizing electrostatic contributions.
Of these, three residues D66, E136 and R139 have large contributions. R101 has a
destabilizing electrostatic free energy contribution. D66 is part of a highly
stabilizing six-residue ion-pair network. E136 and R139 form a highly stabilizing
salt bridge.


the electrostatic free energy contributions of these charged
residues, salt bridges, and ion-pair networks would be affected if
the atomic coordinates of the missing 19 residues at the N and C
termini of TtRnaseH were known.


7. Summary and Outlook


Here, we have discussed the role of specific interactions in
protein folding, structure, and function. Though not the driving
force in protein folding and binding, these interactions play
important roles in fine-tuning the protein structure for optimum
function. Salt bridges are among the best studied noncovalent
interactions in proteins. The location of salt bridges is consistent
with the hierarchical model for protein folding. While some
experiments suggest formation of buried salt bridges and their
networks may constitute a slow step in protein folding, others
regard these as being involved in early events. Possibly these
could be related to the location and sequence separation of the
salt-bridging residues. Formation of salt bridges and their
networks appears to constrain protein flexibility. Yet, both the
identities of the charged residues forming the salt bridges and
the electrostatic strengths of the salt bridges fluctuate. Salt
bridges are avoided in protein parts that show segmental
flexibility, such as hinge-bending motion.
It can be debated whether salt bridges stabilize or destabilize


proteins. There is considerable theoretical and experimental
evidence in favor of both. In theory, the effects due to internal
dielectric constants of the protein experienced by the salt
bridges as well as protein relaxation and reorganization of the
polar groups upon salt-bridge formation are not completely


understood. In our work, we find that geometrical orientation of
the salt-bridging-residue side-chain charged groups with respect
to each other is a crucial factor in determining the electrostatic
strength of a salt bridge. Salt bridges with favorable geometrical
orientation of the side-chain charge groups may be stabilizing
anywhere in the protein structure.
While the stabilizing effect of salt bridges remains a con-


troversial issue, it is becoming increasingly clear that they
contribute significantly towards the homologous thermophilic ±
mesophilic protein stability differential. That is, among the
homologous thermophilic and mesophilic proteins, the thermo-
dynamic stability is modulated by optimizing the close-range
electrostatic interactions. These optimizations include relieving
the electrostatic stress due to repulsions, geometrical optimiza-
tion of the salt bridges and their networks, and formation of
additional salt bridges and their networks, particularly around
the active sites of the thermophilic proteins. On the one hand,
we note that salt bridges and their networks constrain protein
flexibility. On the other hand, an increase in the number of
charged residues and greater formation of salt bridges and their
networks are the most consistent trends observed in the
thermophilic proteins. This raises the possibility that thermo-
philic proteins are more rigid. However, at the living temper-
atures of their source organisms, the thermophilic proteins are
flexible enough to perform their functions optimally.[59]


The overall free energy contributions of electrostatics may
also be stabilizing or destabilizing towards proteins and
protein ±protein complexes. It is possible that the overall
contribution of electrostatics may be destabilizing even if the
free energy contribution of the close-range electrostatic inter-
actions is stabilizing.[22e] Considerable work is needed to further
improve current electrostatic models.[33, 34j]
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Big Effects from Small Changes: Possible Ways
to Explore Nature's Chemical Diversity
Helge Bjˆrn Bode, Barbara Bethe, Regina Hˆfs, and Axel Zeeck*[a]


Fungi or bacteria that produce secondary metabolites often have
the potential to bring up various compounds from a single strain.
The molecular basis for this well-known observation was confirmed
in the last few years by several sequencing projects of different
microorganisms. Besides well-known examples about induction of
a selected biosynthesis (for example, by high- or low-phosphate
cultivation media), no overview about the potential in this field for
finding natural products was given. We have investigated the
systematic alteration of easily accessible cultivation parameters
(for example, media composition, aeration, culture vessel, addition
of enzyme inhibitors) in order to increase the number of secondary
metabolites available from one microbial source. We termed this
way of revealing nature's chemical diversity the 'OSMAC (One
Strain ±Many Compounds) approach' and by using it we were able
to isolate up to 20 different metabolites in yields up to 2.6 g L�1 from
a single organism. These compounds cover nearly all major natural
product families, and in some cases the high production titer opens
new possibilities for semisynthetic methods to enhance even more
the chemical diversity of selected compounds. The OSMAC


approach offers a good alternative to industrial high-throughput
screening that focuses on the active principle in a distinct bioassay.
In consequence, the detection of additional compounds that might
be of interest as lead structures in further bioassays is impossible
and clearly demonstrates the deficiency of the industrial procedure.
Furthermore, our approach seems to be a useful tool to detect
those metabolites that are postulated to be the final products of an
amazing number of typical secondary metabolite gene clusters
identified in several microorganisms. If one assumes a (more or
less) defined reservoir of genetic possibilities for several biosynthetic
pathways in one strain that is used for a highly flexible production
of secondary metabolites depending on the environment, the
OSMAC approach might give more insight into the role of
secondary metabolism in the microbial community or during the
evolution of life itself.


KEYWORDS:


chemical diversity ¥ natural products ¥ OSMAC approach ¥
polyketides ¥ secondary metabolism


1. Introduction


The search for bioactive compounds (for example, to overcome
the danger of increasing microbial resistances) is one of the
central subjects of industrial and academic natural products
chemistry.[1] Various methods to achieve this goal have been
described in the literature (such as combinatorial chemistry or
high-throughput screening of different biological sources).[2±4]


An improved strategy is the search for biomolecules (that is,
antibiotics, enzymes) by recombinant approaches that bypass
the limitations imposed by the traditional requirement for
isolation and cultivation of potent microbial producers of such
compounds by capturing genes and complete pathways from
the metagenome of different environments.[5±7] However, most
of these approaches can be performed only by the pharma-
ceutical industry or biotech companies with a good financial
background, leaving academic research behind. With this
problem in mind, one has to think about alternatives for
academia to compete with 'big money'. One possible way is to
focus on a reasonably small number of organisms that are
investigated in every detail and bear the chance to bring up
several new products from one source. Not just since the recent
projects of whole genome sequencing of microorganisms has it
become obvious that most fungi or bacteria that produce
secondary metabolites have the potential to generate more than


one compounds. A good example is the complex metabolite
pattern of Streptomyces sp. Gˆ40/10 (Scheme 1).[8, 9] Five ansa-
mycins (ansatrienine A (1), naphthomycin B (2) and K (3),
diastovaricin I (4) and II (5)), 14-membered macrolides of the
cineromycin-B-type 6 ±12, collinolactones 13 and 14 (as a 1:3
mixture of cis ± trans isomers), and the two different butyrolac-
tones 15 and 16 can be isolated from this strain from one single
fermentation.


Compared to this strain with its mainly reduced type I
polyketides, S. cellulosae ssp. griseorubiginosus (strain S1013)
produces only four compounds but originated from three
different biogenetic pools (Scheme 2).[10±13] The gabosines D (17)
and E (18) are derived from intermediates of the sugar pathway,
hexacyclinic acid (19) represents one of the rare polycyclic type I
polyketides, and compound 20 is an angustmycin A deriva-
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Scheme 2. Isolated metabolites from Streptomyces cellulosae S1013.


tive.[14] The corresponding ethyl ortho-ester of 20 was synthe-
sized previously from angustmycin A, EtOH, and Br2 in CHCl3 in
good yield.[15] The production of 19 was increased 13-fold by the
addition of 1 g L�1 of NaBr to a standard cultivation medium.


Further examples are the myxobacteria that also produce
various polyketides, nonribosomal peptides, and hybrides of
both.[16] These observations were confirmed at the genomic level
by the identification of several biosynthesis gene clusters in
these organisms.[17] Furthermore, the identification of such a
gene cluster for a so-far unknown siderophore from Stigmatella
aurantiaca Sga15 led to a more detailed analysis of the
fermentation broth and the identification of myxochelin A that
was isolated previously from other myxobacteria.[18] Similar
surprises were obtained from the Streptomyces coelicolor A(3)2


genome project (http://www.sanger.ac.uk/Projects/S coeli-
color/).[88] Although this strain can be designated as the best-
known secondary metabolite producer, several formerly un-
known gene clusters (polyketide synthase (PKS) type I and II,
nonribosomal peptide synthetase (NRPS)) have been found in
the genome besides the known clusters for methylenomycin,
prodigiosin, actinorhodin, and calcium-dependent antibiotic (CDA).
Sequencing of the avermectin producer Streptomyces avermitilis
ATCC31267 revealed 24 further gene clusters for siderophores,
spore pigments, and secondary metabolites of polyketide or
nonribosomal peptide origin with so-far unknown structure and
function.[19] Why have the corresponding compounds been able
to hide for almost 50 years? Maybe simply due to detection and
analytical reasons or because these clusters are not functional.
Another possibility is that these gene clusters are silenced under
the fairly unnatural standard cultivation conditions and that one
can possibly obtain the corresponding products under altered
cultivation conditions, as was assumed for the new siderophore
coelichelin from S. coelicolor, whose NRPS gene cluster has been
identified without seeing the final tripeptide itself.[20]


The biosynthesis of secondary metabolites follows the usual
metabolic pathways. The enzymes that bring up a desired
compound are determined by the corresponding mRNA which
itself is based on the complementary DNA. One result of this
multistep information flowchart is the possibility to manipulate
the desired biosynthesis at different steps (Figure 1). On the DNA
level, for example, mutagenesis or combinatorial biosynthesis
offers an easy possibility to generate new enzymatic activities
resulting in modified products,[21, 22] whereas precursor-directed
biosynthesis and mutasynthesis act in vivo using the lack of
specificity of some biosynthetic enzymes to introduce different


Scheme 1. Isolated metabolites from Streptomyces sp. Gˆ40/10.
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Figure 1. Possible ways to influence the biosynthesis of secondary metabolites.


precursors into the target molecule.[23] Finally, biotransformation
and derivatization deal with chemical or biological modifications
of the intermediates or end products of a given biosynthesis.[24]


It is well known that media composition can have a great
impact on the production of microbial products. High glucose,
phosphate, or ammonium concentrations are generally regard-
ed as repressors of secondary metabolism, and several examples
of the production of secondary metabolites in media with low
contents of these components are described in the litera-
ture.[25±27] Contrary to these observations, high phosphate
concentrations might induce the production of selected metab-
olites.[28±30] Even usual amino acids are described as potential
inducers of secondary metabolites ; this underlines once more
the random character of finding the optimized production
media.[31, 32] In general, variation of cultivation parameters to
induce the production of formerly unknown compounds is a
very similar but even more random approach to the improve-
ment of fermentations to obtain maximum production titers of
desired compounds.[33±36]


We have used the systematic alteration of easy accessible
cultivation parameters (for example, media composition, pH
value, temperature, addition of enzyme inhibitors, oxygen
supply, culture vessel), probably the most simple and natural
approach to increase the number of secondary metabolites from
one single organism.[37] In theory every single biosynthesis step
can be influenced either at the transcriptional, the translational,
or the enzyme level ; this would possibly result in a vast number
of permutations of new natural products (Figure 1). In nature,
where a different environment results in a different transcrip-
tome, proteome, and finally a different metabolome which
allows an organism to survive, one can speculate that different
secondary metabolites might be the result of these special
requirements.[38] These can be as simple as the production of
siderophores after iron deficiency, but one can speculate further
about the role of secondary metabolites in even more complex
situations (for example, signaling, communication, predators).[39]


Due to our lack of knowledge of the complex biosynthetic and
regulative crosstalk in a single cell and between cells, all levels of
secondary metabolite biosynthesis can be influenced by this
random approach imitating natural environmental changes. We
have termed this way of releasing nature's chemical diversity the
'OSMAC (One Strain ±Many Compounds) approach', and it
resulted from the observation that very small changes in the


cultivation conditions can completely shift the metabolic profile
of various microorganisms.[11] In the following sections we
present examples, mainly from our group, that focus on different
aspects of this random but efficient way of improving the
metabolic diversity. Furthermore, the biosynthetic pathways that
are prerequisite to this diversity will be discussed.


2. Fungi


2.1. Aspergillus ochraceus DSM7428


Before the OSMAC approach was used to release the chemical
diversity of Aspergillus ochraceus DSM7428, the only known
product aspinonene (21) was designated as the main metabo-
lite, produced in yields of up to 8 mgL�1.[40] However, variation of
the culture conditions and detailed analysis of the culture broth
led to the isolation of 15 additional compounds in yields of up to
94 mgL�1; these compounds result from five different biosyn-
thetic pathways (Scheme 3). This increase in the number and
amount of compounds was due to extensive use of different
culture vessels (for example, shaking flasks, static liquid cultures
in P (Penicillium) flasks, different fermentors) as described
previously.[41, 42] Most of these new metabolites are based on
different polyketide synthases. Isoaspinonene (22), aspyrone
(23), dihydroaspyrone (24), and dientriol (25) represent putative
variations of the aspyrone biosynthesis which was studied in
detail by the groups of Simpson and Staunton.[43, 44] The
aspinolides A±C (26 ±28) and triendiol (29) are unbranched
pentaketides of a different biosynthetic origin. Compounds 26 ±
28 belong to the well-known class of decanolides (such as
decarestricines, cephalosporolides, pyrenolides) that have been
isolated from various fungi.[45, 46] Xanthomegnin (30), a common
fungal pigment, was isolated after cultivation in shaking flasks
for one week and was shown to be the main pigment of the
yellow conidiospores.[47, 48] The benzodiazepines asperloxin A±C
(31 ±33) could be isolated exclusively after cultivation in P flasks.
Although benzodiazepines are common fungal metabolites,
their biosynthesis is still unclear. One can postulate a fungal
NRPS to generate the tripeptide backbone, as was postulated in
the biosynthesis of asperlicin.[49] Epoxidation of the left benzene
ring followed by a rearrangement would led to the oxepine ring
in 31 and 32, as was shown by cultivation of the strain in an 18O2


atmosphere.[50] Further amino acid derived compounds are the
aspergamides A ±C (34 ±36) which also have been isolated
exclusively from static liquid cultivations. The biosynthesis of the
paraherquamides and brevianamides, highly similar compounds
from different Penicillium sp. , was studied in detail, and an
intramolecular Diels ±Alder reaction was postulated as the
central biosynthetic step leading to the bridged diketopiper-
azine structural element.[51] Following this hypothesis, 36 can be
considered as an additional derivative of the postulated
uncyclized intermediate.[47]


2.2. Sphaeropsidales sp. F-24�707


When we started with the fungus Sphaeropsidales sp. F-24�707,
the strain was described as the producer of the antifungal
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spirobisnaphthalene compound cladospirone bisepoxide
(37).[52±54] A combination of different media and cultivation
vessels resulted in the isolation of eight new spirobisnaphtha-
lenes (cladospirones B ± I (39 ±46)) and six known members of
this class of compounds (palmarumycins C2 (47), C3 (48), and C12


(49), diepoxins � (38), � (50), and � (51)) in yields of up to 2.6 g L�1


(Scheme 4).[55] For this strain the major breakthrough was a solid-
phase cultivation in P flasks with wet oat grains as a single
substrate, probably due to the more natural living conditions
compared to standard liquid cultures. Furthermore, enzyme
inhibitors were used to block distinct steps in the postulated
biosynthetic pathway and some astonishing results could be
obtained. Besides the expected accumulation of reduced
intermediates of the cladospirone bisepoxide biosynthesis (for
example, palmarumycins C2 (47) and C3 (48)) after addition of
ancymidole, a well-known inhibitor of P450-dependent monoox-
ygenases, an almost threefold increase in the production of
cladospirone bisepoxide was observed instead of the expected
decrease.[56] The reason for this is unclear but underlines the
complexity and our lack of knowledge of cellular biochemistry.
An additional example for such a 'nonlinear effect' is the
inhibition of the 1,8-dihydroxynaphthalene (DHN) biosynthesis
in strain F-24�707 by tricyclazole, a commercially available
antifungal agrochemical that inhibits 1,3,8-trihydroxynaphtha-
lene reductase.[57] The expected breakdown of natural DHN
melanin and spirobisnaphthalene biosynthesis is accompanied
by the production of two new bisnaphthalenes, named sphaer-
olone (52) and dihydrosphaerolone (53), and 2-hydroxyjuglone
(54) from the accumulated 1,3,8-trihydroxynaphthalene.[58] Fur-
thermore, a totally different metabolite could be isolated in
yields of up to 70 mgL�1; this turned out to be one of the rare
fungal macrolides (Scheme 4).[59] It was named mutolide (55) and


was initially isolated from a UV mutant of strain F-24�707 that
additionally produces cladospirone bisepoxide (37). Is the
biosynthesis of 55 regulated by intermediates of the spirobis-
naphthalene pathway, and is this mechanism leaky in the UV
mutant? The answers to these questions remain open. However,
this unexpected result demonstrates the usefulness of enzyme
inhibitors to influence the metabolite pattern of suited strains. In
total three structurally distinct classes of natural products could
be isolated from strain F-24�707, two of them belonging to the
huge number of fungal compounds derived from hydroxylated
naphthalene. A nearly custom-made production of several
members of these class of compounds could be achieved
through a combination of enzyme inhibitors, different culture
conditions, and UV mutagenesis ; this was a much simpler and
faster method than combinatorial biosynthesis.[56] Additionally,
some of these compounds were produced in very high yields
that allow further semisynthetic approaches that may enhance
even more the structural diversity within this type of metabo-
lites.


3. Actinomycetes


3.1. Streptomyces sp. Gˆ40/14


All metabolites from Streptomyces sp. Gˆ40/14 could be isolated
from a combination of different fermentors (10 L, 50 L, and 10 L
airlift fermentor), media composition, and control of the pH
value (Scheme 5).[37] The angucyclinones 56 ±59, typical prod-
ucts of a type II PKS and the diketopiperazine 60 were produced
in varied yields under nearly all conditions, whereas the
diketopiperazine 61 and the spiroketal 62 could be isolated
only from cultivations in special fermentors. However, whereas


Scheme 3. Secondary metabolites of Aspergillus ochraceus DSM7428.
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Scheme 4. Isolated metabolites of Sphaeropsidales sp. F-24�707. Compounds
40 ±42 and 44 ±46 have been isolated exclusively from a solid-surface
cultivation.


63 ±66 were obtained from several experiments, 67 was
produced solely in an airlift fermenter under high-aeration
conditions (up to 90 Lmin�1). Compounds 62 ±67 might repre-
sent different variations of the late biosynthesis of a PKS I
product leading to cyclizations, 1,2-shifts, or hydroxylation of
reduced polyketide structures.


3.2. Streptomyces parvulus T¸64


The influence of dissolved oxygen towards the production of
secondary metabolites was investigated in detail for the
coproduction of the structurally different compounds mimosa-
mycin/chlorocarcin and streptothricin.[60] In the case of the
manumycin biosynthesis in Streptomyces parvulus (strain T¸64)
the influence of the dissolved oxygen concentration focuses
mainly on a distinct compound family. The main metabolite of
this strain is manumycin A (69) accompanied by manumycins B ±
D (70, 71 and 68) and the two red antibiotic pigments


Scheme 5. Natural products from Streptomyces sp. Gˆ40/14.


undecylprodigiosin and metacycloprodigiosin as minor com-
pounds under almost all cultivation conditions.[61±63] The man-
umycins are potent inhibitors of RAS-dependent farnesyl trans-
ferases and they originate from different biosynthetic building
blocks. The precursors of the mC7N unit are succinate and
glycerol, the C5N unit is a cyclized 5-aminolevulinic acid, and the
polyene chains represent typical type I polyketides.[63] Fermen-
tation under enhanced pressure (5 ± 6 bar), resulting in increas-
ing dissolved oxygen concentration, precursor-directed biosyn-
thesis with suited C7N analogues as starter units in nonphysio-
logical high concentrations (50 mM), and a combination of both
led to the production of more than 20 new manumycines and
manumycin analogues.[63] In the following paragraph we will
focus only on the high-pressure-induced change of the metab-
olite pattern of strain T¸64 (Scheme 6).


With increasing hydrostatic pressure (5 ± 6 bar) during the
fermentation, the yield of manumycin A (69) decreased contin-
uously whereas the new metabolites manumycin Ip (72) and Hp


(73) and 64p A±C (74 ±76) are formed instead.[63, 64] Compound
75 represents the upper side chain of the parent metabolite 69,
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whose intact assembly seems to be disturbed under high-
pressure conditions. The 'upper' polyketide chain of 72 and 73
differs from the standard manumycins in chain length and/or
methylation pattern. Similar results were obtained from a
combination of feeding 3-aminobenzoate and high-pressure
cultivation conditions, resulting in the production of the
expected compound 77 and the unexpected manumycin Ip
analogue 78. In the case of 3-amino-4-hydroxybenzoate the
products were 79 and 80. The most reasonable hypothesis for
the biosynthesis of these five different type I polyketides is the
activation and/or regulation of different PKSs (or their corre-
sponding genes) under these different experimental conditions.
A second possibility is an induced broad enzyme specificity
including effects like 'stuttering' and/or 'skipping' as a result of
the high-pressure conditions.[65] Furthermore, the isolation of
different manumycins with five different side chains indicated
the relaxed substrate specificity of the condensing enzyme and
opens up the possibility of increasing the number of these
interesting compounds in future experiments by feeding
'unnatural' fatty acids to strain T¸64.


3.3 Streptomyces sp. A1


Streptomyces sp. (strain A1) produces the rubromycins 81 ±
84.[66, 67] When different supplements (such as CaCO3, Al2O3)
were added to the culture medium the metabolite pattern is


shifted completely towards the production of streptazoline 85
and similar compounds (Scheme 7).[68] This experiment was
driven by the observation that the rubromycins 81 ±84 were
only produced when the harvest pH value was slightly acidic,
whereas harvest at pH 7.3 led to the isolation of 85 and
SS20846A (91) instead. In a soybean meal/mannitol medium
(harvest pH 8.2) streptazoline (85), streptazone A (89) and B1 (90)
are formed and no rubromycins could be detected.[69, 70] A
fourfold increase in the production of 81 could be observed
when Celite (30 gL�1) was added to the oat bran medium
(harvest pH 5.7) and cultivation of strain A1 in a soil-supple-
mented medium (30 gL�1, harvest pH 6.5) resulted in the
discovery of four new metabolites with only traces of the
rubromycins produced. Besides 85 and 89, 5-O-(�-D-xylopyrano-
syl)streptazolin (86), 9-hydroxystreptazolin (87), 13-hydroxy-
streptazolin (88), and streptenol E (92) could be obtained from
a 50-L fermentor.[69, 70] Both, pH shifts and supplements influence
the observed biosynthetic pathways, which are based on a PKS I
for the streptazolins and their putative precursors and a PKS II for
the rubromycins and which can be switched on and off,
depending on the cultivation conditions.


3.4. Streptomyces T¸3634


Streptomyces T¸3634 is a well-documented example of using the
low specificity of an enzyme system by precursor-directed


Scheme 6. Selected metabolites of Streptomyces sp. T¸64.
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Scheme 7. Metabolite pattern of Streptomyces sp. A1.


biosynthesis to generate a vast number of 'unnatural' natural
products. Compounds 93 and 94 are the main metabolites of
Streptomyces T¸3634 under standard cultivation conditions
(Scheme 8), but up to 30 further acyl �-L-rhamnopyranosides
can be obtained from different feeding experiments with
aromatic, heteroaromatic, and �,�-unsaturated carboxylic
acids.[71±74] These experiments revealed a strict specificity of the
putative glycosyl transferase on the sugar intermediate because
only �-L-rhamnopyranosides have been observed.


Most of the isolated metabolites are the rhamnosylated
analogues of the carboxylic acids added but additionally, some
unexpected metabolites have been obtained as a result of
biotransformations (for example, amidation) and the induction
of new biosynthetic pathways (Scheme 8).[71] Feeding of salicylic
acid to the strain resulted in the production of the unnatural
derivatives 95 and 96. Furthermore, both metabolites could be
isolated from feeding experiments with carboxylic acids that are
not precursors to 95 and 96. Possible explanations for the
observed results might be the following: The fed carboxylic acids
or their degradation products (1) act as signal molecules or
imitate natural cofactors resulting in the up or down regulation
of silent biosynthesis genes or the stimulation of existing


Scheme 8. Metabolites of Streptomyces griseoviridis T¸3634 under standard
conditions and induction of metabolites by feeding different nonnatural low-
molecular-weight compounds.


enzymatic activities, respectively, or (2) as xenobiotics they
induce an enzymatic detoxification mechanism, as known for
the fungus Neurospora crassa.[75]


4. Conclusions


We have presented several examples for revealing natures
chemical diversity by applying the alteration of cultivation
parameters to a limited number of strains. Using the so-called
OSMAC approach we were able to isolate more than 100
compounds belonging to more than 25 different structural
classes from only 6 different microorganisms. This approach
represents a powerful tool to elucidate the secondary metab-
olome (the overall number of all secondary metabolites of one
organism) of different microbes. The number of altered culti-
vation parameters mentioned in this article is currently being
expanded to the influence of light, temperature, and that of
other organisms in so-called mixed or pseudomixed cultures.[76]


Although a systematic alteration of cultivation parameters was
applied to the selected strains, the OSMAC approach is a random
approach that does not allow the development of common rules
for all microorganisms. But as long as we do not understand the
complex network of secondary metabolism and its regulation,
everything is allowed to find new natural products and
unexpected results can be obtained in any case.


High-quality natural products chemistry is only one way to
new pharmaceuticals or agrochemicals. Nevertheless, nobody
would deny its importance, which is well documented in the
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recent literature.[77±80] With the rapid development of molecular,
analytical, and computational tools and with multidisciplinary
research its influence will increase even more, and it is in our
hands to lead natural product chemistry into the future, not only
by continuing with what we have learnt in the past but also with
new and exciting research that will bring us to a real under-
standing of microbial secondary metabolism.


As a matter of course, the next step towards an understanding
of the OSMAC approach would be the identification of the
molecular triggers that are in charge for the observed induction
or change in the metabolite pattern. What compound(s) from an
altered medium induce the biosynthesis of the formerly
unknown metabolites and how is the biosynthesis regulated
by aeration conditions, are there oxygen-dependent promotors?
A good example is the change from the 12-membered macro-
lactone methymycin to the 14-membered narbomycin simply by
changing between two cultivation media. Xue and Sherman
were able to show that this is the result of an alternative
expression of the same gene but the regulation network
inducing this change still remains unknown.[81] However, our
increasing understanding of the regulation of secondary metab-
olite biosynthesis will expand the range of the OSMAC approach
even more. Several examples for this are described in the
literature. Ueda et al. showed the interspecific stimulatory events
on antibiotic production and sporulation among different
Streptomyces species by ethyl ester extractable compounds
(probably �-butyrolactones),[82] and Takano et al. have isolated
SCB1 from S. coelicolor A3(2), a �-butyrolactone that elicits
antibiotic production of actinorhodin and undecylprodigiosin in
the same strain.[83] Nevertheless, unpredictable results, such as
the stimulation of antibiotic production by addition of dime-
thylsulfoxide (DMSO) to the culture broth, open the possibility of
'anything goes'.[84] Every living organism must have the possi-
bility to interact with the environment by so-far unknown
mechanisms that result in differential expression and tran-
scription of certain genes and finally in a different metabolome.
The main goal would be to find these mechanisms, for example,
by use of the increasing quality of bioinformatic tools or by
sophisticated analytical and biochemical methods.[85]


With more than 20000 compounds described in the literature,
microorganisms must be called metabolic artists, superior to any
metabolic diversity created by man.[86, 87] With a genome size of
about 8 Mb in actinomycetes, up to 11 Mb in myxobacteria, and
more than 30 Mb in fungi, these three main classes of secondary
metabolite producers might possess the genomic prerequisite
for more than ten structurally distinct secondary metabolites.
Enzymes of the late biosynthesis, encoded within or outside the
gene cluster, allow further variations of these metabolites and
raise the expectation of the production of up to 50 different
compounds from a single strain that can be detected by
differential HPTLC or HPLC. The genome itself limits the possible
secondary metabolome to a number of compounds being
equivalent to the genetic information. However, its visible
number of secondary metabolites must be understood as a
snapshot of the actual environment of the organism and
therefore is likely to be smaller than the maximum number.
Nevertheless, the OSMAC approach allows the revelation of the


hidden reservoir of chemical diversity and, furthermore, it might
be a useful tool to identify several of the 'in silico' natural
products coming from the vast number of genome sequencing
projects.
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Combinatorial Biosynthesis of Carotenoids in a
Heterologous Host: A Powerful Approach for the
Biosynthesis of Novel Structures
Gerhard Sandmann*[a]


Carotenoids are commercially important pigments with high
antioxidative potential. A variety of structures can be biosynthe-
sized in the heterologous host Escherichia coli after transformation
with combinations of genes from prokaryotes, lower and higher
plants. Among the produced carotenoids are novel structures with
superior antioxidative activity. In this article, the concept of the


combinatorial biosynthesis approach, E. coli as a carotenoid
production system, and metabolic engineering of precursor supply
are covered.


KEYWORDS:


antioxidants ¥ carotenoids ¥ carotogenic genes ¥
metabolic engineering ¥ terpenoids


1. Introduction


The biosynthesis of metabolites involves reaction sequences
catalyzed by individual enzymes.[1] Specific genes encode these
enzymes. Once the genes or complementary DNAs (cDNAs) of a
pathway are known and available, they can be applied to
establish this pathway in a heterologous host. In the case of
carotenoids, this strategy has been used successfully to produce
rare and even novel structures which have not been previously
been detected in biological material or chemically synthesized.[2]


In microorganisms and plants where carotenoids are synthe-
sized, their major function is protection against oxidative
damage. These pigments are capable of quenching photo-
sensitizers, interacting with singlet oxygen,[3] and scavenging
peroxy radicals.[4] For humans, carotenoids with unsubstituted �-
ionone end groups are precursors of vitamin A. Furthermore,
evidence is accumulating that carotenoids play an important
role in the prevention of degenerative diseases and cancer.[5]


Several authors have suggested that the antioxidative activity of
carotenoids may be an important factor for the role of
carotenoids in human health.[6, 7] However, very little is known
about the relationship between pharmaceutical potential, the
structure of a certain carotenoid, and its antioxidative activity.
Although hundreds of carotenoids with diverse chemical
structures have been identified, only a very few are available
for studies to evaluate their pharmaceutical potential. Some can
be extracted from natural sources, but in the case of �-carotene
(�,�-carotene), astaxanthin (3,3�-dihydroxy-�,�-carotene-4,4�-di-
one), and lycopene (�,�-carotene) the commercial demand for
carotenoids is met by chemical synthesis. One possibility for
overcoming the limited availability of many other carotenoids is
the heterologous expression of carotenoid genes in suitable
microorganisms. The noncarotenogenic yeasts Candida utilis and
Saccharomyces cerevisiae[8] and especially the bacterium Escher-
ichia coli[2] have been used for the synthesis of rare carotenoids.
The following sections focus on the production of rare


carotenoids in the heterologous host E. coli and describe how
a limitation of carotenoid production caused by the supply of
precursors can be alleviated by metabolic engineering of the
early terpenoid pathway.[9]


2. Typical Structures of Carotenoids in Bacteria,
Fungi, and Plants


Most carotenoids are C40 terpenoids differing in the number of
conjugated double bonds, the structure of the end groups, and
the oxygen-containing substituents. In certain groups of bacteria
C30, C45 , and C50 carotenoids can also be found.[10] To date, more
than 600 naturally occurring carotenoids have been identified.
They include intermediates and end products of different
branches of biosynthetic pathways. Typical carotenoids for
bacteria, fungi, and plants are shown in Scheme 1. Zeaxanthin
(�,�-carotene-3,3�-diol) which is wide-spread in many organisms
can be modified, especially in extremophile bacteria like Thermus
thermophilus, to glucoside fatty acid esters.[11] Acyclic carote-
noids like spheroidene (1-methoxy-3,4-didehydro-1,2,7�,8�-tetra-
hydro-�,�-carotene) and its 2-keto derivative are restricted to
photosynthetic bacteria. In fungi, monocyclic carotenoids
like plectaniaxanthin (3�,4�-didehydro-1�,2�-dihydro-�,�-caro-
tene-1�,2�-diol) are abundant.[12] In higher plants and green
algae, lutein (�,�-carotene-3,3�-diol) is the dominating carote-
noid in the photosynthetic apparatus. This carotenoid contains a
combination of a �- and an �-ionone end group. Another typical
plant carotenoid is antheraxanthin (5,6-epoxy-5,6-dihydro-�,�-
carotene-3,3�-diol) with a 5,6-epoxy substituent.[10]
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3. Knowledge and Tools


For the heterologous biosynthesis of individual carotenoids the
reaction sequences of the pathway have to be established, all
genes involved must be available, and the catalytic properties of
the encoded enzymes should have been elucidated. There is one
case of a bifunctional gene and corresponding enzyme in which
the expressed protein catalyzes two distinct and mechanistically
unrelated carotenogenic reactions. The crtBY gene from Xan-
thophyllomyces dendrorhous encodes a protein involved in
phytoene synthesis from geranylgeranyl pyrophosphate as well
as in cyclization of lycopene into �-carotene.[13] Furthermore, in
some cases, it can be very important to know to what extent an
enzyme is specific for its genuine substrate. When other
carotenoids in the pathway can also be converted, unwanted
side reactions should be expected. On the other hand, a broad
substrate specificity may qualify an enzyme for the synthesis of a
special, unusual carotenoid.


3.1. Reaction sequences


All C40 carotenoids are derived from C20 geranylgeranyl pyro-
phosphate which is dimerized into phytoene (7,8,11,12,7�,
8�,11�,12�-octahydro-�,�-carotene) (Scheme 2A). In a very similar
reaction, two molecules of C15 farnesyl pyrophosphate are
condensed to form C30 diapophytoene (7,8,11,12,7�,8�,11�,12�-
octahydro-4,4�-diapocarotene). Subsequently, several double


bonds are inserted into phytoene and diapophy-
toene. Phytoene desaturases exist which differ by
the end product of the desaturation reaction. These
products possess at least two and maximally five
additional double bonds. In cyanobacteria, algae,
and plants the reaction catalyzed by Pds/CrtP
yields �-carotene (7,8,7�,8�-tetrahydro-�,�-caro-
tene). Since the accumulating end carotenoids in
these organisms are cyclic products of lycopene,
another desaturase is essential for the conversion
of �-carotene into lycopene. In Scheme 2 carote-
noids are shown in their all-trans configuration.
However, the reaction product of the plant-type �-
carotene desaturase CrtQb preferentially forms
7,7�,9,9�-cis lycopene. Since this isomer cannot be
cyclized to ionone end groups, isomerization to the
all-trans form catalyzed by a specific carotene
isomerase CrtH is essential.[14, 15] All types of CrtI
enzymes including Al-1, the �-carotene desaturase
crtQa, and also the isomerase CrtH share high
homologies among each other. They are structur-
ally completely unrelated to phytoene desaturase
CrtP/Pds and �-carotene desaturase CrtQb/Zds,
which form another family of proteins.[16]


From neurosporene (7,8-dihydro-�,�-carotene)
and lycopene, respectively, acyclic spheroidene and
spirilloxanthin (1,1�-dimethoxy-3,4,3�,4�-tetradehy-
dro-1,2,1�,2�-tetrahydro-�,�-carotene) are derived
by the reaction of a 1,2-hydratase CrtC, a 3,4-
desaturase CrtD, and an O-methylase CrtF.[17] Lyco-


pene is also the substrate for chain elongation, leading to C50


decaprenoxanthin (2,2�-bis(4-hydroxy-3-methyl-2-butenyl)-�,�-
carotene),[18] and for cyclization to �-carotene and �-carotene
(Scheme 2B). The latter carotene is hydroxylated at positions 3
and 3� to form zeaxanthin and modified further to the 5,6,5�,6�-
diepoxide violaxanthin (5,6,5�,6�-diepoxy-5,6,5�,6�-tetrahydro-�,�-
carotene-3,3�-diol). �-Carotene can also be converted into the
4-keto derivative echinenone (�,�-carotene-4-one) and the
symmetric diketone canthaxanthin (�,�-carotene-4,4�-dione).
3,4-Didehydrolycopene which is the final product of the
reactions catalyzed by the fungal Al-1 desaturase can be cyclized
to torulene (3�,4�-didehydro-�,�-carotene).[11]


3.2. Carotenogenic genes


All genes or cDNAs for the reactions outlined in Scheme 2 have
been cloned and applied to carotenoid biosynthesis in heterol-
ogous hosts. The reactions catalyzed by the encoded enzymes
are indicated in Table 1 with the converted substrates and the
final products.


3.3. Substrate and product specificity of carotenogenic
enzymes


In general, enzymes exhibit a high degree of specificity for their
substrates. However when larger molecules like carotenoids are
converted, the enzyme may not need to recognize the entire


Scheme 1. Typical carotenoid structures found in A) bacteria, B) fungi, and C) plants.
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Scheme 2. Pathways leading to the heterologous formation of A) acyclic carotenoids and torulene, or B) cyclic products of lycopene in E. coli.
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substrate molecule but only a certain region of the molecule
which is suitable for conversion.


Qualitative and quantitative substrate conversion studies have
been carried out in vitro with carotenogenic enzymes. The most
convenient way to prepare carotenogenic enzymes for func-
tional characterization is by their overexpression in a heterolo-
gous host.[19] Although these enzymes are all membrane-
associated or integrated into membranes, E. coli transformants
carrying a plasmid with carotenogenic genes can be grown in
such a way that high-pressure cell breaking results in a soluble
and enzymatically active form. When the coding region of the
gene is extended by an affinity group, for example, a 6�His tag,
purification of the expressed enzymes is highly facilitated. Many
carotenogenic enzymes have been expressed, purified, and
biochemically characterized by this way. Among the enzymes
studied, several cases for a region-limited substrate specificity as
pointed out above were found. For example, enzymes of the C30


carotenoid pathway can convert C40 substrates and vice versa.[20]


A broad substrate specificity was also shown for CrtD, the 3,4-
carotene desaturase from photosynthetic bacteria involved in
the synthesis of spheroidene and spirilloxanthin (Scheme 2A). In
Rhodobacter and Rubrivivax species 1-HO-neurosporene, 1-HO-


lycopene, and 1-CH3O-1�-HO-3,4-didehydrolycopene all are sub-
strates for this enzyme.[21, 22] But other related substrates are also
efficiently converted (Scheme 3A). Nevertheless, both highly
homologous enzymes differ in their capability to convert 1-HO-
3�,4�-didehydrolycopene into 1-HO-3,4,3�,4�-tetradehydrolyco-
pene and 1�-HO-�-carotene (1�-hydroxy-1�,2�-dihydro-�,�-caro-
tene) into 1�-HO-torulene (1�-hydroxy-1�,2�-dihydro-3�,4�-didehy-
dro-�,�-carotene; Scheme 3B). Only the enzyme from Rubrivivax
can catalyze both reactions in substantial rates.


4. Escherichia coli as a Heterologous Host for
Carotenoid Biosynthesis


Escherichia coli was the first heterologous host in which
carotenoids were produced. In the course of cloning of a gene
cluster from Erwinia herbicola yellow pigmentation of E. coli cells
was observed.[23] Latter analysis of transformants carrying this
and a similar gene cluster from Erwinia uredovora demonstrated
the existence of a carotenogenic pathway to zeaxanthin gluco-
side.[24, 25]


Table 1. Carotenogenic genes and cDNAs for carotenoid biosynthesis in A) E. coli and B) metabolic engineering of the pathway.


Enzyme and/or gene Substrate Reaction product


A)


C30 chain:
diapophytoene synthase/crtM FPP[a] diapophytoene[20]


diapophytoene desaturase/crtN diapophytoene diaponeurosporene[20]


C40 chain:
GGPP[a] synthase/crtE FPP[a] GGPP[a][35]


phytoene synthase/crtB GGPP[a] phytoene[35]


desaturases/pds phytoene poly-cis �-carotene[36]


crtIRc phytoene neurosporene[36]


crtIEu phytoene all-trans lycopene[36]


al-1 phytoene 3,4-didehydrolycopene[37]


crtQa �-carotene all-trans lycopene[38]


crtQb �-carotene poly-cis lycopene[14, 15]


crtH poly-cis lycopene all-trans lycopene[14, 15]


crtD hydroxyneurosporene demethylspheroidene[39]


lycopene �-cyclase/crtY lycopene �-carotene[25]


lycopene �-cyclase/lcy-e lycopene �-carotene[40]


hydroxylase/crtZ �-carotene zeaxanthin[28]


epoxydase/zep zeaxanthin violaxanthin (unpublished results)
ketolases/crtA spheroidene spheroidenone (unpublished results)
crtW, bkt �-carotene canthaxanthin[41]


crtO �-carotene echinenone[30]


hydratase/crtC neurosporene 1-hydroxyneurosporene[39]


glycosilase/crtX zeaxanthin zeaxanthin
diglucoside[24, 25]


C45/50 chain:
lycopene elongase/crtEb lycopene flavuxanthin[18]


nonaflavuxanthin[18]


decaprenoxanthin synthase/ crtYe-crtYf flavuxanthin decaprenoxanthin[18]


B)


1-deoxyxylulose-5-P synthase/dxs glyceraldehyde/pyruvate 1-deoxyxylulose-5-P[9]


1-deoxyxylulose-5-P reductoisomerase/dxr 1-deoxyxylulose-5-P 2-C-methyl-D-erythritol-4-P[9]


isopentenyl pyrophosphate isomerase/idi isopentenyl pyrophosphate dimethylallyl pyrophosphate[9]


phosphoenolpyruvate synthase/pps pyruvate phosphoenolpyruvate[27]


[a] Abbreviations: FPP� farnesyl pyrophosphate, GGPP�geranylgeranyl pyrophosphate.
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4.1. The production system E. coli


E. coli is a very convenient host for heterologous carotenoid
production. Most of the carotenogenic genes from bacteria,
fungi, and higher plants can be functionally expressed in this
bacterium. Furthermore, plasmids belonging to different incom-
patibility groups with different antibiotic resistance markers are
available. They can all be introduced simultaneously in E. coli for


carotenoid synthesis allowing combinations of individual genes.
The potential of E. coli as a carotenoid production system has
been reviewed recently.[2] Table 2 comprises the individual
carotenoids which can be synthesized in E. coli. They include
carotenoids of different chain lengths, cyclic and acyclic
structures with shorter or longer conjugated double bond
systems, unsubstituted hydrocarbons, or hydroxy, keto, and
epoxy derivatives.


Scheme 3. Reactions carried out in vitro by the product of the crtD gene from A) both Rhodobacter spheroides and Rubrivivax gelatinosous or B) exclusively by the
enzyme from Rubrivivax gelatinosous.


Table 2. Gene combinations and production of carotenoids in E. coli[a]


Erwinia crtE, crtB, crtIEu, crtY, crtX[25, 35] phytoene, lycopene, �-carotene, zeaxanthin, zeaxanthin glucoside


� Rhodobacter crtIRc � Erwinia crtY[42] 7,8-dihydro-�-carotene,[b] 7,8,7�,8�-tetrahydro-�-carotene[b]


� Rhodobacter/Rubrivivax crtIRc, crtD, crtC[26, 39, 42] 1-HO-lycopene, 1,1�-(HO)2-lycopene, 1�-HO-�-carotene, 1-HO-neurosporene, demethylspheroidene,
1�,3-(HO)2-�-carotene,[b] 1-HO-3,4-didehydrolycopene,[b]


1,1�-(HO)2 ± 3,4-didehydrolycopene,[b] 1,1�-(HO)2-3,4,3�,4�-tetradehydrolycopene,[b]


7,8-dihydrozeaxanthin, 3-HO-�-zeacarotin


� Neurospora al-1 � Rhodobacter/Rubrivivax crtC, crtD[26] 3,4-didehydrolycopene, 1-HO-3�,4�-didehydrolycopene,[b] 1-HO-3,4,3�,4�-tetradehydrolycopene[b]


� Erwinia crtIEu, crtY � Synechocystis crtO[30] echinenone


� Erwinia crtIEu, crtY � Haematococcus bkt[43] canthaxanthin


� Synechococcus crtP[36] �-carotene


� Erwinia crtIEu � Corynebacterium crtEb[18] flavuxanthin, nonaflavuxanthin


Staphylococcus crtM[20] diapophytoene


� Staphylococcus crtN[20] diapo-�-carotene, diaponeurosporene


� Staphylococcus crtN � Anabaena crtQa[20] diapolycopene


[a] Carotenoids in bold face have not been found before in biological material. [b] These compounds were identified by NMR spectroscopy; other compounds
were identified by HPLC, optical methods, and mass spectroscopy.
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4.2. Reactions and application of combinatorial carotenoid
biosynthesis


A combination of genes from different organisms which follow
different branches of a pathway makes it possible to synthesize
novel compounds. This strategy only works, however, when the
recognition of the substrate by the gene product is restricted to
a certain region of the carotenoid structure. An example is given
in Scheme 4. The gene products marked by circles originate from
Erwinia uredovora, a bacterium which synthesizes zeaxanthin
diglucoside via �-carotene. Those in boxes are from the
Rhodobacter pathway to spheroidene via 1-HO-neurosporene.
The genes crtE and crtB are common to both organisms. By
combining crtI from Rhodobacter with crtY from Erwinia in a
background of crtB and crtE, �-zeacarotene (7�,8�-didehydro-�,�-
carotene) is formed. Alternatively, a combination of crtI from
Erwinia and crtC from Rhodobacter results in the biosynthesis of
1-HO-lycopene and 1,1�-(HO)2-lycopene. These three carotenoids
do not exist in the carotenogenic pathways of Rhodobacter and
Erwinia.


A combinatorial approach as explained here resulted in the
formation of numerous novel carotenoids depending on the
available genes. In Table 2 novel carotenoids are indicated in
bold face. They include 1-hydroxylated acyclic structures with up
to 13 conjugated double bonds.[26] Their antioxidative potential
was superior to other related carotenoids.


4.3. Metabolic engineering of precursor supply


E. coli is a non-carotenogenic bacterium. All precursors for
carotenoid formation in the transformants with crt genes must
be diverted from other biosynthetic pathways. This leads to a
limitation of carotenoid yields. The problem of precursor supply
could be overcome by metabolic engineer-
ing of its deoxyxylulose 5-phosphate path-
way which provides the prenyl pyrophos-
phates for carotenoid synthesis. As indicat-
ed in Scheme 5, transformation with the
genes for overexpression of 1-deoxy-D-
xylulose 5-phosphate synthase, 1-deoxy-D-
xylulose 5-phosphate reductoisomerase,
and isopentenyl pyrophosphate stimulated
carotenogenesis.[9] Another important fac-
tor for carotenoid biosynthesis in E. coli is
the balance between the pools of pyruvate
and glyceraldehyde 5-phosphate.[27] By
overexpressing the gene which encodes
phosphoenolpyruvate synthase or inacti-
vation of the gene encoding pyruvate
kinase, carotenoid formation was en-
hanced; this indicates that formation of
glyceraldehyde 3-phosphate has to be
increased versus pyruvate, because these
are both simultaneous substrates of 1-de-
oxy-D-xylulose 5-phosphate synthase
(Scheme 5).


Scheme 4. Principle of combinatorial biosynthesis of novel carotenoids. Gene
products in circles originate from Erwinia uredovora, gene products in boxes from
Rhodobacter capsulatus ; crtE and crtB are common to both species.


For geranylgeranyl pyrophosphate synthase which is the final
limiting enzyme in carotenoid synthesis it was demonstrated
that the expression levels are important.[28] By establishing a
regulatory circuit that controls the expression of foreign
carotenogenic genes, carotenoid production was substantially
increased.[29]


Scheme 5. Limiting reactions in the early pathway of E. coli leading to the formation of prenyl
pyrophosphates. Overexpression of enzymes of the reactions indicated by � resulted in increased
formation of carotenoids. IPP� isopentenyl pyrophosphate, DMAPP�dimethylallyl pyrophosphate, FPP�
farnesyl pyrophosphate, GGPP� geranylgeranyl pyrophosphate.
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5. Conclusion and Perspectives


The major importance of E. coli as a carotenoid production
system is to provide a broad selection of carotenoid structures.
The structurally diverse carotenoids may be useful to study the
relationship between structural features and antioxidative
activities as well as pharmaceutical properties. When the first
substantial data are available, predictions can be made about
how structures with increased potential may look. Then, the
combinatorial approach will allow, at least to a certain extent,
desired carotenoid molecules to be tailored.


As outlined in this review, many diverse carotenoid structures
can be heterologously produced in transgenic E. coli. One of the
few limitations with respect to carotenogenic reactions is the
modification of the �-ionone ring, since the gene for its
hydroxylation has not been cloned yet. Most of the characterized
carotenogenic enzymes modify their substrates symmetrically at
both ends of the molecule. Only a few asymmetrically acting
enzymes, like a �-carotene monoketolase[30] or a lycopene
monocyclase (unpublished results), are known and their genes
cloned. Others may be cloned from special organisms. However,
an alternative way may be the mutagenesis of genes for
symmetrical enzymes and selection for asymmetric caroteno-
genesis or molecular breeding. Random mutagenesis of ger-
anylgeranyl pyrophosphate synthase has already been success-
ful in increasing carotenoid production in E. coli.[31] Application of
gene shuffling resulted in the modification of substrate and/or
product specificity of carotenogenic enzymes.[32, 33] Phytoene
desaturase genes from two Erwinia species were shuffled
randomly and a recombined gene encoding an enzyme which
introduced six instead of four double bonds was obtained. In a
similar way a lycopene cyclase with several amino acid
exchanges was created which was able to convert 3,4-didehy-
drolycopene into torulene.[33] By gene shuffling, phytoene
desaturase could also be modified to synthesize �-carotene
which is a nonaccumulating intermediate of the four-step
process in the wild-type enzyme. Another interesting approach
leading to the accumulation of asymmetrical intermediates of
the phytoene desaturase and lycopene cyclase reaction was
described recently.[34] The phytoene desaturase and lycopene
cyclase genes were cloned into various plasmids together with
mRNA stability control elements which modulated the ex-
pressed enzyme levels. In some of the E. coli transformants �-
carotene accumulated together with neurosporene and �-
carotene; a fact indicating that an alteration of the balance
and levels of enzymes in the pathway can lead to the
accumulation of intermediates of the carotenogenic pathway.


Metabolic engineering of the E. coli terpenoid biosynthetic
reactions led to a considerable increase of carotenoid produc-
tion. All the lipophilic carotenoids are sequestered in the cell
membranes. Thus, first indications arise that deposition of
carotenoids becomes a limiting factor in E. coli.[9] Therefore,
future activities may aim to extend the carotenoid storage
capacity by genetic modification of the amount of E. coli
membranes or by establishing plastoglobuli-like structures.


[1] G. Sandmann, Arch. Biochem. Biophys. 2001, 385, 4.
[2] G. Sandmann, M. Albrecht, G. Schnurr, P. Knˆrzer, P. Bˆger, Trends


Biotechnol. 1999, 17, 233.
[3] N. I. Krinsky, Pure Appl. Chem. 1994, 66, 1003.
[4] P. F. Conn, C. Lambert, E. J. Land, W. Schalch, T. G. Truescott, Free Radical


Res. Commun. 1992, 16, 401.
[5] H. Gerster, Int. J. Vitam. Nutr. Res. 1992, 63, 93.
[6] L. M. Canfield, J. W. Forage, J. G. Valenzuela, Proc. Soc. Exp. Biol. Med. 1992,


200, 260.
[7] C. A. Rice-Evans, Free Radical Res. 1997, 26, 381.
[8] N. Misawa, H. Shimada, J. Biotechnol. 1998, 59, 169.
[9] M. Albrecht, N. Misawa, G. Sandmann, Biotechnol. Lett. 1999, 21, 797.


[10] T. W. Goodwin, The biochemistry of the carotenoids, Vol. I Plants, 2nd ed.,
Chapman and Hall, London, 1980.


[11] A. Yokoyama, G. Sandmann, T. Hoshino, K. Adachi, M. Sakai, Y. Shizuri,
Tetrahedron Lett. 1995, 36, 4901.


[12] G. Sandmann, N. Misawa in The Mycota X; Industrial Application (Ed. : H. D.
Osiewacz), Springer Verlag, Berlin, 2002, p. 247.


[13] J. Verdoes, P. Krubasik, G. Sandmann, M. van Ooyen, Mol. Gen. Genet.
1999, 262, 453.


[14] J. Breitenbach, A. Vioque, G. Sandmann, Z. Naturforsch. 2001, C56, 915.
[15] S. Masamoto, H. Wada, T. Kaneko, S. Takaichi, Plant Cell Physiol. 2001, 42,


1398.
[16] G. Sandmann, J. Plant. Physiol. 1994, 143, 444.
[17] S. Takaichi in The Photochemistry of Carotenoids (Eds. : H. A. Frank, A. J.


Young, R. E. Cogdell), Kluwer Academic Publisher, Dordrecht, 1999,
p. 39.


[18] P. Krubasik, M. Kobayashi, G. Sandmann, Eur. J. Biochem. 2001, 268, 3702.
[19] G. Sandmann, Pure Appl. Chem. 1997, 69, 2163.
[20] A. Raisig, G. Sandmann, Biochim. Biophys. Acta 2001, 1533, 164.
[21] M. Albrecht, A. Ruther, G. Sandmann, J. Bacteriol. 1997, 179, 7462.
[22] S. Steiger, C. Astier, G. Sandmann, Biochem. J. 2000, 349, 635.
[23] K. L. Perry, T. A. Simonitch, K. J. Harrison-Lavoie, S. Liu, J. Bacteriol. 1986,


168, 607.
[24] G. Sandmann, W. S. Woods, R. W. Tuveson, FEMS Microbiol. Lett. 1990, 71,


77.
[25] N. Misawa, M. Nakagawa, K. Kobayashi, S. Yamano, K. Nakamura, K.


Harashima, J. Bacteriol. 1990, 172, 6704.
[26] M. Albrecht, S. Takaichi, S. Steiger, Z.-Y. Wang, G. Sandmann, Nature


Biotechnol. 2000, 18, 843.
[27] W. R. Farmer, J. C. Liao, Biotechnol. Prog. 2001, 17, 57.
[28] A. Ruther, N. Misawa, P. Bˆger, G. Sandmann, Appl. Microbiol. Biotechnol.


1997, 48, 162.
[29] W. R. Farmer, J. C. Liao, Nature Biotechnol. 2000, 18, 533.
[30] B. Fernandez-Gonzalez, G. Sandmann, A. Vioque, J. Biol. Chem. 1997, 272,


9728.
[31] C.-W. Wang, M.-K. Oh, J. C. Liao, Biotechnol. Prog. 2000, 16, 922.
[32] C. Schmidt-Dannert, D. Umeno, F. H. Arnold, Nature Biotechnol. 2000, 18,


750.
[33] C.-W. Wang, J. C. Liao, J. Biol. Chem. 2001, 276, 41161.
[34] C. D. Smolke, V. J. J. Martin, J. D. Keasling, Metab. Eng. 2001, 3, 313.
[35] G. Sandmann, N. Misawa, FEMS Microbiol. Lett. 1991, 90, 253.
[36] H. Linden, N. Misawa, D. Chamovitz, I. Pecker, J. Hirschberg, G. Sandmann,


Z. Naturforsch. 1991, 46c, 160.
[37] A. Hausmann, G. Sandmann, Fungal Genet. Biol. 2000, 30, 147.
[38] H. Linden, A. Vioque, G. Sandmann, FEMS Microbiol. Lett. 1993, 106, 99.
[39] M. Albrecht, S. Takaichi, N. Misawa, G. Schnurr, P. Bˆger, G. Sandmann, J.


Biotechnol. 1997, 58, 177.
[40] F. X. Cunningham, B. Pogson, Z. Sun, K. A. McDonald, D. DellaPenna, E.


Gantt, Plant Cell 1996, 8, 1613 ± 1626.
[41] N. Misawa, Y. Satomi, K. Kondo, A. Yokoyama, S. Kajiwara, T. Daito, T.


Ohtanai, W. Miki, J. Bacteriol. 1995, 177, 6575.
[42] S. Takaichi, G. Sandmann, G. Schnurr, Y. Satomi, A. Suzuki, N. Misawa, Eur. J.


Biochem. 1996, 241, 291.
[43] J. Breitenbach, N. Misawa, S. Kajiwara, G. Sandmann, FEMS Microbiol. Lett.


1996, 140, 241.


Received: January 8, 2002 [C342]








ChemBioChem 2002, 3, 637 ± 642 ¹ WILEY-VCH-Verlag GmbH, 69451 Weinheim, Germany, 2002 1439-4227/02/03/07 $ 20.00+.50/0 637


Amyloid Architecture: Complementary Assembly
of Heterogeneous Combinations of Three or Four
Peptides into Amyloid Fibrils
Yuta Takahashi,[a] Akihiko Ueno,[a] and Hisakazu Mihara*[a, b]


The amyloid fibril is a misfolded and undesirable state for proteins
that has been proposed to be a causative agent for a variety of
fatal diseases known as amyloid diseases, such as Alzheimer's and
prion diseases. However, the fibril has a highly ordered tertiary
structure in which numerous �-strand polypeptide chains align in a
regular pattern. Thus, this kind of fibril has the potential to be
engineered into proteinaceous materials. Amyloid fibrils of mis-
folded proteins primarily comprise a single polypeptide species,
that is, the self-assembly is homogeneous. We here found that three
or four designed peptides can assemble heterogeneously and


cooperatively into amyloid fibrils, a process accompanied by a
drastic secondary structural transition from � helix to � sheet.
Heterogeneous assembly into fibrils is accomplished by comple-
mentary electrostatic interactions between three or four peptide
species, each of which is not able to self-assemble homogeneously.
These findings will lead to a novel way to study the molecular
details of amyloid formation and also to design �-sheet peptidyl
materials.


KEYWORDS:


amyloid fibrils ¥ peptides ¥ protein structures ¥ self-assembly


Introduction


Amyloid fibril formation by misfolded proteins has attracted the
attention of both the medical and engineering communities and
is of relevance to a variety of fatal diseases, which include
Alzheimer's and prion diseases.[1, 2] . An improved understanding
of protein misfolding as well as clarification of the folding
pathways is critical to the study of proteins involved in these
diseases. The pathway of protein misfolding involves a con-
formational transition, such as that from � helix to � sheet. This
transition is especially apparent in the transformation of the �-
helix-rich cellular form of the prion protein (PrPC) to the scrapie
isoform with higher � sheet content (PrPSc).[1, 3] The amyloid fibril
has a highly ordered tertiary structure in which numerous �-
strand polypeptide chains align regularly[1, 2, 4] and there are
therefore promising prospects for the application of this macro-
molecular construct in the use of proteinaceous materials.[5±9]


Amyloid fibrils of misfolded natural proteins primarily comprise a
single polypeptide species, that is, the self-assembly is homoge-
neous. It is therefore of great value to the development of novel
biomaterials to establish a method for the fabrication of amyloid
fibrils from multiple peptide species.[10e]


We recently reported the design of peptides that undergo a
self-initiated structural transition from an � helix to a � sheet in a
neutral aqueous solution and self-assemble into amyloid fibrils
(Figure 1).[10] A series of these peptides is composed of two
amphiphilic � helices with double-heptad repeats (ALEQKLA)2.
The two peptide chains are linked by a disulfide bond between
Cys residues at the C-termini. Although an ideal amphiphilic �


helix[11] has been designed, the sequence created also has the
potential to form an amphiphilic � strand[11] in which hydro-
phobic residues and charged residues are separated on different


faces of each heptad. A 1-adamantanecarbonyl (Ad) group was
attached to the N terminus of the peptide and exposed to the
solvent, which caused intermolecular peptide associations
through hydrophobic interactions.[10a] In order to accomplish
complementary assembly by multiple peptide species, the
charged residues were manipulated as if they were comple-
mentarity-determining residues. A charge-distributed peptide
library composed of Ad-linked peptides that bear E(�) or K(�)
residues at positions X1 ±X4 (24�16 compounds) was thus
prepared (Figure 1).[10e] Previously, we demonstrated that two
peptide species in this library undergo complementary assembly
into fibrils, although each is unable to assemble into fibrils
individually.[10d,e] In the present study, we attempted to expand
the amyloid architecture to one that uses three or four
complementary peptide species laminated into amyloid fibrils.
We present, for the first time, a novel approach for the
construction of amyloid fibrils that involves complementary
assembly of three or four peptide species. Combined with the
assembly of the two different peptides in our previous study,[10d,e]


various applications that use two, three, and four different �


strands can be designed for the development of fibrous peptide
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Figure 1. a) Designed peptides in the peptide library and their ability to form
amyloid fibrils individually, examined by ThT binding and TEM studies[10e] . b) A
helix wheel drawing as a coiled-coil form and a �-strand drawing of the core 14-
residue peptide.


materials with a defined two- or three-dimensional structure.
This method makes possible the sequential array of multiple
kinds of functional groups and their site-specific incorporation
into the predeterminable fibrous scaffold. Moreover, this kind of
study provides a new insight into the molecular details possibly
involved in amyloid formation by disease-related proteins.


Results and Discussion


Amyloid fibrils from three peptide species


First, the complementary triplets from the peptide library that
heterogeneously assemble into fibrils were identified. The
charge-distributed peptide library composed of Ad-linked
peptides that bear E(�) or K(�) residues at positions X1 ±X4


(24� 16 compounds) was prepared according to the reported
method (Figure 1).[10e] In this screening, we examined mixtures of
two different peptides selected from entries 2 ± 5 in Figure 1
together with an additional peptide, KKKK (16). This combination
(two �4-peptides and one �8-peptide) was chosen for three
reasons: 1) no species can form the fibrils by itself ;[10e] 2) no two
peptides selected from those listed can form a complemen-
tary pair for the heterogeneous assembly;[10e] 3) an equimolar
mixture of these three species has a neutral net charge.
Thus, six possible combinations of triplets were generated
(Figure 2a).


Three species were mixed in equimolar amounts (4 �M each)
and incubated in a buffer (pH 7.4) for 5 days at 25 �C. The fibril
formation of the triplets was then examined (Figure 2). A
quantitative analysis of amyloid fibril formation was carried out
by using an amyloid-specific dye, thioflavin T (ThT). This dye


Figure 2. Fibril formation by three or four complementary peptide species. a) Left : ThT binding analysis of the three-peptide mixtures (4 �M each peptide, incubated in
the buffer (pH 7.4) at 25 �C for 5 days) ; right: TEM image of the negatively stained fibrils formed by the EEEK/EKEE/KKKK mixture after 5 days incubation. b) Left : ThT
binding analysis of the four-peptide mixtures (3 �M each peptide, incubated in the buffer (pH 7.4) at 25 �C for 5 days) ; right : TEM image of the negatively stained fibrils
formed by the EEEK/KEEE/EKKE/KKKK mixture after 5 days incubation. The scale bars are each 200 nm.
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associates with amyloid fibrils to cause a significant increase in
fluorescence, which is dependent on the quantity of fibrils.[12]


The results of this screening indicated that two combinations,
EEEK/EKEE/KKKK and EEKE/KEEE/KKKK, are fibril-forming com-
plementary triplets (Figure 2a). The fluorescence spectra of ThT
after incubation in the presence of these three-peptide mixtures
showed a new excitation maximum at around 440 nm and an
enormous enhancement in emission at about 480 nm, both of
which are characteristic of ThT bound to amyloid fibrils.[12] As a
control experiment, ThT binding analyses of the complementary
triplet EEEK/EKEE/KKKK were carried out (Figure 3a). The peptide
solutions (12 �M total peptide), which contained all or some of
the constituent species of the triplet, were incubated for 5 days
at 25 �C. ThT was then added and the fluorescence intensity was
measured. Significant enhancement in the fluorescence intensity
of ThT was observed only in the presence of the triplet mixture
and not when the mixture lacked any constituent peptide
species, which suggests that all species are essential for
assembly of the fibrils. Amyloid fibril formation by these triplet
mixtures was confirmed by transmission electron microscopy
(TEM; Figure 2a). The morphology of the fibrils formed by the
triplet mixtures was similar to that of fibrils from naturally
occurring amyloidogenic proteins.[13] The diameter of the
fundamental fibrils ranges from 10 to 15 nm but some fibrils
are bundled to form thicker fibers.


Circular dichroism (CD) studies revealed that the mixtures
EEEK/EKEE/KKKK and EEKE/KEEE/KKKK initially form an � helix
structure and then change to a � sheet structure within 2 days
(Figure 4a). Furthermore, the �-helical nature of these three-
peptide mixtures at the initial stage was higher than that of
solutions that contained the single species (Figure 4a,
dashed line), which suggests that these species interact
with each other prior to �-sheet fibril formation (difference in


Figure 4. Time-dependent CD spectral changes of the complementary three-
peptide mixture (4 �M each peptide) EEEK/EKEE/KKKK (a), and the complementary
four-peptide mixture (3 �M each) EEEK/KEEE/EKKE/KKKK (b). The three or four
peptides were mixed and incubated in tris(hydroxymethyl)aminomethane (Tris)-
HCl buffer (20 mM, pH 7.4)/2.5% trifluoroethanol (TFE) at 25 �C. The time course of
[�] at 205 nm is shown in the inset plots. CD spectra shown in a dashed line show
the sum of the spectra of each species alone at 0 h. The CD profiles of the triplet
EEKE/KEEE/KKKK and the quadruplet EEKE/EKEE/KEEK/KKKK (not shown) were
similar to those shown.


Figure 3. Control ThT binding analyses for the complementary triplet EEEK/EKEE/KKKK (a) and the quadruplet EEEK/KEEE/EKKE/KKKK (b). The peptide solutions
(12 �M total peptide), which contained all or some of the constituent species of the triplet or quadruplet, were incubated for 5 days at 25 �C, after which ThTwas added
and the fluorescence intensity was measured.
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[�]222 between the spectrum of the mixture and the sum of the
spectra for all the individual species: EEEK/EKEE/KKKK, 7100;
EEKE/KEEE/KKKK, 7900 degcm2 dmol�1). Similar enhancement of
CD was observed in the case of complementary two-peptide
pairings.[10e] The complementary interactions of the charged
groups are also important in � helix formation at the initial stage.


Amyloid fibrils from four peptide species


Next, we attempted the complementary assembly of four
peptide species into amyloid fibrils. In identifying complemen-
tary triplets, we found that the triplets EEEK/EEKE/KKKK, EEEK/
KEEE/KKKK, EEKE/EKEE/KKKK, and EKEE/KEEE/KKKK were unable
to assemble into fibrils (Figure 2a). We had the idea that the
addition of a fourth species to these noncomplementary triplets
might lead to the complementary assembly of four species into
amyloid fibrils. The peptides EKKE and KEEK were chosen to be
the fourth species because each is neutrally charged and is
unable to form the fibrils individually.[10e] An equimolar mixture
of four species, which include EKKE or KEEK, has a neutral net
charge (two �4-peptides, one �8-peptide, and one �0-
peptide). All eight possible combinations of quadruplets were
generated (Figure 2b).


The four species were mixed in equimolar amounts (3 �M


each) and incubated in buffer (pH 7.4) for 5 days at 25 �C. The
fibril formation was then examined as described above. The ThT
binding analysis indicated that two quadruplets, EEEK/KEEE/
EKKE/KKKK and EEKE/EKEE/KEEK/KKKK, possess an outstanding
ability to form amyloid fibrils but the others possess little or no
such ability (Figure 2b). Control ThT binding analyses for the
complementary quadruplet EEEK/KEEE/EKKE/KKKK suggested
again that all species are essential to the assembly of fibrils
(Figure 3b). The TEM study revealed that the morphology of the
fibrils formed by the quadruplet mixtures is essentially identical
to that of fibrils formed by the complementary triplet mixtures
(Figure 2b).


CD studies showed that these quadruplet mixtures gradually
underwent the structural transition from an � helix to a � sheet
within 3 days (Figure 4b). The �-helical nature of these four-
peptide mixtures at the initial stage was higher than that of
solutions that contained the single species (Figure 4b, dashed
line). The same observation was also made for the three-peptide
mixtures and suggests that these species interact with each
other prior to �-sheet fibril formation (difference in [�]222


between the spectrum of the mixture and the sum of the
spectra for all the individual species: EEEK/KEEE/EKKE/KKKK,
7500; EEKE/EKEE/KEEK/KKKK, 6200 degcm2 dmol�1).


Complementary assembly model


The heterogeneous assembly of three or four species is
illlustrated by a schematic representation in Figure 5. An
antiparallel molecular arrangement was applied to construct a
model of the complementary assembly of triplet or quadruplet
peptides. In this model, not only the charged face of the � strand
but also the hydrophobic face opposite contributes to the
complementary assembly. This model of amyloid assembly


Figure 5. The lateral model for the complementary assembly of three (EEEK/
EKEE/KKKK and EEKE/KEEE/KKKK) or four (EEEK/KEEE/EKKE/KKKK and EEKE/EKEE/
KEEK/KKKK) peptide species as a laminated amyloid � sheet. The � strands are
arranged in an antiparallel manner to maximize the charge interactions. The
residues in solid circles denote those on the front side of � strand, while the
residues in dashed circles denote those on the back side. The hydrophobic faces,
which consist of L-Q-L sequences, are located on the side opposite the charged
residues. The numbers refer to the entries in Figure 1.


combines both the complementary interaction of the electro-
static faces[10e] and the contribution of the hydrophobic faces.[10d]


These model studies demonstrated that both the peptides that
assemble homogeneously into amyloid fibrils and the peptide
pairs that assemble heterogeneously must follow the rule of
complementary pairing of charged residues E(�) and K(�)
between � strands laminated into amyloid fibrils. In other words,
peptides unable to form these electrostatic pairings cannot form
amyloid fibrils. Also, with respect to the hydrophobic face of the
� strand, similar complementary pairing was found to be
essential to form two-species assemblies of analogous peptides
mutated at the hydrophobic face.[10d]


The model in Figure 5 can explain why only two triplets or
quadruplets from six or eight possible combinations of three or
four peptides, respectively, are able to form amyloid fibrils. In the
model constructs of these two triplets or quadruplets, comple-
mentary charged pairings at both front and back faces are
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accomplished alternately in the �-sheet structure. The combi-
nations that can form successive electrostatic pairings are these
two particular triplets or quadruplets. In adjacent � strands,
however, three of four charged groups in a strand are
complementary to those in another strand. Therefore, these
two triplets or quadruplets may need a much longer time (2 or
3 days) to finish the transition and to form amyloid fibrils than
the peptides that assemble homogeneously and the two
heterogeneous peptide pairs (3 ± 4 h).[10] In contrast to the lateral
model, a vertical model was also constructed (Figure 6). In this


Figure 6. The vertical model of the complementary assembly of three (EEEK/
EKEE/KKKK and EEKE/KEEE/KKKK) or four (EEEK/KEEE/EKKE/KKKK and EEKE/EKEE/
KEEK/KKKK) peptide species. The interactions between the hydrophobic faces,
which consist of L-Q-L sequences, are represented by projections and hollows.[10d]


Interactions between side chains are accomplished vertically between � strands.
The numbers refer to the entries in Figure 1.


model, both the electrostatic and hydrophobic interactions were
complementarily arranged at both upper and lower faces of the
� strands. The charged and hydrophobic side chains of the
amino acid residues interact in a vertical fashion, which can be
considered in the same manner as the interaction between �


sheets laminated as shown in Figure 5.[10e] In the vertical model,
complete sets of matched charged residues, E and K, are
accomplished only when the two triplets or quadruplets are
aligned in the manner shown in Figure 6. In either model, the
heterogeneous assembly into fibrils is clearly accomplished by
complementary interactions between two,[10e] three, or four
peptide species, though further studies that examine the
mechanism and precise molecular arrangement underlying the


multiple peptide assembly are needed in future work. For
example, the possibility that the mixed fibrils formed from
the different peptides are each composed of a single species
cannot be excluded at present. Although the orientation of
the two peptide chains within a molecule is unknown and
must be elucidated to afford a more precise model, it should
be noted that the �-helical form of the two peptides at the
initial stage facilitates the � to � transition and amyloid
formation.[10a]


Conclusions


In this study we demonstrated that heterogeneous combina-
tions of three or four peptide species each of which is unable to
self-assemble individually ungero complementary assembly into
amyloid fibrils and a simultaneous � to � structural transition.
MacPhee and Dobson reported the incorporation of irregularly
distributed fluorescent labels into fibrils by the co-assembly of
two peptide species derived from natural proteins (1% w/w of a
labeled peptide and an unlabeled one).[8] The results presented
here are the first demonstration of an approach to the
construction of a heterogeneously assembled polypeptide fibril
composed of multiple species in which the alignment and
orientation of each species may be highly ordered. This ordered
structure was accomplished by using simplified de novo
designed polypeptides. Thus, this approach will enable the
site-specific incorporation of multiple kinds of functional groups
or structural probes (e.g. isotopes, fluorophores, and spin labels)
into the polypeptide in a sequential array within the fibril.
This is an important step toward the creation of nano-
scale materials through the use of polypeptide fibrils with
novel functional, physicochemical, and mechanical proper-
ties.[5±9] Moreover, the complementary assembly of � strands
demonstrated here will lead studies toward the identifica-
tion of the precise molecular details of the amyloid structure,
which have not yet been fully resolved.[1±4] This strategy, when
used with homologous peptides, can also be applied to
the design of inhibitors developed on the basis of molecular
models.


Experimental Section


Peptides : Peptides were synthesized by the solid-phase method by
using the 9-fluorenylmethoxycarbonyl (Fmoc) strategy[10] and the
intermolecular disulfide bond was formed in 10% dimethyl sulf-
oxide/trifluoroacetic acid solution.[14] The obtained peptides were
purified by reversed-phase HPLC and identified by MALDI-TOF MS
and amino acid analysis. All peptide samples were dissolved in TFE as
a stock solution to avoid the assembly of amyloid fibrils and then
diluted with Tris-HCl buffer (20 mM, pH 7.4) for measurements. The
final TFE content was 2.5%. The presence of 2.5% TFE slightly
decreases the rate of the � to � transition and amyloid formation but
the peptides showed a similar � to � transition profile to that
observed in the absence of TFE.[10] Therefore, TFE (2.5%) has almost
no effect on the measurements.


ThT binding analysis : Each peptide was dissolved in TFE (0.48 mM).
Aliquots of the TFE solutions were mixed and the solution was
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diluted with Tris-HCl buffer (20 mM, pH 7.4) to give 12 �M total
peptide concentration and 2.5% TFE content. After incubation for
5 days at 25 �C, a ThT solution (240 �M in water) was added to the
peptide solution and fluorescence measurements were carried out.
Fluorescence intensities of ThT (20 �M) in the presence of the
incubated peptides were recorded on a multi-well plate reader
(excitation filter, 425 ± 475 nm; emission filter, 525 ± 535 nm) in a 96-
well plate at 25 �C for the first screenings and the control experi-
ments (Figures 2 and 3). The excitation and emission spectra were
measured for ThT (6 �M) in the presence of peptides (12 �M) on a
fluorescence spectrophotometer at 25 �C.


CD spectroscopy : Measurements were started immediately after
dilution of the TFE solution with Tris-HCl buffer (20 mM, pH 7.4). The
final concentration of peptides was 12 �M and the TFE content was
2.5%. The concentration of the peptide solutions was determined by
quantitative amino acid analysis. CD spectra were measured at 25 �C
by using a quartz cell with a 1.0 mm path length and recorded in
terms of mean residual molar ellipticity ([�] degcm2 dmol�1). Tur-
bidity of the solution, which disturbs the CD measurement, was not
observed under these conditions.


TEM study : Peptide solutions were prepared and incubated as
described for the CD measurements. After the structural transition,
the sample was adsorbed onto a carbon-coated copper grid and
then negatively stained with a 2% (w/v) aqueous phosphotungstic
acid solution.
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The Mechanism of Phosphorylation of Natural
Nucleosides and Anti-HIV Analogues by
Nucleoside Diphosphate Kinase Is Independent
of Their Sugar Substituents
Michael C. Hutter and Volkhard Helms*[a]


The reaction mechanism of the phosphoryl transfer catalyzed by
dinucleoside diphosphate kinase from Dictyostelium discoideum
is investigated by semiempirical AM1 molecular orbital computa-
tion of an active site model system on the basis of various X-ray
crystallographic structures. The computational results suggest that
the phosphoryl transfer from adenosine triphosphate to the His122
residue is accompanied by the simultaneous shift of a proton from
the histidine residue to one of the oxygen atoms of the � phosphate
group. This involves a doubly protonated His122 residue whilst this
residue is neutral in its ternary complex with ADP and the transition
state analogue AlF3 . The proposed mechanism is thus analogous to
that of phosphoryl transfer by cyclic adenosine monophosphate
dependent protein kinase and uridine/cytidine monophosphate
kinase as found in our earlier work and clarifies the role of the


ribose 3�-OH group. Furthermore, the energetics of phosphoryl
transfer onto other nucleoside analogues such as 3�-azido-3�-
deoxythymidine-diphosphate and 2�,3�-dideoxy-2�,3�-didehydro-
thymidine-diphosphate are investigated. The calculated reaction
barriers for the phosphorylation of the diphosphates by the enzyme
are all within a range of 13.1 kJmol�1, which suggests that
variations in the activation energies alone cannot account for the
experimentally observed differences in enzymatic activity. Conse-
quences for the design of new anti-HIV nucleoside analogues are
discussed.


KEYWORDS:


antiviral agents ¥ molecular modeling ¥ reaction mechanisms ¥
semiempirical calculations ¥ transition state analogues


Introduction


Kinases are enzymes that mediate the formal transfer of a PO3


(phosphoryl) group from the triphosphate nucleoside adenosine
triphosphate (ATP) to an acceptor molecule. The possible
acceptor groups are diverse since phosphorylation is used in
biological processes like energy and signal transduction, activa-
tion of metabolites, cell growth, and cellular regulation.[1±3] The
latter two processes require nucleoside triphosphates other than
ATP that are synthesized from the corresponding diphosphates
by nucleoside diphosphate kinase (NDPK). For example, 2�-
deoxythymidine diphosphate (dTDP) is converted into 2�-
deoxythymidine triphosphate (dTTP), which is required for
DNA synthesis. This makes NDPK a key enzyme to be considered
in the development of antiviral treatments because the diphos-
phates of agents such as 3�-azido-3�-deoxythymidine (AZT),
which lacks the 3�-OH group necessary for the elongation of the
DNA backbone, also have to be phosphorylated by NDPK.
Unfortunately, AZT-diphosphate (AZT-DP) is only a poor sub-
strate for NDPK as both its binding affinity[4, 5] and the
phosphorylation capacity of human NDPK B[6] are several orders
of magnitude lower than for natural nucleoside diphosphates
such as dTDP.


It was suggested that the 3�-OH group of the nucleosides also
plays a role in the catalytic phosphorylation mechanism of
NDPK[7] because this OH group forms a hydrogen bond to, or


may even donate its proton to the � phosphate group of the
nucleoside. If this interaction is of importance, it explains the low
phosphorylation rate of dideoxynucleosides like AZT-DP, which
cannot be stabilized by such an interaction. On the other hand,
the dissociation constants of the natural substrate dTDP and
2�,3�-dideoxy-2�,3�-didehydrothymidine diphosphate (D4T-DP)
for binding with a mutant of NDPK that is enzymatically inactive
are quite similar to one another. Furthermore, the phosphor-
ylation rate of D4T-DP is much higher than that of AZT-DP.[4] The
general picture that emerges is that variations in the rate of
phosphorylation of the various nucleosides are mostly deter-
mined by differences in their binding affinities. It is currently
unclear what kind of stabilization can be ascribed to the 2�- and
3�-OH groups and whether there exist significant differences in
the activation barrier for phosphoryl transfer as was suggested
to be the case for poor substrates.[7] The issue of activation
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barrier differences can only be addressed by separation of the
phosphoryl transfer reaction from the binding step, which can
be done by quantum chemical calculations.


The sequences and the three-dimensional structures of
nucleoside diphosphate kinases from various organisms are
highly conserved, particularly in the active site region.[8±10] NDPK
from the lower eukaryote Dictyostelium discoideum (Dd-NDPK)
considered here shows similar kinetic parameters to human
nucleoside diphosphate kinases.[11] This makes Dd-NDPK a
suitable model for eukaryotic NDPK.


In contrast to most other kinases, which directly transfer the
phosphoryl group from ATP to the acceptor, catalysis by NDPK
involves the formation of a covalent phosphohistidine in the
active center of the enzyme (E) [Eq. (1) ; � indicates reversibly
bonded species, in this case the enzyme and a PO3 group].[7]


After the release of ADP, a different dinucleoside, XDP, can bind
at the same position to be subsequently phosphorylated
[Eq. (2)] .[12±14]


E�MgATP� E�P�MgADP (1)


E�P�MgXDP� E�MgXTP (2)


Although the phosphorylation of histidine is fully reversible,[15]


the transient phosphorylated enzyme without ADP and magne-
sium (1NSP) is stable for a few hours at low temperature and
could be crystallized.[14] Numerous other X-ray crystallographic
structures of Dd-NDPK[9]have been reported and include the
holoenzyme (1NPK)[16] and the ternary complex of the enzyme
with ADP ¥Mg and the transition state analogue AlF3 (1KDN).[17]


These structures outline the catalytic pathway.[7] This ™ping-pong
mechanism∫ proceeds through an intermediate high-energy
phosphohistidine[14] and this state can be regarded as the
primary product of the phosphoryl transfer from ATP, which may
have a similar mechanism to that seen in other kinases.[1]


Enzymatic phosphoryl transfer is commonly discussed on the
basis of structural and electronic properties in terms of the two
extremes ™associative∫ and ™dissociative∫.[18] A fully dissociative
mechanism requires a certain distance between ATP and the
accepting group so that the � phosphate group can be
completely removed from ATP to form a monoanionic meta-
phosphate in the transition state. Conversely, a fully associative
mechanism involves a strongly negatively charged metaphos-
phate with a penta-coordinated phosphorus atom whose apical
ligands are within the range of covalent single bonds (around
1.7 ä). Conclusive information about the actual charge on the
metaphosphate can, however, only be derived from quantum
chemical calculations.


Crystallographic studies of NDPK and uridine/cytidine mono-
phosphate kinase (UMP/CMP kinase) in the presence of ADP
have been reported that also incorporate the so-called transition
state analogues aluminum fluoride and beryllium fluoride,
respectively.[17, 19] Although AlF3 mimics the planar shape of the
metaphosphate (PO3) in the supposed transition state, the total
charge of the reactants is different: ATP ¥Mg has a charge of �2
while Mg ¥ADP ¥ AlF3 has a net charge of �1. Furthermore it was
suggested in a recent quantum chemical study that the presence


of aluminum trifluoride alters the protonation state of the
phosphoryl-accepting mononucleoside in UMP/CMP kinase.[20] It
was found that the � phosphate group of UMP or CMP should be
protonated to enable phosphoryl transfer, while the mononu-
cleoside is likely to be unprotonated in the presence of ADP ¥
AlF3. Such quantum chemical methods are ideal for investigation
of reaction mechanisms and determination of the structures of
transition states as these states are well-defined saddle points
along a reaction coordinate which connects reactants and
products. It is therefore relatively straightforward to study the
influence on the reaction mechanism of subtle substitutions in
the substrate once the mechanism itself has been established,
for example, effects upon the activation barrier can be
determined. For UMP/CMP kinase and cyclic adenosine mono-
phosphate dependent protein kinase (cAPK) the computed
phosphoryl transfer reactions revealed the participation of a
proton that is simultaneously shifted to one of the oxygen atoms
of the PO3 group as the phosphoryl is transferred. This put the
reaction mechanism of kinases in a new light.[20±22]


The investigation of the phosphoryl transfer mechanism in
NDPK with quantum chemical methods in this work will help
improve understanding of the substrate properties of nucleoside
analogues and is moreover another step towards a common
enzymatic reaction mechanism for all kinases.


Results


The structures of all investigated nucleosides are given in
Scheme 1 for clarity. We first consider one of the native ping-
pong reactions of NDPK, the phosphoryl group shuttle between
ATP and dTDP, in order to establish a firm basis for the analysis of
the AZT-DP reaction.


Adenosine triphosphate/adenosine diphosphate and AlF3


The molecular system shown in Scheme 2 (see the Methods
Section for details) corresponds to the reactant state in which
ATP and magnesium are bound to the enzyme. It has a net
neutral charge as the His122 residue is expected to be doubly
protonated in the presence of ATP. If both the His122 residue and
ATP are unprotonated the model that results is a structure in
which the nonplanar � PO3 group is covalently bound neither to
the � nitrogen of the His122 residue nor to the bridging oxygen
of ADP. This geometry cannot be regarded as a transition state or
reactant geometry. Interestingly, the same geometry is also
obtained when the optimization is started from the supposed
product state, which is more than 146 kJmol�1 higher in energy
than the reactant state and comprises phosphorylated histidine
(His-PO3) and ADP. Therefore, neither the reactant nor the
product state yields a stable geometry when both the His122
residue and ATP are treated as unprotonated. These results are,
however, not surprising from an electrostatic point of view as the
interaction between an unprotonated � nitrogen and a neg-
atively charged � PO3 group is unfavorable. When the � phos-
phate group is replaced by the uncharged AlF3 molecule, the
geometry optimization yields a structure that resembles a
transition state in which the aluminum atom is apically
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coordinated by N� and by the bridging oxygen of
ADP. This result is in agreement with the crystal
structure of the system in which AlF3 and ADP ¥Mg
are complexed with the enzyme.[17] Conversely,
when doubly protonated histidine with ATP is
considered, calculations yield the reactant struc-
ture shown in Scheme 2. The proton added at the
His-N� atom points towards the � phosphate
oxygen atom (O1C), which also coordinates the
magnesium ion. The plane of the histidine ring is
turned slightly towards the Tyr56 residue com-
pared to its position in the crystal structure that
contains AlF3 (1KDN) but is in the same plane as
the Tyr56 residue in the crystal structure that
contains the phosphorylated histidine (1NSP). The
side chains of the Lys16 and Tyr56 residues, which
are involved in hydrogen bonding to the � PO3


group do not show any significant movement
upon the exchange of AlF3. Only the solvent-
exposed adenine moiety in ATP shows notewor-
thy deviations in position, while the positions of
the phosphate groups are closely retained. These


structural movements are caused by the omission of the
outer parts of the protein from our computational model
but are unlikely to affect the computed energies since the
active site is preserved.


We found two conceivable product structures for the
phosphoryl transfer onto the His122 residue in which the
N� proton is shifted to the closest oxygen (O1C) atom of
the � phosphate group. The first product is 66.9 kJmol�1


higher in energy than the reactant and has the O1C
oxygen atom still bound to the magnesium ion while the
remaining ADP stays almost in place. The plane of the
histidine ring is slightly turned upwards and the phenyl
ring of the Tyr56 residue is rotated outwards by about 20�
but still forms a hydrogen bond with the � phosphate O3C
atom. This situation is similar to that found in the X-ray
structure which corresponds to the product (1NSP). This
structure can be regarded as the product of a minimum
motion transfer of atoms. In the second geometry, which is
only 23.4 kJmol�1 higher in energy than the reactant, the
� and � phosphate groups of ADP are moved towards the
histidine and the adenosine moiety is translated by about
0.7 ä. In this case the shifted proton is stabilized by a
hydrogen bond with a water molecule (HOH612 in 1KDN
or HOH228 in 1NSP, respectively). As the transferred � PO3


group is rotated, the magnesium ion is now ligated by a
different oxygen atom (O2C). The formation of this


Scheme 1. The structures of the investigated nucleosides.


Scheme 2. The quantum mechanical model system used to study the phosphoryl transfer.
A bound ATP molecule and the considered residues in the active site are shown. The model is
derived from the 1KDN crystal structure of NDPK complexed with ADP and AlF3 and with ADP ¥ AlF3
replaced by ATP.
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product geometry, however, requires a transient change of the
coordination sphere of the magnesium ion, which is an
energetically unfavorable process (see below).


To characterize the activation barrier for the transfer of the
phosphoryl group onto the His122 residue in the first product
geometry, a reaction path calculation was performed. In this
reaction path, the P� atom is moved towards the N� atom of the
His122 residue while the proton is simultaneously shifted from
the N� atom to the O1C oxygen atom of the � phosphate group
as indicated by the arrows in Scheme 2. We found an activation
barrier of 148.4 kJmol�1 to reach the transition state. Conversely
the reaction barrier for the reverse reaction, the transfer of a
phosphoryl group from phosphohistidine to ADP, is 81.5 kJmol�1


(see Table 1). The proton position in the transition state is similar
to that obtained previously for cAPK and UMP/CMP kinase.[20, 21]


The proton sits inbetween the phosphorus-accepting atom (N�


of His122) and the oxygen of the transferred � PO3 group (O1C).
The P� atom is still bound to the oxygen atom of the
� phosphate group (1.692 ä). The � phosphate group is not
planar and the P� atom is within 2.413 ä of N� (3.474 ä in the
reactant). Analysis of the transition state by calculation of its
harmonic vibrations gave a single imaginary frequency of
�1003 cm�1 associated with the movement of the shifted
proton after a deformational vibration of the N��H bond. This
type of vibration was also found in the transition states of all
other nucleoside systems investigated. Although the respective
frequencies range from �971 cm�1 (3�-dATP) to �1504 cm�1


(AZT-TP), the geometries of the involved molecular fragments
are very similar. The mechanism derived from these results is
shown on the left of Scheme 3. We computed the activation
barrier that must be overcome to reach the alternative product
(see above) to be 54 kJmol�1 higher than that for the reaction
path described above as a result of the change in the
coordination sphere of the magnesium ion. This alternative
reaction is therefore not likely to happen.


Energetic minimization of the molecular system that contains
ADP and the transition state analogue AlF3, which is the
transition state model usually used, yields a planar aluminum
trifluoride molecule in accordance with the crystallographic
structure. The aluminum atom is apically coordinated by the N�


atom of the (unprotonated) His122 residue (2.420 ä) and the
oxygen atom of the � phosphate group (2.336 ä). These
computed distances are in good agreement with the X-ray data
(2.427 and 2.413 ä, respectively).


2�-Deoxythymidine triphosphate


dTDP is a typical natural substrate for phosphorylation by NDPK.
This involves the reverse of the reaction discussed above, that is,


Scheme 3. The concerted phosphoryl transfer mechanism as suggested from quantum chemical calculations involves the synchronous shift of a proton from the
protonated His122 residue (left). Processing of adenosine-5�-[�,�-imido]-triphosphate (AMP-PNP) produces an intermediate imido anion that can adopt a proton from a
nearby group, for example from the 3�-OH group of the ribose moiety (right).


Table 1. Computed energies for the phosphoryl transfer from triphosphate
nucleosides onto NDPK (XTP�E�P), and from the phosphorylated enzyme
onto diphosphate nucleosides (E�P�XTP).[a]


Nucleoside
system


Reaction barrier
�H� (XTP�E�P)


Reaction enthalpy
�Hreact


Reaction barrier
�H� (E�P�XTP)


ATP 148.4 � 66.9 81.5
2�-dATP 152.2 � 73.6 78.6
3�-dATP 152.6 � 83.4 69.2
GTP 150.5 � 69.2 81.3
TTP 140.9 � 66.2 74.7
dTTP 151.3 � 71.5 79.8
D4T-TP 157.2 � 79.3 77.9
AZT-TP 163.0 � 80.7 82.3
AMP-PNP 185.6 � 64.4 -


[a] The associated energy profile is shown in Figure 1. All energies are given
in kJmol�1. The system that contains the triphosphate (E:MgXTP) is taken as
the reference point (�0.0) in each nucleoside system.
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transfer of a PO3 group from the phosphorylated His122 residue
to the � phosphate group of the nucleoside diphosphate. The
optimized geometry of the reactant is nearly identical to that for
ADP. As a result of the missing hydrogen bond between the 2�-
deoxyribose and the side chain of the Asn119 residue, the latter
rotates outwards by around 35� and the hydrogen bond to the
carbonyl oxygen atom of the Thr98 residue is thereby shortened
by about 0.1 ä. An activation energy of 151.3 kJmol�1 was
obtained for the phosphorylation of the His122 residue by
calculation of the reaction path. This result corresponds to a
reaction barrier of 79.8 kJmol�1 for the phosphoryl transfer onto
dTDP. Both values are very similar to those of the ATP/ADP
system.


3�-Azido-3�-deoxythymidine


The in vivo phosphorylation of AZT diphosphate by NDPK is
inefficient.[6] The 2�-deoxyribose ring of AZT has the 3�-OH group
substituted by an N3 group, which causes several hydrogen
bonds to be broken compared to the situation for the natural
analogue dTDP. As shown in Scheme 2, the 3�-OH group of ATP
donates a hydrogen bond to the O3C oxygen atom of
� phosphate and accepts one from the amino group in the side
chain of the Asn119 residue. The carbonyl oxygen atom of the
Asn119 side chain accepts hydrogen bonds from the Lys16
residue and 2�-OH group. Binding of deoxyribose nucleosides
that lack the 2�-OH group is therefore unfavorable. In addition,
the presence of the N3 group on AZT phosphate is electrostati-
cally and sterically unfavorable in the active site.


The reported X-ray structure of NPDK complexed with AZT-DP
(1LWX)[23] is that of a mutant in which the Asn119 residue is
replaced by alanine. It shows a significant structural deviation in
the active site compared to the crystal structure of NDPK
complexed with thymidine diphosphate but the rest of the
protein structure is unaltered. The side chain of the Lys16 residue
in the 1LWX structure is turned outwards, which was ascribed to
the steric effect of the 3�-azido group. In our computed
geometries of the product and reactant states of the AZT
nucleosides bound to wild-type NDPK we found no such
movement of the side chain of the Lys16 residue but an outward
turn of the Asn119 residue through about 50� was seen as a
result of the presence of the N3 group. The hydrogen bond
between the Lys16 and Asn119 residues is conserved.


The complex of the phosphorylated histidine and AZT-DP
(His122-PO3H ¥ AZT-DP) is 80.7 kJmol�1 higher in energy than the
complex that contains the triphosphate of AZT (His122-H ¥ AZT-
TP). The activation energy for the transfer of a phosphoryl group
onto AZT-DP is 82.3 kJmol�1 (compared with 81.5 kJmol�1 for
the corresponding phosphoryl transfer to ADP). The reaction
path calculation yields an activation barrier for the phosphor-
ylation of histidine of 163.0 kJmol�1 (148.4 kJmol�1 with ATP).


2�,3�-Dideoxy-2�,3�-didehydrothymidine triphosphate (D4T-TP)


To circumvent the disadvantages involved with the azido group
in AZT, a double bond between the C2� and C3� atoms of the
ribose moiety was introduced into the clinically relevant nucleo-


side analogue D4T. The crystal structure of the enzymatically
inactive H122G mutant of NDPK complexed with D4T-TP
(1F3F)[24] indeed reveals that the conformation of the Lys16
residue is preserved while the ribose moiety is turned slightly
inwards to allow hydrogen-bond-like interactions between 3�-CH
group and the O3C oxygen atom of the � phosphate group as
well as the P��P� bridging oxygen. The side chain of the Asn119
residue shows no noticeable changes compared to the 1KDN
crystal structure, which contains ADP ¥AlF3.[17] Our computed
geometries for D4T-TP and D4T-DP in the active site model agree
with all of these structural findings. We found a distance of
2.007 ä between the 3�-CH group and the O3C oxygen atom in
the product (D4T-DP), which is 79.3 kJmol�1 higher in energy
than His122-H ¥D4T-TP. A reaction barrier of 77.9 kJmol�1 was
calculated for the transfer of a phosphoryl group onto D4T-DP.


2�-Deoxyadenosine triphosphate (2�-dATP)


Like dTDP, 2�-deoxyadenosine diphosphate lacks the 2�-OH
group on its ribose moiety and shows the same structural
movement of the Asn119 side chain. There is no difference
between the reaction barrier for the reversible phosphoryl
transfer for dADP/dATP and for that ADP/ATP in either direction
within the error limit of the underlying method.


3�-Deoxyadenosine triphosphate


In contrast to D4T, 3�-dADP cannot form favorable interactions
between the 3�-CH group and the phosphorylated histidine.
Interestingly, E�Mg complexed with 3�-dADP is 83.4 kJmol�1


higher in energy than the complex with the triphosphate which
is the largest difference among the investigated nucleosides.
This destabilization is also reflected by the low reaction barrier
for the phosphoryl transfer to the diphosphate (�69.2 kJmol�1),
while the activation barrier for the forward reaction is similar to
that for 2�-dATP.


2�-Hydroxythymidine triphosphate (TTP)


In contrast to the naturally occurring dTDP, thymidine-diphos-
phate (TDP) is a hypothetical substrate which possesses a 2�-OH
group and is thus analogous to ADP. Among the investigated
nucleoside analogues it shows the lowest activation barriers for
the phosphoryl transfer in both directions (140.9 for phosphor-
ylation of TDP and 74.7 kJmol�1 for the backward reaction),
although no apparent structural differences compared to the
computed geometries of the transition states for ATP and dTTP
are noticeable. Interestingly, the calculated imaginary frequency
(�973 cm�1) is the lowest among the investigated pyrimidine-
type nucleosides.


As the reaction barrier for the phosphoryl transfer from TTP
onto His122 is somewhat lower (6.8 kJmol�1) than for the
corresponding reaction involving ATP, the (hypothetical) TTP
could compete successfully with ATP in phosphorylation of
NDPK and would thus leave a much lower level of TTP available
for further biosynthetic use than is the case for the naturally
occurring dTTP.
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Adenosine-5�-[�,�-imido]-triphosphate (AMP-PNP)


Substitution of the oxygen atom that links the � and � phos-
phorus atoms by an NH group results in an ATP analogue that is
still slowly processed by NDPK but is a strong inhibitor of other
phosphotransferases.[7, 17] Cleavage of the � PO3 group as
required for phosphorylation of the His122 residue, however,
results in a chemically unstable HN�P(O2)O�R (R� the nucleo-
side) fragment that can easily accept a proton from a nearby
group, presumably the Lys16 residue or the 3�-OH group of the
ribose moiety as was suggested for the mechanism of phos-
phoryl transfer in NDPK.[6] The 3�-hydroxylate anion that results
from proton donation by the 3�-OH group would be able to pick
up another proton from solution upon release from the binding
pocket (see right-hand side of Scheme 3). During the reaction
path calculation we actually observed the transfer of the proton
from the 3�-OH group to the imido nitrogen which, however,
occurs alongside the shift of the N� proton to O1C and requires
an activation energy of 185.6 kJmol�1. The transition state for
this concerted reaction shows an imaginary frequency of
�1776 cm�1. The resulting product, which contains the unpro-
tonated 3�-hydroxy group, is 64.4 kJmol�1 lower in energy than
the reactants. This exothermic step therefore implies a reaction
barrier of 250 kJmol�1 for the reverse reaction, which is thus very
unlikely.


Other kinases[1] do not bind ATP in a geometry in which the
ribose 3�-hydroxy hydrogen atom points in the direction of the
� phosphate group. This fact may explain the inhibitory property
of adenosine-5�-[�,�-imido]-triphosphate.


Discussion


It has been suggested that within the pH range in which NDPK is
active (pH 7±8), the phosphate groups of ATP should be fully
deprotonated.[17] Accordingly, the His122 residue is likely to be
positively charged to optimize its electrostatic interaction with
the negatively charged phosphate group of ATP. This would also
avoid the assumption of an exceptionally low pKa for the His122
residue, an argument that was used to explain the small
variation of kcat/Km between pH values 6 ± 9.[7] In a similar manner
to results obtained for UMP/CMP kinase,[20] we found that the
His122 residue should be doubly protonated in the presence of
ATP, while it is neutral in the complex with ADP and AlF3. Our
assignment of these protonation states is mainly based on our
results from geometric optimizations of the corresponding
model system with ADP and AlF3, which is in good agreement
with X-ray data, especially with regard to the Al�N� and Al�O
distances.


Optimization of the ATP complex with a neutral His122 residue
did not give stable structures for reactant and product states
whereas convincing geometries were obtained with a proto-
nated His122 residue. Secondly, our product (His122�PO3H ¥
ADP) is 66.9 kJmol�1 higher in energy than the reactants
(His122�H ¥ATP) while the supposed product that contains
unprotonated histidine (His122�PO3 ¥ ADP) is destabilized by
146.3 kJmol�1 compared to the relaxed intermediate-like struc-
ture it adopts upon energy minimization. Conversely our


reactant and product geometries are stable minima. Further-
more it is known that phosphohistidine is kinetically unstable
and its energy of hydrolysis is more negative than that of ATP.[7]


Both experimental findings support the existence of a high-
energy phosphohistidine as represented by our product
(His122�PO3H ¥ ADP). The protonation of the His122 residue in
the presence of ATP by no means rules out the presence of
unprotonated histidine in the free enzyme over a large pH range.
The observed decrease in activity at pH values above 9 could
therefore result from the lack of protonation of the His122
residue rather than the previously suggested deprotonation of
Lys16 and Tyr56 residues.[7]


The observed reaction mechanism of phosphoryl transfer
involves the synchronous shift of a proton from the N� atom of
the His122 residue to the O1C oxygen atom of the � PO3 group
as this group is transfered. This mechanism was found for all the
substrates investigated. Such a proton shift is not commonly
taken into account in the discussion of the reaction mechanism
of kinases. To decide whether the reaction mechanism has more
associative or dissociative character, the distance criteria in the
transition state can be used. For the reaction with ATP the
distances between the P� atom and its apical ligands suggest a
dissociative type of mechanism as the sum of both distances
(4.216 ä) is larger than the sum of two single covalent P�O
bonds (around 3.4 ä).[1] We found a similar value (4.083 ä) in our
previous study on UMP/CMP kinases, where a proton shift was
also observed.[20] In the reactant and the transition state of the
phosphoryl transfer in NDPK, the hydrogen atom of the ribose 3�-
OH group forms a hydrogen bond to the O3C oxygen atom of
the � phosphate group and thus facilitates the phosphoryl
transfer step. Except in the case of AMP-PNP, we did not observe
a proton shift from the 3�-OH group to the � phosphate group,
presumably because the negative charge on the transferred PO3


group is compensated by the simultaneous shift of the proton
from the His122 atom to the O1C oxygen atom. This mechanism
therefore complies with the phosphoryl transfer mechanism in
UMP/CMP kinase and in cAPK as previously outlined by
computational studies.[20±22]


Interpretations of our calculated reaction barriers have to
consider the intrinsic error of semiempirical molecular
orbital calculations.[25] More accurate calculations that use, for
example, density functional theory, will help refine the
computed barriers in future. Nevertheless, the structural and
energetic results are comparable to or more accurate than
computationally more expensive molecular orbital methods,
such as ab initio, Hartree ± Fock, and density functional methods.
This accuracy means that the computed reaction mechanisms
are essentially the same as would result from these other
methods.[26]


Although the error involved can be be larger for transition
states than for stable minima, the relative energy differences
reflect the different stabilities of similar molecular systems. This
allows a qualitative ranking of the NDPK substrates investigated
in conjunction with the experimental data available.[4±6] Surpris-
ingly, all of the computed reaction barriers for the (reversible)
phosphoryl transfer lie within a narrow range of less than
23.0 kJmol�1, where AZT-TP and the hypothetical 2�-hydroxy-TTP
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mark the upper and lower limits. Of the native triphosphate
nucleosides, phosphoryl transfer to the His122 residue is best
carried out by ATP, as expected. The reaction barriers for
phosphorylation of the diphosphate nucleosides ADP, GDP, 2�-
dATP, dTDP, D4T-DP, and AZT-DP are calculated to be within
4.4 kJmol�1 of each other. Among the naturally occurring
nucleosides the highest barrier is calculated for the phosphor-
lyation of ADP (81.5 kJmol�1) which, however, would regenerate
the ATP that is used to phosphorylate NDPK beforehand. Thus
our calculations indicate that this unwanted reverse reaction is
presumably avoided in biosynthesis by a high reaction barrier.
An exception among the series of investigated nucleosides is
AMP-PNP, which shows the highest reaction barrier but yields a
different product. As AMP-PNP is a competitive inhibitor of other
kinases it also marks an upper limit for the activation barrier in
NDPK.


Substitutions of the OH group in the 2�- or 3�-position of the
ribose moiety are associated with increased reaction barriers for
the forward reaction (�H�(XTP�E�P); X� any nucleoside), and
lead to destabilization of the corresponding systems that
contain the diphosphate (E�P:MgXDP) as can be seen from
the reaction enthalpies (see Figure 1 and Table 1). The destabi-
lization of the diphosphate complex in turn influences the
reaction barrier for the backward reaction (�H�(E�P�XTP)),
which yields the triphosphate nucleoside. Therefore no consis-
tency of the latter reaction energy barriers is found upon
substitution.


Figure 1. Energy profile of the catalytic phosphoryl transfer from a triphosphate
(XTP) to the enzyme (E) and backwards from the phosphorylated enzyme (E� P)
to a diphosphate (XDP) with the corresponding reaction barriers �H�. The
computed energies for the investigated nucleoside systems are given in Table 1.


Among the investigated dinucleoside systems, E�P:MgADP
is calculated to be the most stable (see third column in Table 1),
except for the system that contains TDP, which is not naturally
occurring. Nucleoside systems that have the 2�-OH group
replaced by hydrogen, that is 2�-dATP and dTTP, are higher in
energy than the ATP and TTP systems by 6.7 and 5.3 kJmol�1,
respectively. When the 3�-OH group is removed (3�-dADP, D4T-DP,
and AZT-DP), the destabilization is more drastic (13.1 ±
16.5 kJmol�1), which underlines the favorable interaction of this
hydroxy group with the � phosphate group. These energy
differences do not arise from differences in binding enthalpies
since removal of individual hydrogen bond donors on the ligand


may change the binding affinity only marginally, as shown
previously for complexes of cAMP-dependent protein kinase and
balanol derivatives.[27] Moreover, a significant amount of en-
thalpy ± entropy compensation was reported for binding among
this class of nucleosides.[5]


Comprehensive statements regarding the energetic differ-
ences in the stabilities of the enzyme± substrate complexes, for
example, exact quantification of the binding energy of AZT-DP
versus ADP, would require the computation of free energy
perturbation profiles[28] for all NDPK± ligand systems and a
proper treatment of solvation effects for the unbound ligands,
which is beyond the scope of this work. However, as the various
substrates investigated here do not significantly differ in their
molecular shape and number of rotatable � bonds, most of the
entropic changes may be negligible. Nevertheless, we make no
predictions concerning binding enthalpies but rather focus on
the influence of the substrates on the relative stability of the
complexes that contain the various phosphorylated enzymes
(E�P:MgXDP) compared to the corresponding system that
contains the triphosphate (E:MgXTP). The associated energy
differences (�Hreact , see Table 1) thus reflect the substrate
properties of the bound nucleoside diphosphates and agree
well with experimental binding affinity data, for example, dTDP
is a better substrate than AZT-DP.[4, 29]


The equilibrium constant Keq for the equilibrium shown in
Equation (3) is on the order of 1.[30]


NDPK�ATP�NDPK�P�ADP (3)


The binding constant of ATP with a H122G mutant of NDPK
was measured as 0.2 �M (�Gbind��38.9 kJmol�1)[4] and that of
ADP with H122G and wild-type NDPK as 25 �M (�Gbind�
�24.2 kJmol�1) in both cases.[4] We expect the binding free
energy of ADP to phosphorylated NDPK to be slightly less
favorable than the number given as a result of the unfavorable
electrostatic interaction of the negatively charged His122�P
moiety with ADP. From these numbers, when possible con-
formational transitions of the protein and ligands are ignored,
one would expect an endothermic reaction free energy of
roughly 15 kJmol�1 for the phosphoryl transfer from ATP to
the His122 residue considered in this study. The computed
value of 66.9 kJmol�1 together with the energy barrier of
148.4 kJmol�1 seems therefore a bit high. It remains to be seen
whether these values are lower when found by using more
accurate density functional calculations. The small variation
found between ATP and nucleoside analogues, which is the
important conclusion of this work, is unaffected by this possible
shortcoming.


Conclusions


The catalytic reaction mechanism of phosphoryl transfer from
triphosphate nucleosides to the His122 residue of NDPK and
from the phosphorylated enzyme to diphosphate nucleosides
was investigated by using semiempirical molecular orbital
calculations on an active-site model of NDPK. On the basis of
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the computational results it is suggested that the His122 residue
is doubly protonated in the presence of bound triphosphates
and unprotonated in the complex that contains ADP and AlF3, in
agreement with X-ray crystallographic data.


Phosphorylation of the enzyme is associated with a synchro-
nous shift of the N� proton from a histidine residue to that
oxygen atom of the � phosphate group which is coordinated to
the magnesium ion. As a result of the presence of the shifted
proton, the transition state is not a planar PO3 group; this
geometry occurs further along the reaction path and leads to
inversion of the configuration at the P� atom. This mechanism
was found for all the triphosphates investigated and is
analogous to the phosphoryl transfer mechanism suggested
previously for cAPK and for UMP/CMP kinase.


NDPK is able to process the ATP analogue AMP-PNP, which is a
competitive inhibitor of other kinases.[7] This is a result of the
specific binding pocket of NDPK that allows interaction with the
3�-OH group of the ribose moiety. In the case of AMP-PNP only,
active participation of this hydroxy-group hydrogen atom leads
to proton abstraction by the intermediate imido anion, which
forms an energetically more favorable hydroxylate anion. For all
other nucleosides no such shift of this proton to either the � or
� phosphate group was observed. According to the proposed
mechanism, which involves proton abstraction from the 3�-OH
group, NDPK should not be able to process 5�-[�,�-imido]-3�-
deoxyribose adenosine triphosphate. This reasoning provides an
opportunity for experimental verification of the mechanism.


The presence of the N3 group in AZTwas found to be sterically
and electrostatically unfavorable and causes structural rear-
rangement of the side chain of the Asn119 residue in our model.
This explains some of the poor substrate properties of AZT,
especially when compared to D4T-DP, which is well accommo-
dated into the active site and shows favorable electrostatic
interactions and steric behaviour.


The computed activation enthalpies for the phosphorylation
of the diphosphates by the enzyme (E�P�XTP) are within
13.1 kJmol�1 for all substrates. This value includes the nucleo-
sides that do not possess a 3�-OH group, such as AZT-DP and
D4T-TP. These reaction barriers do not substantially differ
between good and poor substrates as the barrier is also
dependent on the destabilization of the diphosphate system
compared to the corresponding triphosphate. The amount of
destabilization gives, however, a qualitative ranking of the
substrate properties since its range of about 17 kJmol�1 agrees
with known experimental binding affinities, which vary over a
similar range (13 kJmol�1).[5]


These data together suggest that the individual binding
properties of the diphosphate nucleosides and the height of the
reaction barrier control the enzymatic turnover in NDPK to a
similar extent. This is of particular interest for the development
of new anti-HIV nucleoside analogues, as their design should
therefore be optimized first for high binding affinities. On the
basis of our computational findings, the most promising
drug candidates are thus 3�-deoxynucleosides in which the
substituents of the ribose moiety can form electrostatically
favorable interactions with the oxygen atoms of the � phosphate
group.


Methods


For the computational investigation of NDPK a structural model
system was set up for the active site (shown in Scheme 2) based on
crystallographic data for Dd-NDPK. The active site is buried in the
binding pocket for the nucleosides and thus effects of the exterior
solvent on the reaction mechanism are not explicitly taken into
account. The procedure for the generation of this model system is
analogous to that used in previous studies.[20, 21] The model system
contains ATP, the Mg2� ion with three coordinating water molecules,
and various residues thought to be critical for the phosphoryl
transfer. These components make a total of 221 atoms all of which
are given a full quantum mechanical treatment by the semiempirical
AM1 method.[25] All calculations were performed on a modified
version of the program package VAMP Version 6.5[31] The same
parameter sets were employed for phosphorus[32] and magnesium[33]


as in earlier studies on related kinases.[20, 21]


Initial atomic coordinates of the nonhydrogen atoms in the model
system were taken from the chain A X-ray crystallographic structure
of Dd-NDPK complexed with ADP and the transition state analogue
AlF3 (1KDN)[17] . The crystallographic water molecules at positions
671, 690, and 698 were included to complete the octahedral
coordination sphere of the magnesium ion. Water molecules 612,
650, 721, 728, and 775 are also present because they are part of the
hydrogen bond network between active-site residues in our model
system.


AlF3 was replaced by PO3 to form the � phosphate group of ATP. This
is not expected to cause noticeable structural changes in the active
site as crystal structures of various nucleosides show that variations
in the region of the phosphoryl groups have no influence on the
binding mode of the nucleotide moiety, nor on the overall protein
structure.[9]


The residues in the vicinity of the reactants His122 and ATP that were
considered included three arginine residues (92, 109, and 132), which
were truncated at the C� atom. The Asp125 residue was capped at
the C� atom and likewise the Glu133 and Glu53 residues were
capped at the C� atom. The Tyr56, Thr98, Asn119, and His122 residues
were included with their complete side chains and the correspond-
ing backbone atoms. The terminal C��CH2�NH3 group of the Lys16
residue was included. In a similar approach to that of side-chains
truncatation, only the carbonyl fragments of Ser54, His55, Val97, and
Ile121, which are involved in hydrogen bonding, were modeled (see
Scheme 2).


Hydrogen atoms were added with initial bond lengths of 1.08 ä,
which assumes that the side chains of aspartate, glutamate, arginine,
and lysine are charged. Together with the doubly protonated His122
residue (see below), this results in a net neutral charge for the model
system.


To emulate the structural effect of the protein backbone, some of the
nonhydrogen atoms of the truncated residues were harmonically
restrained to their crystallographic positions. Compared to a fully
rigid fixation this approach offers the advantage that stationary
points on the energetic hypersurface (minima and transition states)
can still be characterized.[34] Also, the ™hardness∫ of each harmonic
potential can be adjusted to suit the particular environment of each
atom. Restraints in the order of 21 ± 85 kJmol�1 have been shown to
be sufficient for combined quantum mechanical/molecular model-
ing calculations where the active site of the protein is represented by
a quantum mechanical function surrounded by the remaining
protein modeled by molecular mechanics.[35] In this study, however,
no such surrounding environment is present and thus stronger
restraints are necessary to emulate the absent protein backbone. For
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all carbon atoms that terminate a side chain of aspartate, glutamate,
arginine, or lysine a strong force constant of 4820 kJmol�1ä�2 was
employed. For the backbone atoms involved in peptide bonds, the
same force constant was applied to the carbon and nitrogen atoms,
while a softer potential of 1927 kJmol�1ä�2 was used for the oxygen
atoms. As the computational model cannot account for the steric
effect of absent amino acids in the outer part of the protein, it was
found necessary to restrain several carbon atoms in the side chains
with a force of 4820 kJmol�1ä�2 as well, notably C� of glutamate, C�


of aspartate, C� of tyrosine, asparagine, and histidine, and C� of
threonine, while a softer potential proved to be sufficient for the C�


atom in Arg132. For the oxygen atoms of the three water molecules
that ligate the magnesium ion, a very weak force constant of
0.084 kJmol�1ä�2 was employed to allow structural movement.
Similarly, no constraints were applied to ATP. For the oxygen atoms of
the remaining water molecules a potential of 966 kJmol�1ä�2 was
used as these atoms were either found to be conserved among
various X-ray structures or to terminate the active site model.
Moreover, the crystallographic structures of the holoenzyme, the
phosphohistidine, and the transition state analogue show only slight
root mean square deviations, that is, no distinct movement of
particular amino acids is expected during the phosphoryl transfer
step. Altogether 38 out of the 221 atoms of the ATP-bound system
were restrained in some way.


A step width of 0.05 ä was used in the reaction path calculations
while a (strong) force constant of 481954 kJmol�1ä�2 was applied to
move the P� atom towards the N� atom of the His122 residue. A
potential with a parabolic shape along the reaction coordinate was
used between the shifted proton and its target atom. This potential
has its minimum at zero in the middle of the reaction path and rises
to a maximum of 96391 kJmol�1ä�2 at the start and at the end of the
reaction coordinate. Compared to conventional calculations where
the shifted atoms are fully fixed in spatial positions along the given
reaction coordinate, which corresponds to an infinitely high force
constant, the potential used here allows a smoother sampling of a
larger conformational space during the reaction path calculation
while reactant and product geometries remain well determined.
Transition states were identified by computation of their harmonic
vibrational frequencies. At the transition state the matrix of the
secondary derivatives shows one negative eigenvalue referred to as
imaginary frequency (given in wave numbers in units of cm�1). This
value corresponds to the motion of the molecular system over this
saddle point. The eigenvector following algorithm[36] was used
throughout all calculations to optimize the molecular system to a
gradient norm below 1.67 kJmol�1ä�1.


Structural coordinates of the employed quantum mechanical system
are provided in the Supporting Information in the form of Protein
Databank files for the reactants, transition state, and products of the
phosphoryl transfer that involves ATP.


We thank Dr. Jochen Reinstein and Dr. Friedrich Herberg for critical
reading of the manuscript.
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Structural Reorganization of the Acetylcholine
Binding Site of the Torpedo Nicotinic Receptor as
Revealed by Dynamic Photoaffinity Labeling


Thomas Grutter,*[a, b] Sonia Bertrand,[c] Florence Kotzyba-Hibert,[b]


Daniel Bertrand,[c] and Maurice Goeldner[b]


We explored the structural changes that occur at the acetylcholine
binding site of the Torpedo marmorata nicotinic receptor during
activation by the tritiated photoactivatable agonist (diazocyclo-
hexadienoylpropyl)trimethylammonium ([3H]DCTA). We quantified
the incorporation of radioactivity into the receptor subunits as a
function of the mixing time of [3H]DCTA with the receptor by using
a rapid-mixing device adapted with a photochemical quenching
system. A saturable increase of the specific photolabeling on the �
and � subunits was observed with a half-time of about 2 minutes.
We further analyzed this photoincorporation either after rapid
mixing for 500 ms or after equilibration for 50 minutes. Under these
conditions, [3H]DCTA explored transient state(s) and the stable
desensitized state, respectively. Comparative analyses showed that


at a probe concentration of 10 �M the relative variation of
photoincorporation was more pronounced for the � subunit (three-
to fourfold) than for the � subunit (about twofold). By contrast, the
relative distribution of radioactivity among �-subunit labeled
residues (�Tyr190, �Cys192, �CysC193, and �Tyr198) did not
change. Altogether, these results reveal that during the course of
agonist-induced receptor desensitization, the site-lining peptide
loops, which belong to adjacent � and � subunits, move closer to
each other.


KEYWORDS:


allosterism ¥ photoaffinity labeling ¥ receptors ¥
structure ± activity relationships


Introduction


The nicotinic acetylcholine receptor (nAChR) from fish electric
organs and vertebrate neuromuscular junctions is a well-
characterized transmembrane allosteric protein[1] composed of
four polypeptide chains assembled into a heterologous
(�1)2(�1)�� pentamer that carries the acetylcholine (ACh) bind-
ing sites and contains the cation-selective channel-forming
elements.[2] The molecular structure of the Torpedo marmorata
ACh binding site has been probed by site-directed irreversible
photolabeling experiments by using photosensitive reagents
(for a review, see Ref.[3]). These studies identified three domains
of the � subunit centered around loop A (�Tyr-93), loop B (�Trp-
149), and loop C (�Tyr-190, �Cys-192, �Cys-193, �Tyr-198) that
form the main part of the binding site whilst two complementary
domains were identified on the � and � subunits in loop D (�Trp-
55, �Trp-57) and loop E (�Leu-109, �Tyr-111, �Tyr117, �Leu-111).
All these data were recently confirmed by the resolution at the
atomic level of a homopentameric homologue of the N-terminal
extracellular domain of the nicotinic receptor[4] (see Figure 1).
The structure of this acetylcholine-binding protein (AChBP),
synthesized in the glial cells in the brain of the snail Lymnaea
stagnalis,[5] revealed the atomic arrangement of the amino acids
that frame the acetylcholine binding site of nicotinic receptors.[4]


nAChR is a protein that undergoes allosteric transitions upon
agonist binding.[1] At least four discrete interconvertible con-
formational states have been characterized. These states are
called the resting (R), active (A; with the channel open),
intermediate (I), and desensitized (D) states, respectively (Fig-
ure 2A). Agonist binding causes the channel to open (A)
followed by rapid (I) and slow (D) desensitization of the receptor
after prolonged exposure to the agonist.
Time-resolved photolabeling experiments were carried out on


the Torpedo nicotinic receptor with photolabile noncompetitive
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Figure 1. Top: Chemical structures of the agonists (diazocyclohexadienoylpro-
pyl)trimethylammonium (DCTA) and ACh. Bottom: Crystal structure of AChBP
(PDB entry 1I9B) ; left, pentameric arrangement; right, structure of a monomer.
The ball-and-stick representation corresponds to amino acids identified by
photoaffinity labeling of the Torpedo � subunit. DCTA-labeled residues in the
desensitized state of the Torpedo receptor are in shaded boxes.[16] The numbering
refers to the AChBP sequence. The figure was constructed with Swiss-
PbdViewer.[23]


antagonists[6±12] and with the competitive photosensitive antag-
onist [3H]p-(N,N-dimethylamino)-benzenediazonium fluorobo-
rate ([3H]DDF).[13] In the [3H]DDF study, the authors reported
that during the R�D transition of the receptor, photoincorpo-
ration into the � and � subunits increased and a decrease of
photolabeling on the � subunit was observed. This conforma-
tional transition was characterized by an increase in the labeling
of residues �Tyr-93 (loop A) and �Trp-149 (loop B), which
demonstrates a reorganization of the tertiary and/or quaternary
structure at the level of the ACh binding site during the
desensitization of the receptor. Unfortunately the antagonist
character of the DDF molecule meant that this probe could not
be used to explore functional states of the nicotinic receptor.
Accordingly, we developed a novel family of photosensitive
agonists of suitable size and reactivity, designed to be covalently
incorporated amongst the surrounding ACh-binding residues
upon UV irradiation.[14] One of these photoprobes, DCTA (Fig-
ure 1) is a functional agonist of nAChR that is expressed by
TE 671 cells[15] and was designed to explore the ester-binding
pocket of ACh.[16] The four [3H]DCTA-labeled residues (Tyr-190,
Cys-192, Cys-193, and Tyr-198) in the receptor were anticipated
to participate directly in the binding of the ester moiety of ACh.
In view of the crystal structure of AChBP, the corresponding
residues (Tyr-185, Cys-187, Cys-188, and Tyr-192) are in close
proximity to these [3H]DCTA-labeled species (Figure 1).
In this work, we investigated dynamic photolabeling of the


Torpedo marmorata nicotinic receptor with [3H]DCTA. We ex-
plored for the first time the structural changes that occur at the
ACh binding site during cholinergic activation by quantification
of the photoincorporated radioactivity into the receptor


Figure 2. A) Four-state model of nAChR. Upon binding of the agonist, the
receptor isomerizes (less than 200 �s) from the low affinity resting (R) state to the
intermediate-affinity active (A) state. Prolonged exposure to the agonist induces
rapid (ms to s) and slow (s to min) desensitization of the receptor towards high- (I)
and very-high-affinity (D) states. Agonist stabilizes the active and the desensitized
states whereas competitive antagonist stabilizes the closed resting and
desensitized states. B) Schematic drawing of the rapid-mixing device adapted for
photoaffinity labeling. The different reactants were loaded into three syringes,
rapidly mixed in chambers M1 and M2, and delayed in loops before being
irradiated with UV light in the quartz cell. Samples were collected in the collection
syringe.


subunits and subsequently into the labeled amino acids as a
function of mixing times. In particular, we selected mixing times
of 500 ms and 50 min, which enabled the ACh binding site to be
photolabeled in the intermediate I and desensitized D states,
respectively. The labeling analyses suggest that during the slow
I�D transition of the receptor, the loops that form the ACh
binding site on the � and � subunits move closer to each other.
This structural reorganization, revealed by time-resolved photo-
labeling experiments with [3H]DCTA, provides access to a
possible model of the allosteric transitions that occur on the
ACh binding site.


Results


Kinetic analysis of the photoincorporation of [3H]DCTA


In a previous study we solved the problem of nonspecific
labeling in [3H]DCTA photolabeling experiments on nAChR-rich
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membranes by subsequent addition of the oxidant ceric ion
(CeIV) and glutathione (GSH) to quench the undesired reac-
tions.[17] We applied these conditions to the rapid mixing
experiments by addition of a quenching solution (500 �M CeIV/
250 �M GSH, final concentrations, Figure 2B) to the collection
syringe.
In the first series of experiments we analyzed the photo-


incorporation of the agonist [3H]DCTA into the acetylcholine
binding site of the Torpedo receptor as a function of mixing
times, which ranged from 500 ms to 1 hour (Figure 3A). A
twofold increase in the radioactivity in both � and � subunits
was quantified by SDS-PAGE (see the Experimental Section).
Since the same amount of protein was loaded onto the gels in
each case, this increase in radioactivity reflects an increase in
labeling. Specific photolabeling (determined in the presence of
an excess of carbamylcholine (CCh)) mainly occurred on the


Figure 3. Photoincorporation of [3H]DCTA as a function of mixing time. A) SDS-
PAGE analysis of [3H]DCTA (10 �M) photoincorporation into alkaline-treated
nAChR after 500 ms (left) rapid mixing without preincubation with ACh, or (right)
at equilibrium (50 min) in the absence (�) or presence (�) of 200 �M CCh. The
samples were UV irradiated (�30 ms) and collected in the collection syringe,
which was prefilled with the quenching solution (CeIV/GSH). The alkylated
membranes were centrifuged and pellets were subjected to 10% SDS-PAGE.
Distribution of the radioactivity into each subunit was measured after gel slicing,
digestion, and counting. Coomassie-stained gels that indicate the radioactivity
distribution are shown. Also indicated are the positions of the four nAChR
subunits and the molecular weight markers (MW in kDa). B) Kinetics of [3H]DCTA
(10 �M, 10 �C) photoincorporation into the � and � subunits in the absence (�) or
presence (�) of 200 �M CCh. The solid lines are the best fit of a single exponential
rate equation through the data points (�). dpm� disintegrations per minute.


� subunit (90%) while minor labeling of the � subunit (10%) was
consistently observed, independent of the mixing time (Fig-
ure 3B). In the absence of light, no significant incorporation of
the radioactive label was measured on either � or � chains (data
not shown), which demonstrates that the specific increase of
radioactivity incorporation is UV light dependent. Together these
data indicate that the dynamic photoincorporation of [3H]DCTA
occurs specifically within the ACh binding domain. A thirtyfold
excess of [3H]DCTA over [125I]�-bungarotoxin binding sites was
used to favor a pseudo-first-order reaction mechanism and
under these conditions the time-dependent radioactivity incor-
poration at the � and � subunits fits a single exponential rate
equation. A slight difference in the half-life of the photo-
incorporation was observed between the � (t1/2� 2 min) and
� subunits (t1/2� 0.5 min).


Photolabeling of agonist-induced conformational states


Membranes were initially treated with ACh (0.6 �M final concen-
tration in the first delay loop, see Figure 2B) for 450 ms to label
agonist-induced conformational states of the receptor (R, A, and
I). In the absence of effector this preincubation with ACh for
450 ms allows selective presaturation of the high-affinity sites in
the D state (about 20% of the sites).[18, 19] , which is necessary
because there is a preexisting equilibrium between the resting
and the desensitized states of the Torpedo receptor. Under these
conditions, the agonist [3H]DCTA labels states that can be
activated other than the D state. Quantification of the labeling
reaction in the presence of ACh showed that 97% of the
photoincorporation occurred in the � subunit and 3% in the
� subunit at 10 �M probe concentration. In addition, over the
concentrations of [3H]DCTA tested, photolabeling reached
saturation only for the � subunit (the apparent dissociation
constant, Kapp�25�9 �M, Figure 4, open circles).
To predominantly label the desensitized state, we selected


longer incubation times for the agonist [3H]DCTA and the
receptor. We tested different concentrations of [3H]DCTA and as
expected specific photolabeling reached saturation as the
concentration of the probe was increased (Figure 4). The Kapp
values for specific photolabeling of the �- and � subunits were
4.7�0.2 and 5.6�0.3 �M, respectively. The extent of nonspecific
labeling (for example, in the presence of 200 �M CCh) was a linear
function of [3H]DCTA concentration up to at least 35 �M (data not
shown).


Quantification of photolabeling of the different agonist-
induced conformational states


To analyze at higher resolution the structural changes that occur
in the � subunit after incubation with the agonist [3H]DCTA, we
compared the patterns of labeling in the different agonist-
induced conformational states. First, we analyzed photoincor-
poration of the radiolabel into the proteolytic labeled peptides.
As previously shown,[16] when the protein was labeled at
equilibrium (50 min) a unique radioactive peak was observed
by HPLC that results from specifically labeled overlapping
� subunit proteolytic peptides. Half the amount of radioactivity
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Figure 4. Concentration dependence of [3H]DCTA photoincorporation into
different states quantified for the � and � subunits. �, Specific [3H]DCTA
photoincorporation (UV irradiation �30 ms) after 50 min equilibration with
alkaline-treated nAChR; �, specific [3H]DCTA photoincorporation after 500 ms
rapid mixing with alkaline-treated membranes presaturated with ACh for 450 ms
(see the text for details). The specific photolabeling is given by the difference
between the total photolabeling (in the absence of CCh) and the nonspecific
labeling calculated from linear least-squares analysis of the experimental data (in
the presence of CCh). The solid lines are the best fit for hyperbolic saturation
curves. Labeling normalized according to that of the � subunit (�/�) is also
represented both at equilibrium (�) and after rapid-mixing (�).


was seen in the same peak position when irradiation was
performed 500 ms after rapid mixing with nAChR-rich mem-
branes presaturated with 0.6 �M ACh (data not shown).
Secondly, we analyzed photoincorporation at the amino acid


level by using identical experimental procedures (cyanogen
bromide (CNBr) cleavage in gel) for both conditions (that is, at
equilibrium or at 500 ms) to avoid any possible misleading
determination of the labeled residues. Sequence analysis of the
radioactive peptides showed that the labeled loop C amino acids
(�Tyr-190, �Cys-192, �Cys-193, and �Tyr-198) had incorporated
radioactivity in the same proportions under both conditions,
with a 1.7-fold overall radioactivity increase from 500 ms to
50 min (Figure 5A and Table 1).
Sequencing data were analyzed according to a mathematical


model that integrates the observed lag for each residue in the
different cycles into the results (see the Experimental Section).
Application of the model to the experimental data led to the
following conclusions: 1) the labeling of all four residues, �Tyr-
190, �Cys-192, �Cys-193, and �Tyr-198, by [3H]DCTA is con-
firmed; 2) �Tyr-198 incorporates about half the amount of
radioactivity compared to the three other amino acids labeled by


Figure 5. A) Radioactivity released upon sequential Edman degradation of
[3H]DCTA-labeled CNBr fragments. HPLC-purified material was subjected to
automated sequence analysis. Radioactivity associated with the phenyl thiohy-
dantoin (PTH) fraction at each cycle that corresponds to photolabeled receptor in
the D state (�) or the I state (�) was normalized according to the total initial
amount of loaded peptide (I0� 373 pmol for the D state and I0� 449 pmol for the
I state). The two identified peptides, which extend from �Lys-179 and �Glu-172
are shown (see also Table 1), and the radiolabeled amino acids are indicated in
boldface type. B) Quantitative analysis of sequencing data from different mixing
time conditions. Radioactivity release data were analyzed according to a
mathematical model (see the Experimental Section) that integrates the observed
lag at each cycle. When the� value is more than 25% (broken lines) of that of the
first labeled residue (Y190), it is assumed that the residue in question is labeled at
the corresponding cycle. Labeled residues that belong to the �Lys-179 and �Glu-
172 peptides are shown in black and grey bars, respectively. White bars
correspond to unlabeled residues.


[3H]DCTA; 3) the relative distribution of radioactivity among the
four labeled residues does not change whatever mixing time
conditions are used (Figure 5B).
Attempts to identify labeled residues on the � subunit at


equilibrium failed because of low radioactivity incorporation.


Discussion


In the present study, we irreversibly labeled agonist-induced
conformational states of the Torpedo nicotinic receptor with the
tritiated photosensitive agonist [3H]DCTA, which targets the
acetylcholine binding site. We explored different mixing times
for the receptor and [3H]DCTA before flash photolysis of the
incubation mixture was carried out. Initially, we tested shorter
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mixing times (8.5 ± 100 ms). At 10 �M probe concentration we
observed a very rapid photolabeling that took place on the ms
timescale (not shown). Although an increase in radioactivity
incorporation into the � and � subunits could be reliably
detected (up to tens of ms), the experimental errors were
unfortunately too significant to allow confident conclusions.
Therefore we limited this study to mixing times in the range
500 ms to one hour. We analyzed in more detail this second
photoincorporation kinetic, which presented half-lives on the
minute timescale. During this transition, an increase in radio-
activity photoincorporation was observed in both the � and
� subunits (Figure 3). We studied the photoincorporation of the
radioactive label into these subunits as a function of [3H]DCTA
concentration under well-defined experimental conditions (Fig-
ure 4). We selected a very long agonist incubation time (50 min)
to selectively label the desensitized state (D) of the receptor,
whereas to label predominantly the agonist-induced conforma-
tional states (R, A, and I) we selected shorter incubation times
(500 ms). It appeared that during the conformational transition


of the receptor, the DCTA concentration markedly influenced
incorporation into the � subunit compared to the � subunit
(Figure 4). The contribution of the � subunit increased only at
higher [3H]DCTA concentrations when the labeling was explored
at 500 ms in the presence of a low concentration of ACh.
Although the mechanism responsible for this last phenomenon
remains to be elucidated, the result might be explained by an
increased occupancy of the R state under these conditions (see
Figure 2A). Higher concentrations of the probe label the lower
affinity R state, which results in increased labeling of the
� subunit, as was observed previously for labeling of the R state
with the antagonist [3H]DDF.[13] While the active state (A) could
not be analyzed within our experimental conditions, the radio-
activity increase observed as a function of incubation time
(Figure 3) is likely to correspond to the conformational transition
between the intermediate (I) and the desensitized (D) state of
the receptor (Figure 2A).
Microsequencing analysis of the photoincorporation revealed


that the residues �Tyr-190, �Cys-192, �Cys-193, and �Tyr-198 are
the primary sites of photoincorporation of the agonist [3H]DCTA
into the � subunit in both the intermediate and desensitized
states (Figure 5). The amount of photoincorporation doubled for
the four labeled residues with the conversion from the I to the D
state (Figure 5B). Quantitatively, as discussed earlier, residues
�Tyr-190, �Cys-192, and �Cys-193 are labeled with the same
efficiency while the photoincorporation at residue �Tyr-198 is
approximately half as efficient (Figure 5B). The possibility that
some of the covalent bonds of the photoadduct could be labile
under the microsequencing conditions cannot be ruled out,
however the pattern of the radioactivity profile could reflect
changes in proximity and/or accessibility of the probe to the
labeled residues.
The identical relative increase of radioactivity incorporation


into each of the �-subunit amino acid residues that was labeled
during the I�D transition can readily be explained by an
increase of ACh binding site occupancy by [3H]DCTA at the probe
concentration used. However, this phenomenon cannot explain
on its own the different radioactivity incorporation observed for
the � and � subunits (Figure 4). This difference suggests that, in
addition to the affinity increase, a reorganization of the tertiary
and/or quaternary structure of the protein occurs during the
I�D transition. On the basis of the experimental data and with
the assumption that the ligand binding sites are located at
subunit interfaces, we propose that during the allosteric
transition from the intermediate closed state to the desensitized
closed state of the receptor, the � and � subunits move together
to tighten-up the ACh binding site (Figure 6).
The recent determination at 2.7 ä resolution of the crystal


structure of the snail Lymnaea stagnalis acetylcholine binding
protein, a structural and functional homologue of the N-terminal
ligand binding domain of the nAChR � subunit, shows that the
putative ACh binding sites are located at subunit boundaries.[4] It
was postulated that the ™compact∫ form of AChBP corresponds
to the D state of the receptor.[20] The functional states would
then result from the opening of the binding sites in a concerted
clockwise rotation of all the subunits. Accordingly, transitions
towards the D state would be accompanied by increased


Table 1. Yields of PTH amino acids upon sequence analysis of CNBr peptides
from the � subunit of nAChR labeled with [3H]DCTA.[a]


PTH amino acids [pmol]
500 ms after mixing


(I state)
After 50 min equilibration


(D state)
cycle I II I II


1 K (NQ) E (NQ) K (NQ) E (NQ)
2 D (37.7) S (ND) D (39.8) S (ND)
3 Y (110.7) G (48.0)[b] Y (174.0) G (60.7)[b]


4 R (29.7) E (15.0) R (34.2) E (14.1)
5 G (78.7) W (ND) G (87.5) W (ND)
6 W (ND) V (16.2) W (ND) V (12.0)
7 K (41.1) M (15.7) K (34.8) M (18.2)
8 H (32.0) K (49.8)[b] H (35.8) K (46.9)[b]


9 W (ND) D (5.8) W (ND) D (4.2)
10 V (27.5) Y (140.2)[b] V (56.2) Y (148.2)[b]


11 Y (NQ) R (5.1) Y (NQ) R (7.7)
12 Y (NQ) G (11.3) Y (NQ) G (12.4)
13 T (11.1) W (ND) T (13.1) W (ND)
14 C (ND) K (2.9) C (ND) K (3.1)
15 C (ND) H (3.9) C (ND) H (4.7)
16 P (16.9)[b] W (ND) P (10.5)[b] W (ND)
17 D (4.7) V (ND) D (4.7) V (ND)
18 T (ND) Y (ND) T (ND) Y (ND)
19 P (32.0)[b] Y (3.3) P (24.0)[b] Y (4.3)
20 Y (5.4) T (ND) Y (4.9) T (ND)
21 L (0.4) C (ND) L (0.8) C (ND)
22 D (7.8)[b] C (ND) D (7.9)[b] C (ND)
23 I (5.9) P (ND) I (1.9) P (ND)
24 T (ND) D (ND) T (0.2) D (ND)
25 Y (2.4) T (ND) Y (7.7) T (2.9)[b]


26 H (ND) P (ND) H (ND) P (ND)
27 F (ND) Y (ND) F (ND) Y (ND)
I0 [pmol] 106.0 27.4 152.4 21.2
R [%] 84 88 82 91
starting position �179 �172 �179 �172


[a] NQ indicates that the residue was detected but radioactivity was not
quantified because detection was in the first cycle or because of carry over
from the same residue present in a preceding cycle. ND indicates that the
residue was not identified but deduced from the sequence. [a] Residues
that were present in different sequences were not included in the linear
regression analysis for the calculation of the repetitive yield R and initial
amount I0 .
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Figure 6. Quaternary model of allosteric transitions in the [3H]DCTA-binding
domain upon isomerization between the intermediate (I) and desensitized (D)
states. See the text for a discusssion.


interactions with the bound cholinergic agonist, which would
lead to the affinity increase usually observed. In partial agree-
ment with the present model, Galzi et al.[13] reported that during
the R�D transition the receptor exhibited an increase in
photoincorporation into the � and � subunits, concomitant with
decreased photolabeling of the � subunit. Although these
results appear to be in conflict with our results, we must take
into account the following observations: 1) The two ACh binding
sites in the Torpedo receptor are not structurally identical. Some
of the peptide loops that frame the site in the � and � subunits,
in particular in proximity to loop F, share low sequence identity,
which creates different ACh binding cavities ; 2) DCTA and DDF
probed different conformational transitions, the I�D and R�D
respectively; 3) the molecules used explore different ACh bind-
ing areas. Altogether these labeling studies describe different
phenomena and should therefore not be analyzed compara-
tively. In conclusion this work emphasizes that dynamic photo-
affinity labeling experiments represent a powerful tool to
investigate structural changes that occur within a functional
protein, especially when a high resolution 3D structure of the
protein is available.


Experimental Section


Materials : [3H]DCTA (0.4 ± 0.6 Cimmol�1) was synthesized and puri-
fied as described previously.[15] nAChR-rich membranes were purified
from T. marmorata frozen electric organs as described elsewhere.[21]


Further purification was achieved by alkali treatment of nAChR-rich
membrane fragments.[22] CCh and GSH were purchased from Sigma.
Cerium nitrate ammonium (CeIV(NH4)2(NO3)6) was purchased from
Janssen.


Rapid-mixing photolabeling apparatus : The rapid-mixing photo-
labeling apparatus was constructed (Biologic, France) by combina-
tion of SFM-3 stopped-flow and optical quench apparatus with a
1000-Watt high-pressure Xe/Hg lamp (Osram) to deliver intense UV
light as described previously.[6] The incident light beam was focused


on a quartz cell (FC-15, 31 �L) to obtain maximum illumination. The
rapid sequential mixing of up to three solutions was achieved in
mixing chambers M1 and M2 (see Figure 2B) and was time-
controlled by the MPS (mixer power-supply) module by using both
continuous and interrupted modes and by variation of the length of
the delay lines. The mixed solutions were irradiated with UV light as
they passed through the quartz cell and collected in the collection
syringe, which was prefilled with CeIV/GSH solution (250 �L). A
1 mLs�1 flow rate was selected, which corresponds to a duration of
irradiation less than 30 ms.


Rapid-mixing photolabeling in the presence of ACh : All photo-
labeling experiments were performed at 10 �C in phosphate buffer
(10 mM, pH 7.2). This low ionic strength was compatible with the use
of CeIV/GSH treatment. Alkaline-treated nAChR-rich membranes
(0.65 �M final concentration in delay loop 1) were first incubated
with ACh (0.6 �M) for 450 ms to saturate the approximately 20%
high-affinity D state that exists in the absence of any effector.[13] This
solution (0.325 �M final concentration in delay loop 2) was mixed
with [3H]DCTA for a chosen mixing time and irradiated. The sample
was collected in the collection syringe and the photolysis products
were quenched with CeIV/GSH in order to increase the specific
photolabeling.[17]


Equilibrium photolabeling in the absence of ACh : Alkaline-treated
nAChR-rich membranes were incubated in the dark in the presence
of [3H]DCTA for 50 min at 10 �C then irradiated as described above by
using the rapid-mixing apparatus. The irradiation conditions were
thus identical to those of the rapid-mixing experiments.


Determination of the extent of photolabeling : Following photo-
labeling, membranes recovered from the collection syringe were
centrifuged and samples were analyzed by 10% SDS-PAGE.[16] The
amount of radioactive label incorporated into each polypeptide
chain was quantified after gel slicing, digestion, and counting.[17]


CNBr cleavage and sequencing : After preparative irradiation of a
large amount of alkaline-treated nAChR-rich membranes mixed with
[3H]DCTA under different conditions, the � chains were isolated and
cleaved by CNBr and the labeled peptides were purified by HPLC and
sequenced as described.[16] For sequence analysis, initial peptide
mass (I0) and repetitive yields R were calculated by linear least-
squares analysis of the function logIn�n[logR]� logI0 , where In is the
observed mass of PTH amino acids released in cycle n.


Sequencing data analysis : We quantified the photoincorporation of
radioactive label at the amino acid level according to a mathematical
model developed in our laboratory. The model takes into account
the lag which is observed in each cycle. We introduced the
parameter �, which corresponds to the difference between the
experimental lag (the observed release of radioactivity in each cycle;
Lexp) and the calculated lag (Lcalc , from the model), as described in
Equations 1 and 2.


� � Lexp� Lcalc (1)


Lcalc �
�n


p�1
An,p (2)


In Equation 2, An,p is the theoretical amount of each residue p
released at the end of each cycle n and can be defined by Equation 3,


An,p � A0


�n� 1�!
�p� 1�!	 �n� p�!	Rp


p(1�Rp)(n�p) (3)


where A0 represents the initial amount of peptide loaded and Rp is
the repetitive yield associated with the cleavage of each residue. The
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difference � represents the theoretical labeling if no lag were
observed. We assumed that when � is greater than 25% of the
extent of labeling of the first residue (here, Tyr-190, see Figure 5B),
the residue is labeled at the corresponding cycle.


We thank Dr. L. Ehret-Sabatier and M. Leret for their skilful
assistance during sequencing. We also thank Dr. P. J. Corringer and
Dr. S. J. Edelstein for critically reading the manuscript.
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Picosecond Time-Resolved Fluorescence from
Blue-Emitting Chromophore Variants Y66F and
Y66H of the Green Fluorescent Protein
Andreas D. Kummer,[a]� Jens Wiehler,[b]� Tanja A. Sch¸ttrigkeit,[a]


Bryan W. Berger,[a, c] Boris Steipe,[b, d] and Maria E. Michel-Beyerle*[a]


The origin of the low steady-state fluorescence quantum yield of
some blue-emitting variants of the green fluorescent protein (GFP)
is investigated in single-site mutants in which the tyrosine residue
at position 66 has been replaced by phenylalanine or by histidine.
Time-resolved fluorescence measurements reveal excited-state
lifetimes of 74 ps (Y66F) and 0.9 ns (Y66H) at room temperature
that increase to values close to the radiative limit as the
temperature is lowered. These short lifetimes are explained by


temperature-dependent internal conversion. The pronounced dif-
ference between the room-temperature lifetimes of the two
mutants suggests that hydrogen bonding of the distal aromatic
ring plays a more important role than tight packing in the fixation
of the chromophore.


KEYWORDS:


fluorescence ¥ internal conversion ¥ kinetics ¥ proteins ¥
time-resolved spectroscopy


Introduction


The green fluorescent protein (GFP) from the jellyfish Aequorea
victoria is a unique and widely applied tool in molecular biology
and biotechnology as a result of its strong intrinsic emission.[1]


The GFP chromophore is formed from the tripeptide motif
Ser65-Tyr66-Gly67 by an autocatalytic reaction in the presence of
molecular oxygen[2, 3] and is tightly packed and protected from
the bulk solvent in a can-shaped tertiary structure.[4] This
complex but precisely defined protein environment is respon-
sible for the rich photodynamic behavior observed in native GFP
and its genetically engineered mutants.


The main absorption bands of wild-type GFP at 397 nm and
477 nm have been attributed to a ground state equilibrium
between two species of the chromophore that differ in the
protonation state of the Tyr66 residue.[2, 3] Excitation of the
phenolic form at around 400 nm triggers excited-state deproto-
nation on the picosecond time scale, which leads to a species
with a long-lived (3.3 ns) green emission almost identical to that
obtained after direct excitation of the phenolate form at around
480 nm.[5±7] When the chemical nature of the chromophore does
not allow deprotonation, for example, when the Tyr66 residue is
replaced by a phenylalanine or histidine residue, blue fluores-
cence is observed at around 450 nm.[2, 3, 6, 8] These blue fluores-
cent proteins (BFPs) were among the first GFP mutants with
spectral characteristics sufficiently altered to permit double
labeling in protein expression[9] and fluorescence resonance
energy transfer (FRET) experiments[10, 11] solely based on this class
of proteins. However, the usefulness of BFPs is limited by their
low fluorescence quantum yield (for example, 0.24 and 0.013 for
the mutants Y66H and Ala1b/F64L/Y66F/Q80R/I167T/K238N,
respectively)[12] and by rapid photobleaching, especially in the


case of the single-site mutants.[2, 3, 8] Based on crystallographic
structural information for variants that contain the amino acid
mutation Tyr66 to phenylalanine (Y66F) or to histidine (Y66H) in
a multiply mutated environment,[12±14] it was proposed that
increased flexibility of the active site and hence a loss of
quantum yield may cause this reduced fluorescence intensi-
ty,[12, 15] rather than inefficient protein folding or chromophore
formation as suggested earlier for the Y66W mutant.[3]


In this paper we investigate the origin of the low fluorescence
quantum yield in picosecond time-resolved fluorescence experi-
ments on the single-site mutants Y66F and Y66H. The results
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indicate that the predominant channel for loss of excitation
energy depends in a sensitive way on hydrogen bond inter-
actions between the chromophore and its immediate protein
environment. The free volume of the chromophore has to be
taken into account as well, but plays a secondary role.


Results and Discussion


The mutants Y66F and Y66H: Steady-state absorption and
fluorescence


Steady-state absorption and fluorescence emission spectra of
the single-site mutants Y66F and Y66H at 150 K are depicted in
Figure 1. Both mutants exhibit two absorption bands in the UV/
Visible region of the spectrum. The higher energy band at
277 nm arises from the presence of aromatic residues in the
protein barrel[16] and may include minor contributions from


higher electronic transitions of the chromophore as concluded
from comparison with spectra of model compounds.[17, 18] The
low energy band, with its maximum at 355 nm for Y66F and
379 nm for Y66H, pertains to the S0�S1 transition of the
chromophore. Shape and position of the corresponding fluo-
rescence emission spectra are almost invariant with respect to
excitation wavelength in the range 300 ±400 nm, except for a
small red shift of less than 4 nm when excitation is in the red
wing of the absorption band. The emission spectra are more
structured than the absorption spectra and the emission
maximum is reached at 427 nm for Y66F and 442 nm for Y66H.
The excitation spectra of this blue fluorescence closely follow the
absorption band of the chromophore (not shown). In general,
the spectra become less structured with increasing temperature
but no essential change in peak positions is observed apart from
a slight red shift of a few nanometers. At room temperature the
spectra are invariant with the addition of cryoprotector (50%


glycerol). Even a superficial comparison indicates that
the fluorescence intensity is dependent on temperature.


The mutant Y66F: Time-resolved fluorescence


This mutant fluoresces only weakly at 295 K whereas a
strong blue emission is obtained at 80 K. Picosecond
time-resolved fluorescence measurements (Figure 2 and
Table 1) reveal a fluorescence signal which appears
instantaneously within the time resolution of our
experiments (see the Materials and Methods Section)
and decays nonexponentially at all the investigated
temperatures (�80 K) with time constants that span the
pico- to nanosecond range. Even at 80 K, where
comparatively longer time components predominate,
in most cases a time constant of less than 50 ps is
necessary to achieve a good fit. The averaged lifetime,[19]


�t���Aiti, of the S1 state is increased by a factor of more
than 50 by the temperature change, that is, from about
70 ps at 295 K to around 3.6 ns at 80 K. In addition, the
fluorescence kinetics seem to be slightly faster when
detected in either wing of the emission band than when
observed at the spectral maximum (data not shown).


According to classical theory, the radiative lifetime of
the GFP chromophore has been estimated from the
extinction coefficients of absorption to be in the range
of a few nanoseconds. In wild-type GFP, the fast decay of
the blue fluorescence at 450 nm (�t�� 29 ps) has been
shown to be caused mainly by excited-state proton
transfer (ESPT) to a nearby proton acceptor.[5, 6] Internal
conversion plays a secondary role; the average time
constant of internal conversion has beeen estimated to
be of the order of 0.2 ns.[20] In the mutant Y66F the
deprotonating hydroxy group at position 66 is replaced.
Therefore, in the absence of ESPT, we attribute the short
fluorescence lifetime of 74 ps at room temperature to
enhanced internal conversion. Two structural features
support this interpretation. First, the missing hydroxy
group leaves a cavity adjacent to the chromophore.[12]


As suspected previously,[12] the enlarged free volume


Figure 1. Steady-state absorption (dashed line) and fluorescence emission spectra (solid
line) of the single-site mutants Y66F (top, excitation wavelength �exc� 355 nm) and Y66H
(bottom, �exc� 379 nm) at 150 K.
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may indeed favor rotational motion within the
chromophore skeleton. Second, in wild-type
GFP the sp2-hybridized phenolic oxygen atom
of the Tyr66 residue forms hydrogen bonds with
the protein matrix through a water molecule
(Scheme 1A), which may restrict the rotational
freedom of the distal aromatic ring. This hydrogen
bonding is absent in the Phe66 variant.


The fluorescence decay shows dispersive kinetics
that are strongly temperature dependent over
the whole temperature range investigated. This
feature qualitatively reproduces the strong tem-
perature dependence of the nonexponential fluo-
rescence decay of a model compound of the
chromophore dissolved in glycerol. This decay has
been demonstrated to depend predominantly on
the macroscopic viscosity of the solution rather
than on thermal activation of the rotational motion
within the chromophore.[21] The nonexponen-
tial decay pattern as well as its spectral dependence
reflect structural disorder. The observation that
the shortest decay time constant is maintained
down to the lowest temperature (80 K) with rela-
tively modest attenuation of its amplitude is
characteristic of a specific protein configuration
that allows for the most efficient rotational motion
between the two aromatic moieties of the chromo-
phore.


The mutant Y66H


In the mutant Y66H, the dependence of fluores-
cence lifetime on temperature is less pronounced
(Figure 2 and Table 1) than for the Y66F mutant,
although the general dispersive kinetics features are
similar. At room temperature an averaged lifetime
�t� of 0.9 ns was measured for the S1 state of the
Y66H mutant. Cooling to 150 K causes a deceler-
ation by a factor of approximately three.


Similar mutants that carry a His66 residue have
been subjected to crystallographic studies by differ-
ent research groups.[12±14] Since our experiments
were performed at pH 7.4, we refer to the X-ray
analysis of the mutant Ala1b/F64L/Y66H/Q80R
(Research Collaboratory for Structural Bioinformat-
ics Protein Data Bank accession code 2emd).[13] The
mutant chromophore with the Tyr66 residue of
native GFP replaced by an imidazolyl group is planar
and superimposes well on the chromophore of the
wild-type protein. The smaller distal aromatic ring
and its lack of a hydroxy group create a cavity,
which is occupied by a water molecule. This water
molecule apparently hydrogen bonds to the N�2
atom of the chromophore, to the His148 residue,
and to another water molecule (Scheme 1B.) In
contrast to the situation for the Y66F mutant, these


Table 1. Fit results for selected fluorescence measurements of the single-site GFP mutants Y66F
and Y66H.[a]


Tempera-
ture [K]


t1 [ps] A1 [%] t2 [ps] A2 [%] t3 [ps] A3 [%] t4 [ns] A4 [%] �t� [ns]


Y66F
295 14 47 86 35 200 17 1.29 0.2 74[c]


250 43 43 214 31 636 25 1.79 1 272[c]


150 14 47 288 6 1.49[b] 13 4.17 33 1.60
80 15 12 1.48[b] 12 4.57 75 3.63
Y66H
295 78 31 666 29 1.82 40 945[c]


250 386 20 2.81 80 2.33
150 804 12 3.50 88 3.17


[a] �exc� 359 nm, �det�430 nm for the Y66F mutant and �exc� 370 nm, �det�450 nm for the
Y66H mutant. Samples were in 50% glycerol. Amplitudes are normalized to 100%. The
averaged lifetime is calculated as �t���Aiti. [b] Values in ns. [c] Values in ps.


Figure 2. Fluorescence decay of the excited chromophore in the single-site mutants Y66F (top,
�exc� 359 nm, detection wavelength �det� 430 nm) and Y66H (bottom, �exc� 370 nm, �det�
450 nm) at selected temperatures. The instrument response function (IRF) had a full width at half-
maximum (fwhm) of 40 ps and 30 ps, respectively.
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Scheme 1. Hydrogen bonding of the distal aromatic ring of the chromophore in
wild-type GFP (A) and the mutant Y66H (B) as taken from the X-ray structures.[7, 13]


hydrogen bonds might raise the activation barrier for rotational
motion of the distal aromatic ring of residue 66 and thus reduce
internal conversion to favor emission by a factor of almost 13.


The following conclusions are derived from a qualitative
analysis of the degrees of rotational freedom responsible for
internal conversion in the mutant Y66H as compared to Y66F
and wild-type GFP: 1) Internal conversion induced by a con-
certed and simultaneous rotation around both exocyclic C�C
bonds[15] is not probable. This hula-twist motion would be rather
insensitive to changes in how the distal aromatic ring is fixed,
since both aromatic moieties of the chromophore are assumed
to undergo only small amplitude motions. 2) Since fixation by
hydrogen bonds has a comparatively small effect on the rate of
internal conversion in the case of wild-type GFP (Scheme 1A; see
above), we conclude that rotation about the C��C� bond plays
the central role in the internal conversion process. The type of
fixation observed in wild-type GFP (Scheme 1A) restricts only the
rotational freedom about the C��C� bond; rotation about the
C��C� bond is hardly affected because of the rotational
symmetry of the phenolic C�O bond which is in line with the
axis of rotation. In contrast, the fixation in Y66H (Scheme 1B) is
likely to hinder rotation about both the C��C� and the C��C�


bonds. In this mutant the relevant hydrogen bond connects to
the distal aromatic ring at a considerable angle with respect to
the axis of rotation. Rotational motion coupled to internal
conversion can thereby be efficiently suppressed, even though
the free volume of the chromophore is enlarged.


Conclusions


Room-temperature picosecond time-resolved fluorescence de-
cay traces of the GFP single-site mutants Y66F and Y66H, in
which the tyrosyl residue of the chromophore is replaced, show
excited-state lifetimes of 74 ps and 0.9 ns, respectively. When the
temperature is lowered, these lifetimes increase and approach
the radiative limit of 3 ± 4 ns. The radiationless decay channel in
these mutants is attributed to internal conversion favored by


motional degrees of freedom around the exocyclic bonds of the
chromophore. X-ray structural data on similar blue variants show
specific changes in the hydrogen bond network and a slight
increase of the free volume of the chromophore as compared to
wild-type GFP.


The conclusion that internal conversion is reduced in the case
of the smaller His66 chromophore relative to the Phe66 variant
supports the notion that in GFP hydrogen bonding plays a more
important role than tight packing in fixation of the chromo-
phore. In wild-type GFP the phenolic oxygen is hydrogen
bonded as well. However, the adjacent rotationally symmetrical
C�O bond is in line with the proposed axis of rotation. This
explains why the internal conversion rate in the protonated
chromophore of wild-type GFP is only a factor of three smaller
than in the Y66F mutant. Thus, wild-type GFP owes its high
fluorescence quantum yield to extremely effective ultrafast
excited-state proton transfer, which outpaces radiationless
losses in the phenolic form and leads to the well-known
green-emitting phenolate form of the chromophore with its
long lifetime of 3.3 ns.


Materials and Methods


Protein expression, purification, and characterization :


The construction of the Y66F vector as well as protein expression (at
25 �C) and purification were performed as described previously.[22]


The proteins were solubilized in phosphate buffered saline (KH2PO4


(4 mM), Na2HPO4 (16 mM), NaCl (115 mM), pH 7.4).


The Y66H variant was obtained by screening a randomly mutated
library of GFP genes, constructed by mutagenic PCR of the complete
wtGFP gene. A PCR mix (100 �L) contained tris(hydroxymethyl)ami-
nomethane (10 mM, pH 8.3), bovine serum albumin (10 �g), KCl
(50 mM), MgCl2 (7 mM), guanosine triphosphate (2 mM), adenosine
triphosphate (2 mM), thymidine triphosphate (10 mM), cytidine
triphosphate (10 mM), each primer (3 nm), template DNA pt7GFav
(42 ng), MnCl2 (1.25 mM), and Taq polymerase (5 U). PCR primers
were 5�-CGACTCACTATAGGGAGACCACAAC-3� (forward) and 5�-
GCTTCCTTTCGGGCTTTGTTAG-3� (reverse). Taq polymerase and MnCl2
were mixed shortly before they were added to the PCR mix. Cycling
was performed with a paraffin overlay in a Landgraf thermocycler
with 1 cycle at 94 �C for 60 s and 30 cycles at 94 �C for 60 s, 45 �C for
60 s, and 72 �C for 60 s. The PCR product was gel-purified, cleaved
with NcoI and HindIII endonucleases, gel-purified again, and cloned
back into the vector. Escherischia coli BL21 DE3 were electroplated
with DNA and plated on ampicillin-containing Lennox broth (LB)
agar. Screening of approximately 50000 colonies was carried out
with a handheld UV lamp (365 nm) in the dark. After four days, blue
fluorescing colonies were found. The DNA was isolated, transformed
in E. coli XL1 Blue, and prepared again. The presence of the Y66H
single-site mutation among the selected genes was confirmed by
DNA sequencing.


Spectroscopic measurements :


Steady-state absorption and fluorescence measurements: Steady-
state absorption and fluorescence spectra were recorded with
� 2.0 nm resolution on a Perkin-Elmer Lambda 2S and a Spex
Fluorolog-2 Model F212I spectrometer, respectively. A 1 mm-path-
length quartz cuvette was used in both spectrometers and
fluorescence was detected in a front face geometry. The sample
cell was placed in a continuous-flow cryostat (Leybold VSK 3-300)
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cooled with liquid nitrogen for both steady-state and time-resolved
low-temperature experiments.


Picosecond time-resolved fluorescence measurements: Fluorescence
kinetics were measured under magic angle conditions by using the
time-correlated single-photon counting technique.[21] Standard de-
convolution procedures were applied and averaged lifetimes shorter
(down to a third) than the fwhm of the apparatus response function
(in this instance 30±40 ps) were considered to have an ambiguity of
a factor of 2. All other averaged lifetimes carry an approximate error
of less than 25%.


This work was supported by the Deutsche Forschungsgemeinschaft
within the frame of Sonderforschungsbereich 533.
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Molecular Basis of Phospholipase A2 Inhibition
by Petrosaspongiolide M
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Petrosaspongiolide M (PM) is an anti-inflammatory marine metab-
olite that displays a potent inhibitory activity toward group II and III
secretory phospholipase A2 (PLA2) enzymes. The details of the
mechanism, which leads to a covalent adduct between PLA2 and �-
hydroxybutenolide-containing molecules such as PM, are still a
matter of debate. In this paper the covalent binding of PM to bee
venom PLA2 has been investigated by mass spectrometry and
molecular modeling. The mass increment observed for the PM±
PLA2 adduct is consistent with the formation of a Schiff base by
reaction of a PLA2 amino group with the hemiacetal function
(masked aldehyde) at the C-25 atom of the PM �-hydroxybuteno-
lide ring. Proteolysis of the modified PLA2 by the endoprotease LysC
followed by HPLC MS analysis allowed us to establish that the PLA2


�-amino terminal group of the Ile-1 residue was the only covalent
binding site for PM. The stoichiometry of the reaction between PM
and PLA2 was also monitored and results showed that even with
excess inhibitor, the prevalent product is a 1:1 (inhibitor :enzyme)
adduct, although a 2:1 adduct is present as a minor component.


The 2:1 adduct was also characterized, which showed that the
second site of reaction is located at the �-amino group of the Lys-85
residue. Similar results in terms of the reaction profile, mass
increments, and location of the PLA2 binding site were obtained for
manoalide, a paradigm for irreversible PLA2 inhibitors, which
suggests that the present results may be considered of more
general interest within the field of anti-inflammatory sesterter-
penes that contain the �-hydroxybutenolide pharmacophore.
Finally, a 3D model, constrained by the above experimental results,
was obtained by docking the inhibitor molecule into the PLA2


binding site through AFFINITY calculations. The model provides an
interesting insight into the PM±PLA2 inhibition process and may
prove useful in the design of new anti-inflammatory agents that
target PLA2 secretory enzymes.


KEYWORDS:


anti-inflammatory compounds ¥ enzymes ¥ inhibitors ¥ mass
spectrometry ¥ natural products


Introduction


Sesterterpenes of marine origin that contain the �-hydroxybu-
tenolide moiety have been studied for their potent anti-
inflammatory activity since the discovery in 1980 of manoalide[1]


(MLD, 1, Scheme 1), which can be considered the reference
compound within this class of bioactive natural products. Since
then, many other related molecules have been isolated, such as
seco-manoalide,[2] luffariellolides,[3] luffariellins,[4] luffolide,[5] ca-
cospongionolides,[6] and recently petrosaspongiolides M-R,[7] all
of which are capable of irreversible inhibition of PLA2. Among
these compounds, petrosaspongiolide M (PM, 2) has been the
subject of detailed in vitro and in vivo pharmacological
investigation. PM shows an IC50 value of 0.6 �M toward bee
venom PLA2 (MLD has an IC50 value of 7.5 �M under the same
conditions),[7, 8] it is able to reduce the levels of prostaglandin E2,
tumor necrosis factor �, and leucotriene B4 in a dose-dependent
fashion,[9] and it has been shown to modulate the expression of
inducible cyclooxygenase and nitric oxide synthetase by inter-
ference with the nuclear factor �B.[10] Since PM shows no
significant side effects that act on gastric mucosa at 10 mgKg�1


and is orally administrable, there is considerable interest in the
design of simplified analogues of this molecule as new potential


candidates for the treatment of acute and/or chronic inflamma-
tion.


A number of investigations on the molecular aspects of PLA2


inactivation by �-hydroxybutenolide-containing molecules and
in particular by MLD (1) have been reported. These investiga-
tions included biomimetic studies on the reaction of MLD with
amino acids and peptides,[11] structure ± activity relationships,[12]
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evidence that human-synovial PLA2 was also irreversibly inacti-
vated by MLD,[13] and a tentative location of the MLD binding site
on bee venom PLA2 at the �-amino group of the Lys-88
residue.[14] When the location of the binding site was performed
an incorrect sequence of PLA2 was available (notably, in the
correct sequence there is no Lys-88 residue, see Scheme 1).[15]


Studies on the reaction mechanism were also undertaken and
provided evidence for a nucleophilic attack by an amino group
(for example, an �-amino group of a Lys residue) on the
hemiacetal function(s), or masked aldehydes, at the C-25 and
C-24 atoms of MLD, which results in the formation of imine(s)
termed Schiff bases.[16] Molecular modeling studies on the MLD±
PLA2 interaction that lead to the proposal of the Lys-94 residue
as the best candidate for the imine formation have also been
reported.[17] According to this model, the polar tail of MLD (1)
interacts with a cationic site that consists of the Arg-58 and Lys-
94 residues, whereas its hydrophobic core lies in a cleft defined
by two � sheets in the C-terminal region of the enzyme. Overall,
the wealth of research activity fostered by this family of natural
products has indicated that their chemical mechanism of action
is still a matter of debate. In this paper we report a detailed
structural study of the inhibition of bee venom PLA2 by PM (2)
and MLD (1).


Results and Discussion


Our study consisted of four main goals: a) determination of the
nature and stoichiometry of the covalent binding of PM to PLA2,
aimed at understanding the chemical inactivation mechanism;
b) location on the PLA2 protein of the PM covalent binding
site(s) ; c) extension of the study to the case of MLD; d) con-
struction of a suitable 3D structural model of the PM±PLA2


interaction by using our results as
input data. Accordingly, from an ex-
perimental point of view the work can
be divided into the following steps:
a) comparative mass spectrometry
analysis of the intact and covalently
modified PLA2 species; b) proteolytic
digestion of both the free and inhib-
itor-bound protein samples followed
by HPLC purification and mass spec-
trometry analysis of the fragments
that result ; c) molecular modeling of
the inhibitor ± PLA2 complex.


All the experiments were initially
applied to the study of PLA2 inhibition
by PM and, after careful adjustment of
the experimental conditions, a parallel
set of experiments was performed to
investigate the mode of action of MLD
and thus allow a comparison of the
data to be made and the proposed
model of PLA2 inactivation to be put
on a more firm and general ground.


Chemical mechanism of covalent inhibition of PLA2 by PM


Bee venom PLA2 was incubated with a 1 ±5 molar excess of PM
at 40 �C for 5 min in an Na2B4O7 buffer solution (10 mM, pH 7.4).
The mixture was treated with excess NaBH4 in order to selectively
reduce the Schiff base (imine) conceivably formed during the
incubation. This step allowed us to overcome the inherent
instability of the Schiff bases during MS analysis. The NaBH4


reaction products were then fractionated by reversed-phase (RP)
HPLC (Figure 1) and identified by electrospray mass spectrom-
etry (ESMS). Four major species were detected in the chromato-
gram and identified. These species consisted of unreacted PLA2


with one or two oxidized Met (ox-Met) species (peaks 1 and 2,
respectively, Figure 1), a monomodified (peak 3) and a dimodi-
fied (peak 4) PLA2 species. The ESMS analysis of the inhibitor-
bound PLA2 samples showed mass values of 16594.7�1.6 Da
and 17039.1�1.5 Da, which corresponds to an increase com-


Figure 1. RP HPLC chromatogram of the separation of PM/PLA2 reaction
products. Ar(220 nm) is the relative absorbance at 220 nm. Mass spectrometry
analyses of each fraction are reported in Table 1.


Scheme 1. The amino acid sequence of bee venom phospholipase A2 (PLA2) and the chemical structures of
manoalide and petrosaspongiolide M.
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pared to unreacted PLA2 of 444 Da and 888 Da for the mono- and
dimodified PLA2 forms, respectively (molecular weight of intact
PLA2�16150.1� 1.6 Da; Table 1). Hence, molecular mass differ-
ences detected between reacted and unreacted PLA2 species
were very informative with regard to the stoichiometry of the
modifications and revealed that the most relevant reaction
product in these conditions is a 1:1 covalent PM±PLA2 adduct,
which occurs along with a 2:1 complex minor product. MS data


were also used to address one of the most crucial points in the
study of the chemical mechanism that lies behind PLA2


inactivation by PM and related molecules, which allowed us to
propose a detailed reaction pathway fully consistent with all the
experimental evidence (see below). Such a proposal in turn
requires an accurate analysis of all the reactive centers of the
inhibitor molecule. Although several possibilities arise when a
nucleophilic attack by a PLA2 amino group at an electrophilic site
of the sesterterpene 2 is considered, some of these possibilities
(such as a Michael addition to the conjugate ester carbonyl in the
butenolide moiety) can be ruled out by taking into account
literature data.[16] This process leaves the formation of an imine
from a hemiacetal/aldehyde as the only mechanism in agree-
ment with all the experimental evidence collected so far.
Chemical evidence that (reversible) formation of an imine is
the key step in the inactivation pathway was obtained by
treatment of a sample of PLA2 preincubated with PM with a
hydroxylamine solution (1:10 molar ratio of protein to hydroxyl-
amine) for 5 minutes to yield the corresponding PM oxyme and
release the free (and active) form of PLA2. HPLC and ESMS
analysis of the reaction mixture that results showed the presence
of only the unmodified protein species, which supports imine
formation.[16] A parallel experiment was performed in which
hydroxylamine was added to the PM±PLA2 reaction product
after reduction with NaBH4. As expected, in this case LC ±MS
detected a mixture of mono- and dimodified PLA2 species, much
like that seen in the case of simple PM±PLA2 incubation.


However, a further complication stems from the presence in
the PM molecule (as well as other related inhibitors) of two
reactive sites, that is, C-25 and C-24 hemiacetal groups. Even if in


the specific case of PM the C-24 hemiacetal group is present as
an acetyl derivative and therefore much less sensitive to
nucleophilic attack, since PLA2 may work as a generic esterase
a reactivation of this functionality by a PLA2-catalyzed hydrolysis
of the acetate in a sort of a suicide mechanism remains a
possibility. The mass increment of 444 Da observed for the
monomodified PLA2 species (after NaBH4 reduction and hence
corresponding to a �Mbound�free of 442 Da) allowed us to
discriminate between two reaction mechanisms that may be
postulated on the basis of the previous considerations
(Scheme 2). The expected mass increments (after NaBH4 reduc-
tion) for the two putative reaction pathways for PM±PLA2


inactivation are 444 Da for a single Schiff base formation at the
C-25 atom in the butenolide ring of PM and 386 Da for a
bidentate mode of binding, which requires the PLA2-catalyzed
deacetylation of PM at the C-24 atom followed by formation of
two imines at the C-24 (pyran ring) and C-25 (butenolide ring)
positions (Scheme 2). Therefore, our data indicate that the �-
hydroxybutenolide is the only structural element required for
PLA2 covalent inhibition, which rules out a prominent role for the
pyrane ring previously thought[16] to be the other key element
actively involved in the irreversible modification of the enzyme.


Location of binding site(s)


Identification of the inhibitor binding site(s) on PLA2 was
performed through the following protocol: Unreacted, mono-
modified, and dimodified PLA2 forms previously isolated by RP
HPLC on a Vydak C4 analytical column were subjected to
disulfide bridge reduction with guanidinium chloride (GndCl)
and dithiothreitol (DTT) (50:1 molar excess with respect to the
protein), SH group alkylation (iodoacetamide in 10:1 molar
excess to the protein), and then enzymatic hydrolysis. The
endoprotease LysC, which cleaves peptide bonds adjacent to
lysine residues, was used as a proteolytic agent to locate the
putative reactive lysine residues. The peptide mixture so
obtained was then analyzed by LC ±MS. Hydrolysis of the intact
protein (Figure 2A) allowed us to obtain a full LysC peptide map
of the PLA2 amino acid sequence that was used as a reference for
the experiments on the modified PLA2 species. Excellent agree-
ment was observed between the measured and expected mass
values for all the peptides (Table 2). When the same procedure
was performed on the monomodified protein (Figure 2B), two
differences were observed in the HPLC chromatogram. The
N-terminal glycopeptide (residues 1 ± 14) disappeared (peak 8,
Figure 2) and a new peak characterized by a higher retention
time simultaneously appeared (peak 11, Figure 2). It is important
to point out that the residue 1 ±14 peptide fragment contains
the PLA2 glycosilation site at the Asn-13 residue and bears two
different glycoforms. The ESMS spectrum of this fraction, which
displays molecular masses of 2953.3�0.7 and 3115.7�0.2 Da, is
consistent with that expected for peptide 1 ±14 covalently
linked to the PM molecule (all masses are 444 Da higher than
those of the same peptide observed in the unreacted glyco-
protein). The presence of the modified 1 ±14 glycopeptide and
the absence of any other modified peptide indicate that the
monomodified PLA2 adduct consists of a homogeneous species


Table 1. Mass spectrometry analysis of PM/PLA2 reaction products.[a]


Frac-
tion


Measured
mass [Da]


Description of the species Expected
molecular
mass [Da]


1 16166.3� 1.3 PLA2 (2 Met ox) Hex NAc2 Hex2 16166.4
16328.4� 1.4 PLA2 (2 Met ox) Hex NAc2 Hex3 16328.6
16490.8� 0.9 PLA2 (2 Met ox) Hex NAc2 Hex4 16490.8


2 16150.1� 1.6 PLA2 (1 Met ox) Hex NAc2 Hex2 16150.3
16311.9�1.1 PLA2 (1 Met ox) Hex NAc2 Hex3 16312.5
16475.0� 1.5 PLA2 (1 Met ox) Hex NAc2 Hex4 16474.7


3 16594.7� 1.6 PLA2 (1 Met ox) Hex NAc2 Hex2�PM 16594.8
16755.8� 1.3 PLA2 (1 Met ox) Hex NAc2 Hex3�PM 16757.0
16918.9� 0.9 PLA2 (1 Met ox) Hex NAc2 Hex4�PM 16919.2


4 17039.1� 1.5 PLA2 (1 Met ox) Hex NAc2 Hex2� 2PM 17039.3
17202.3� 1.1 PLA2 (1 Met ox) Hex NAc2 Hex3� 2PM 17201.5
17362.5� 1.3 PLA2 (1 Met ox) Hex NAc2 Hex4� 2PM 17363.7


[a] Fraction numbers are indicated in Figure 1.
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Figure 2. LC ±MS analysis of unmodified (A), monomodified (B) and dimodified
(C) PLA2 enzymes after reaction with PM and digestion by endoprotease LysC.
TIC� relative total ion current. Mass spectrometry results are summarized in
Table 2.


that contains a single molecule of PM covalently bound to the
PLA2 N terminus (that is, the NH2 group of the Ile-1 residue; see
Scheme 1). In principle, the �-amino group at the Lys-14 residue
is another potential binding site present in the 1 ±14 fragment.


However, this possibility was ruled out since no differences were
detected in the efficiency of LysC hydrolysis at the Lys-14/Ser-15
peptide linkage in the unmodified and modified PLA2, a finding
in conflict with the presence of such a sterically demanding
molecule at this Lys residue. The identification of the PLA2 N
terminus as virtually the only covalent PM binding site led us to
speculate on the possible origin of such a high binding


Table 2. Mass spectrometry analysis of the peptide mixture that results from
LysC hydrolysis of unmodifed, monomodified, and dimodified PLA2 (after
reaction with PM or MLD).[a]


Fraction Measured
mass [Da]


Description of the peptide Expected
molecular
mass [Da]


1 2187.2� 0.2 48 ± 66 2187.1
2 2581.6� 0.3 26 ± 47 (1 Met ox) 2581.7
3 2565.7� 0.1 26 ± 47 2565.7
4 3165.6� 0.6 95 ± 120 3166.0
5 1190.8�0.2 15 ± 25 1191.3
6 3014.3� 0.8 48 ± 72 3015.6
7 1143.9�0.5 86 ± 94 1144.1
8 2507.8� 0.8 1 ±14� Hex NAc2 Hex2 2508.1


2670.2� 0.7 1 ±14� Hex NAc2 Hex3 2670.3
9 1417.2� 0.6 125 ± 134 1416.8
10 1387.7� 0.4 73 ± 85 1388.1
11 2953.3� 0.7 1 ±14� Hex NAc2 Hex2�PM 2952.6


3115.7�0.2 1 ±14� Hex NAc2 Hex3�PM 3114.8
11b 2909.0� 0.5 1 ±14� Hex NAc2 Hex2�MLD 2908.6


3071.6� 0.8 1 ±14� Hex NAc2 Hex3�MLD 3070.8
12 2958.7� 0.2 73 ± 94� 2 PM 2958.8
12b 2915.2� 0.6 73 ± 94� 2 MLD 2914.4


[a] Fraction numbering is consistent with Figure 2 and Figure 4. The
numbers used for the peptide descriptions correspond to the residue
numbers in Scheme 1.


Scheme 2. The two mechanisms postulated for the PM±PLA2 inactivation reaction and the expected mass increments. The experimentally observed mass increment
was 444 Da (after NaBH4 reduction), which supports Mechanism 1.
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specificity. A noncovalent PM±PLA2 recognition process is very
likely to take place prior the covalent inactivation process. As
can be appreciated from visual inspection of the crystallo-
graphic coordinates of bee venom PLA2, a peculiar feature of
its tertiary structure is the folding of the N terminus back onto
the pocket that leads to the catalytic site. This unusual
structural arrangement is clearly relevant for the inhibition of
PLA2 catalytic activity (see below).


The two sites of covalent modification in the 2:1 PM±PLA2


adduct were identified by means of a protocol very similar to
that described above (Figure 2C). The results are consistent
with one binding site within the 1 ±14 peptide fragment(as in
the case of 1:1 adduct) and a second one located at the Lys-85
residue. Indeed, the fractions corresponding to the PLA2


fragments that consist of residues 73 ±85 and 86±94 (peaks
7 and 10, respectively, Figure 2C) disappeared from the
chromatogram and a new peak was observed (fraction 13)
whose ESMS analysis was in agreement with that expected for
the peptide fragment that contains residues 73 ±94 bound to
one PM molecule. It should be emphasized that the presence of
the inhibitor molecule at the Lys-85 residue prevented catalysis
of the hydrolysis of the peptide bond between residues 85 and
86 by LysC. Thus, the 2:1 inhibitor ± enzyme adduct also
appeared to be a homogeneous species that contains one
molecule of PM bound to the N terminus (the amino group of
the Ile-1 residue) and a second molecule of PM linked to the �-
amino group of the Lys-85 residue.


PLA2 inhibition by MLD


The above-described experimental procedure was applied to the
case of MLD±PLA2 inhibition to attempt to put our results in a
broader perspective and to test the scope and the frame of
validity of our model. Remarkably, the results obtained in this last
set of experiments were in all respects equivalent to those
previously described for the PM molecule. The MLD±PLA2


reaction also proceeds a in few minutes and leads to a major
monomodified and a minor dimodified protein species product
(Figure 3 and Table 3). Again the measured PLA2 mass incre-
ments �Mbound�free were of pivotal importance in the determi-
nation of the chemical mechanism involved in the enzyme


Figure 3. RP HPLC chromatogram of the separation of MLD/PLA2 reaction
products. Mass spectrometry analyses of the fractions are reported in Table 3.


inactivation process (Table 2). Even the results of the experi-
ments for the location of the MLD binding site(s) nicely matched
those of the related PM molecule and support covalent
modifications at the N terminus for the 1:1 adduct and at both
the N terminus and the Lys-85 residue for the 2:1 adduct
(Figure 4). It is noteworthy that the MLD molecule displays two
reactive electrophilic centers, namely the C-24 (in the pyran ring)
and C-25 (in the �-hydroxybutenolide ring) free hemiacetal
groups. Nevertheless, we again detected no bidentate mode of
binding of MLD to PLA2 (that is, two nucleophilic attacks at the


Figure 4. LC ±MS analysis of unmodified (A), monomodified (B) and dimodified
(C) PLA2 enzymes after reaction with MLD and digestion by endoprotease LysC.
Mass spectrometry results are summarized in Table 2.


Table 3. Mass spectrometry analysis of MLD/PLA2 reaction products.[a]


Frac-
tion


Mesured
mass [Da]


Description of the species Expected
molecular
mass [Da]


1 16166.8� 1.1 PLA2 (2 Met ox) Hex NAc2 Hex2 16166.4
16328.5� 1.0 PLA2 (2 Met ox) Hex NAc2 Hex3 16328.6
16490.7� 1.3 PLA2 (2 Met ox) Hex NAc2 Hex4 16490.8


2 16150.3� 1.6 PLA2 (1 Met ox) Hex NAc2 Hex2 16150.3
16312.9� 0.9 PLA2 (1 Met ox) Hex NAc2 Hex3 16312.5
16474.3� 1.8 PLA2 (1 Met ox) Hex NAc2 Hex4 16474.7


3 16551.0� 1.6 PLA2 (1 Met ox) Hex NAc2 Hex2� MLD 16550.8
16713.0� 1.2 PLA2 (1 Met ox) Hex NAc2 Hex3� MLD 16713.0
16874.9� 1.0 PLA2 (1 Met ox) Hex NAc2 Hex4� MLD 16875.2


4 16950.5� 1.8 PLA2 (1 Met ox) Hex NAc2 Hex2� 2 MLD 16951.3
17112.6�1.7 PLA2 (1 Met ox) Hex NAc2 Hex3� 2 MLD 17113.5
17274.8� 1.0 PLA2 (1 Met ox) Hex NAc2 Hex4� 2 MLD 17275.7


[a] Fraction numbers are indicated in Figure 1.
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C-24 and C-25 atoms) since all MS data are fully consistent with
the exclusive involvement of the C-25 hemiacetal funtion in the
butenolide moiety of MLD. Before direct evidence for the exact
nature of chemical modification that occurs in MLD upon
binding to PLA2 was available, the possibility that two Lys
residues spatially or sequentially close to each other would
deliver a nucleophilic attack to both MLD reaction centers was
long considered a valid hypothesis,[16] particularly since PLA2


contains a segment with the sequence Lys94-Cys95-Tyr96-Lys97. On
the other hand, since this bidentate binding appears not to
occur, the pyran ring could well be involved in the inhibitor ±
enzyme recognition process at a different level, for instance it
may participate in the formation of favorable noncovalent
interactions (see below).


Molecular modeling studies


The final step in this study concerned the construction of a 3D
model of the PM±PLA2 complex. We aimed to achieve a better
understanding of the enzyme inactivation process at a molecular
level to shed more light on the origin of the remarkable specifity
(in terms of a noncovalent binding site) observed for these
molecules. All the molecular modeling work was performed on
the crystallographic structure of bee venom PLA2 with a
phospholipid transition state analogue in its active site (Protein
Databank (PDB) code 1POC).[18] The phospholipid analogue was
then taken away from the active site and replaced with the PM
molecule. The docking procedure was performed by using the
AFFINITY module of the INSIGHT II (version 1998) suite of
software (Accelrys Inc. , San Diego). This software module allows
a conformational grid search to maximize the favorable inter-
actions (Van der Waals, electrostatic, and hydrogen bonds)
between a drug and a receptor. This maximization is achieved by
optimization of both sets of 3D coordinates of the drug (its
conformation and positioning) and those of the protein active
site, which is usually defined by a distance criterion. The
experimental information on the location of the inhibitor
covalent binding site was used to correctly orientate the PM
molecule within the enzyme pocket. Accordingly, the polar tail of
the inhibitor, which contains the reactive center (�-hydroxybu-
tenolide, ring E, Figure 5), faced the outer, solvent exposed
surface of the protein towards the N-terminal residue, while the
lipophilic tetracyclic system was located in the inner portion of
the pocket. Once the PM molecule was placed in proximity to
the catalytic site, AFFINITY calculations were performed. Adjust-
ments of both the PM molecule and the PLA2 active site were
allowed and the active site was defined as a 7 ä sphere around
the centroid of the PM molecule. The PM±PLA2 complex was
further optimized by standard molecular mechanics calculations
by using the AMBER force field. The final model obtained after all
these refinements is reported in Figure 5. Among the most
convincing features of this model, we noticed the excellent
shape complementarity of the hydrophobic core of the inhibitor
(rings A, B, C, and D) and the protein surface delimiting the active
site. It should be noted that in this orientation the PM C-25
hemiacetal carbon atom and the PLA2 N terminus are found in
close proximity, even though this distance was not forced by any


Figure 5. A) 3D model of the PM±PLA2 adduct. The protein backbone is
represented by a blue ribbon. Amino acid side chains are omitted for clarity,
except for those of Lys residues and the N-terminal group. The PM molecule is
displayed as a stick representation surrounded by a transparent solvent-
accessible surface. B) Expanded view of the model to show the details of the
interaction of PM with the PLA2 active site. Color code: carbon, gold; oxygen, red;
nitrogen, blue; hydrogen, white. Only heavy atoms are displayed, except for the
S55 hydroxy group and the N-terminal groups.


sort of constraint during the calculations. Ring A atoms (C1 ±C4
and CH3-20 and CH3-21) lie in the vicinity of (about 3.0 ä away
from) the Tyr-87 and His-34 residues, two of the three residues
that compose the PLA2 catalytic triad. The Asp-64 residue (the
third residue actively involved in PLA2 catalysis) is located further
away from the inhibitor at a distance of about 5.0 ä. The inhibitor
tetracyclic system appears to be literally sandwiched by several
amino acid side chains. The His-56 and His-11 residues stack with
the bottom (�) faces of ring A and ring B, respectively, whereas at
the top (�) face of the inhibitor the Met-86 side chain protrudes
towards the Me-18 residue (rings C and D). Towards the outer
side of the inhibitor, Tyr-87 and Ile-91 side chains make contacts
with rings B and C, respectively. The Ser-55 hydroxy group is
engaged in a hydrogen bond with the PM acetyl carbonyl group
attached to the C-24 hemiacetal group in pyran ring D.


The model proved particularly useful in attempts to unravel
the details of the mechanism of PLA2 inactivation at the atomic
level and strongly supports the view in which the initial event is a
noncovalent recognition between PM and the enzyme, followed
by nucleophilic attack by the PLA2 N terminus at the C-25
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butenolide hemiacetal group. Indeed, the recognition could be
driven by a number of favorable interactions, such as Van der
Waals or hydrophobic interactions (water molecules are likely to
be released in the process) and probably H bond(s). These
interactions would in turn ensure the correct positioning of the
inhibitor within the binding pocket and thus bring the functional
groups involved in the formation of the Schiff base within
bonding distance of one another.


A structure-based rationalization of the formation of the
dimodified species appears to be more complicated. On the one
hand, the Lys-85 residue appears to be the second closest
nitrogen nucleophile to the inhibitor molecule when it is in the
binding pocket, whereas on the other hand the introduction of a
second PM molecule into the PLA2 active site appears to involve
a rather large conformational rearrangement. A possible spec-
ulation based on the present model is that there could be
additional room to accommodate a second inhibitor molecule in
another region of the same pocket. This hypothesis would imply
that the dimodified PLA2 species contains two inhibitor mole-
cules piled on top of each other and thus the large pocket
delimited by the three � helices of the enzyme is filled up
completely. However, since it is hard to make reasonable
predictions of the inhibitor ± PLA2 molar ratios under physiolog-
ical conditions, the biological relevance of the 2:1 adduct is not
clear at the present stage.


The overall picture reported in this paper may be instrumental
in the design of simplified PM analogues as novel lead
compounds for the treatment of acute and chronic inflammation.


Experimental Section


PLA2 ± inhibitor adduct analysis : Bee venom PLA2 (100 �g, 6.2 nmol)
was incubated in Na2B4O7 solution (100 �L; 10 mM, pH 7.4) in the
presence of a 5:1 molar excess of inhibitor (PM) at 40� for 5 min. The
resulting mixture was diluted with an equal volume of an NaBH4


(3 mM) and Na2B4O7 (10 mM) solution and incubated for 2 hours at 0�C.
The reduction reaction was quenched by addition of HCl (5 �L, 6M)
and the reaction products were fractionated by RP HPLC on a C4
column. Modified glycoproteins were analyzed by means of a linear
gradient from 25% to 95% of acetonitrile in 0.1% trifluoroacetic acid
(TFA) over 35 min. Elution was monitored at 220 nm. Individual
fractions were collected and identified by ESMS. Mass analysis was
performed on an API100 single quadrupole spectrometer (Applied
Biosystems) equipped with an electrospray ion source. Data were
acquired and elaborated by using the Biolmultiviewer program
(Applied Biosystems). Mass calibration was performed by means of
multiply charged ions from a separate injection of horse heart
myoglobin (Sigma; average molecular mass� 16951.5 Da). All
masses are reported as average values.


Reaction with hydroxylamine : PLA2 was first treated with PM as
described above. After 5 minutes of incubation a hydroxylamine-
containing solution was added to obtain a final hydroxylamine
concentration of 0.6 mM (molar protein:hydroxylamine�1:10) and
the mixture was left to react for 2 hours at 40 �C. Reaction products
were analyzed by RP HPLC and ESMS under the same conditions as
previously described. The same procedure was also performed on
the glycoprotein ± inhibitor complex after a 2 hour reduction with
NaBH4.


Location of the binding site(s) : Unreacted, monomodified, and
dimodified PLA2 were purified by HPLC and individually underwent
disulfide bond reduction. Each species was dissolved in tris(hydroxy-
methyl)aminomethane (Tris ; 100 mM), ethylenediaminotetraacetate
(EDTA; 1 mM), GndCl (6M), and DTT (5 mM) at pH 7.5 and incubated
under a nitrogen atmosphere for 2 hours at 37 �C. The free thiol
groups obtained were alkylated by addition of an equal volume of a
solution of Tris (100 mM), EDTA (1 mM), GndCl (6M), and iodacetam-
mide (50 mM) at pH 7.5. The alkylation reaction was allowed to
proceed for 30 minutes in the dark at room temperature and was
than quenched by HPLC injection.


Alkylated species were digested with the endoprotease LysC in
ammonium bicarbonate (50 mM, pH 8.5) at 37.0 �C for 4 h at a 1:50
(w:w) LysC:protein ratio. Proteolytic fragments were analyzed by
LC±MS performed on an API100 single quadrupole electrospray
spectrometer (Applied Biosystems) equipped with two Perkin-Elmer
Series 200 LC isocratic pumps. Chromatographic separation was
carried out on a Phenomenex C18 column by means of a 40 min
linear gradient from 15 ±55% acetonitrile in 2% formic acid and
0.1% TFA. Mass spectra were acquired in an m/z interval of 600 ±
1800.


Molecular modeling : All molecular modeling was performed on a
Silicon Graphics Indigo 2 workstation equipped with a R10000
processor. For AFFINITY calculations (InsightII version 1998, Accelrys,
Inc. , San Diego, USA) the CVFF force field was used with standard
parameters. The 3D coordinates of PLA2 were obtained from the PDB
archive (http://www.rcsb.org/pdb/; PDB code for bee venom PLA2


crystallographic structure: 1POC). The input PM±PLA2 complex for
the AFFINITY calculations was obtained by visual docking the PM
molecule into the hydrophobic pocket of PLA2. Once the AFFINITY
docking procedure was completed, a full energy minimization was
carried out on the PM±PLA2 complex by using the conjugate
gradient algorithm until the maximum derivative was less then
0.1 Kcal.
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Cellular Internalization of Enhanced Green
Fluorescent Protein Ligated to a Human
Calcitonin-Based Carrier Peptide


Zuzana Machova,[a] Christiane M¸hle,[a] Ulrike Krauss,[a] Rachel Tre¬hin,[b]


Annette Koch,[b] Hans P. Merkle,[b] and Annette G. Beck-Sickinger*[a]


Carrier peptides offer new opportunities to overcome problems in
cellular drug delivery. Their objectives are improved cellular uptake
or permeation of biological membranes, which are important
pharmacokinetic features for the cellular distribution of therapeu-
tics. Previously, human calcitonin (hCT) and selected C-terminal
hCT fragments have been shown to be internalized and to
permeate the epithelium of the nasal mucosa. To assess the
potential of hCT-derived carrier peptides for cellular internalization
of a model protein we fused enhanced green fluorescent protein
(EGFP) and the [C8]hCT8 ± 32 fragment by using expressed protein
ligation (EPL). EGFP thioester was obtained by intein-mediated
purification with an affinity chitin-binding tag (the IMPACT system,


based on protein splicing). Internalization of EGFP-[C8]hCT8 ± 32 by
excised bovine nasal mucosa was monitored by confocal laser
scanning microscopy. This novel conjugate displayed internal-
ization into some sectors of the mucosa, whereas EGFP itself was
not capable of translocation. Thus, we demonstrate successful
internalization of a model protein through ligation to an hCT-
derived carrier peptide, which has potential for the delivery of
therapeutics. At this point the respective mechanism of trans-
location is unknown.


KEYWORDS:
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Introduction


Carrier peptides that can act as shuttles for the cellular delivery
of therapeutics offer new opportunities to overcome problems
in drug delivery. Improved cellular uptake and membrane
permeation are important pharmacokinetic features for the
distribution of therapeutics.[1±3] However, peptide carriers prom-
ise to become valuable tools not only in the field of drug
delivery. Carrier peptides are extremely useful for investigation of
signal transduction cascades or intracellular trafficking as a result
of their ability to transport large hydrophilic molecules, for
example, peptides or proteins, across cellular membranes with
little or no cytotoxicity. Thus the systematic investigation of
carrier peptides represents a highly promising approach for the
delivery of peptide, protein, and nucleic acid therapeutics. Cell-
penetrating peptides such as transportan,[4] penetratins,[5] Tat-
derived peptides,[6] or chimeric peptides have been reported to
internalize various covalently linked cargoes.[7±9] So far the
mechanisms of the internalization of cargo/carrier peptide
conjugates are largely unknown and controversial. Whereas
some research groups favor an absorptive endocytotic pathway
for Tat-derived peptides,[10] recent experimental evidence does
not support this idea.[4] The initial contact of a cationic peptide
with the cell membrane appears be initiated by ionic interactions
with membrane heparan sulfate proteoglycans, which are
negatively charged and act as receptors for extracellular Tat
protein uptake.[11] Logically, this reaction can be blocked


competitively by extracellular soluble heparin. Cell lines that
are deficient in membrane heparan sulfate proteoglycans are
selectively impaired in the internalization of recombinant Tat
fused to green fluorescent protein.


Human calcitonin (hCT), a peptide hormone of 32 amino acids,
is one of the most important factors involved in the maintenance
of systemic calcium homeostasis and also a powerful pain
reliever for sufferers of osteolytic diseases.[12, 13] Besides studies
that aim to select the most effective protocol for treatment of
diseases and utilization of hCT, lately the interest in hCT has
particularly focused on the therapy of established osteoporo-
sis.[14] Previously, the internalization of hCT and a selected
C-terminal hCT fragment into excised nasal epithelium has been
ascribed to endocytosis of a still unknown nature.[15, 16] This
mechanism is currently under investigation in our laboratories
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by the use of both cell-cultured epithelial models and excised
nasal epithelium and also biophysical interaction studies with
model lipid membranes.


The green fluorescent protein (GFP) isolated from the jellyfish
Aequorea victoria represents a powerful reporter molecule for
monitoring gene expression, protein localization, and protein ±
protein interaction.[17±19] Recently, Pooga et al.[4] coupled the GFP
protein to transportan by means of a disulfide linkage and
observed efficient delivery of this large protein into buffalo rat
liver cells. Several GFP mutant variants that differ in absorption
and emission spectra and quantum yield are available to
date.[20, 21] The post-translational formation of the final fluoro-
phore requires molecular oxygen but no external enzymes or
cofactors.[22] Enhanced green fluorescent protein (EGFP) is a
239 amino acid red-shifted variant of wild-type GFP that has
been optimized for brighter fluorescence and higher expression
in mammalian cells.


In order to identify, visualize, and characterize new and potent
carrier peptides, we fused EGFP and an hCT-derived fragment by
using expressed protein ligation (EPL). This new technique
elegantly combines the flexibility of chemical peptide synthesis
with the extended size range of recombinant DNA expression
and has been used for many suitable applications.[23±26] EPL
allows generation of a recombinant protein �-thioester deriva-
tive and, based on the native chemical ligation strategy, its
subsequent ligation with the N-terminal cysteine residue of a
synthetic peptide.[27, 28] Furthermore, different chemical probes
can be included in the peptide sequence.


Intein-mediated purification with an affinity chitin-binding tag
(the IMPACT system) utilizes the inducible self-cleavage activity
of a protein splicing element, that is, an intein.[29, 30] The desired
target protein is bacterially expressed as a fusion protein with a
C-terminal intein chitin-binding domain (CBD) tag. Affinity
purification performed on the chitin beads and the subsequent
thiol-induced intein cleavage result in thioester formation.[31]


We optimized the expression of the EGFP intein chitin-binding
domain fusion protein in Escherischia coli. The isolation and
purification of the EGFP reactive thioester was carried out with
all steps conveniently monitored by native green fluorescence.
Ligation with the human calcitonin [C8]hCT8 ± 32 peptide amide
yielded the 265 amino acid construct. Internalization studies on
bovine nasal mucosa revealed a ligation product internalized
into sectors of the mucosa, as monitored by confocal laser
scanning microscopy (CLSM).


Results and Discussion


Strategy


Calcitonin-based carrier peptides have been recently identified
as a suitable drug translocation system. The cellular uptake of
hCT was suggested to be associated with a �-sheet-induced self-
assembly of the C-terminal part of the peptide. Furthermore,
structure ± activity studies showed that C-terminal amidation
plays an essential role in uptake, which suggests the involve-
ment of a transporter-like protein.[15, 16] In order to investigate
the potential of hCT fragments for protein drug delivery, we


replaced the previously reported fluorophore with enhanced
green fluorescence protein (EGFP). Owing to the relevance of the
peptide amide, a different strategy also had to be applied. We
used expressed protein ligation as a suitable method to generate
a construct of recombinant EGFP and amidated hCT-derived
peptide obtained by solid-phase peptide synthesis. Ligation was
performed by a native chemical ligation strategy.[28] As we used
EGFP, we could easily monitor the reaction procedures by
observation of fluorescence emission.


Cloning, expression, and isolation of EGFP ± intein ± CBD
fusion protein.


The EGFP gene was amplified by PCR and subsequently in-frame
cloned into the vector pTXB1. The PTXB1 vector introduces the
C-terminal fusion vector of the IMPACT purification system and
allows the target protein to be fused to a mini-intein from the
GyrA gene of Mycobacterium xenopi (Mxe intein).[32]


The two main contributing factors that impair the yield of the
desired thioester are low levels of soluble expressed fusion
protein and in vivo intein cleavage. We observed no significant
difference between the expression by E. coli bacterial strains
BL21(DE3) and ER2566. Inductor concentrations, temperature,
and time allowed for expression were varied in order to
maximize the yield of fusion protein. However, expression levels
(20 mg L�1) were very low and we detected fusion protein even
without induction. Mathys et al. identified aspartic and glutamic
acid residues as causes of in vivo intein cleavage.[31] We observed
that lysine, the last amino acid of EGFP, provoked in vivo
cleavage as well (Figure 1, lane 2, band B). The cleavage varied
with expression conditions; up to 35 % was cleaved at 37 �C and
up to 25 % at 30 �C, respectively. Moreover, free intein tag with
CBD attached further reduced the purification capacity of the
chitin beads. In order to prevent the increased in vivo cleavage
seen at higher temperature, expression of the fusion protein was
performed at 15 �C overnight.


Isolation of the EGFP thioester


Chitin beads provide an optimal affinity matrix for the isolation
of target proteins fused to the intein ± CBD tag. The extremely
high affinity of CBD for the beads allows efficient recovery of the
fusion protein from the crude cell extract. In addition, stringent
wash conditions reduce nonspecific binding, which increases
purity of the product. The immobilized protein is then induced
to undergo intein-mediated self-cleavage in the presence of
thiol. The intein tag remains bound to the chitin and generated
thioester is eluted.


The EGFP ± intein ± CBD protein maintained its green fluores-
cence when loaded onto the chitin column. The conditions for
EGFP thioester production were optimized. Intein cleavage is
influenced by the size of the column, the dilution of the cell
extract prior to loading, the thiol reagent, the pH value of the
cleavage buffer, the temperature, and the duration of reaction.
Specific protein properties like the structure or sequence at the
C-terminus of the target protein may also affect the cleavage
efficiency.[33] Interestingly, none of the tested cleavage condi-
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tions had any effect on the binding of the CBD. Basic pH values
favored thiol-induced cleavage but also increased the rate of
thioester hydrolysis.[33, 34] Thiophenol has been shown to gen-
erate sufficient intein cleavage,[23] however, loss of green
fluorescence indicated denaturation of the native EGFP struc-
ture. In contrast, 2-mercaptoethanesulfonic acid (MESNA) re-
vealed high efficiency of intein cleavage and low thioester
hydrolysis. Additionally, MESNA can be directly applied as a
cofactor for expressed protein ligation.[23, 35] We obtained more
than 90 % intein cleavage after 25 hours at 4 �C. Cleavage
progress was monitored directly on the chitin column. More
than 90 % pure thioester was isolated as suggested by SDS-PAGE
(Figure 1, lane 5, band C) and confirmed by MALDI mass
spectrometry (Figure 2 A). In order to prevent thioester hydrol-
ysis and identify optimal storage conditions, stability tests were
performed. As evident from Figure 3, the pH value of the storage
buffer significantly influenced the rate of hydrolysis. Based on
these observations, a pH value of 7 and low temperature
(�25 �C) were chosen for thioester storage.


Ligation reaction of EGFP thioester with [C8]hCT8 ±32


The structural domains of human calcitonin responsible for
internalization have already been identified.[16] In order to
perform the ligation with EGFP thioester, a cysteine residue
was introduced at the N-terminus of hCT9 ± 32. The modified
peptide amide was obtained by solid phase synthesis. Ligations
were carried out with both reactants in the millimolar concen-
tration range and 100 mM MESNA at pH 7 and room temper


Figure 2. Identification of EGFP thioester and EGFP ± [C8]hCT8 ± 32 by MALDI
mass spectrometry. Spectra were measured at 50 �M protein concentration.
A) EGFP thioester, theoretical mass 27195.1 Da; B) ligated EGFP ± [C8]hCT8 ± 32,
theoretical mass 29765.0 Da.


Figure 3. Stability of EGFP thioester. The hydrolysis rate of the eluted thioester
was investigated at 4 �C after 48 hours at different pH values. The percentage of
hydrolyzed thioester was estimated by SDS-PAGE.


Figure 1. Analyses of EGFP ± [C8]hCT8 ± 32 by SDS-PAGE and a schematic view of its synthesis. a) Samples without heat treatment visualized by UV irradiation at
312 nm; b) samples with (lanes 1 ± 4) and without (lanes 5 ± 6) heat treatment identified after staining with GelCode Blue reagent; c) scheme of EGFP ± [C8]hCT8 ± 32
synthesis : isolation and purification of EGFP ± intein ± CBD fusion protein, lanes 1 ± 4 in (a) and (b) ; thioester elution and ligation with [C8]hCT 8 ± 32 fragment, lanes 5
and 6. Lane M represents a protein marker ; lane 1, crude extract after cell lysis ; lane 2, supernatant after lysis ; lane 3, column flow-through; lane 4, column wash; lane 5,
eluted thioester ; lane 6, crude ligation mixture. The in vivo cleavage product (band B) of the fusion protein (band A) remained in the column flow-through. Eluted
thioester (band C), of which 10% was in the hydrolyzed form (band D), was used for ligation. The ligation product is shown as band E.
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ature.The progress of the ligation was monitored and analyzed
by SDS-PAGE (Figure 1, lane 6, band E) and the product was
identified by MALDI mass spectrometry (Figure 2 B). Further
optimization studies, which included time dependency and the
effect of the molar excess of peptide relative to thioester, are
summarized in Figure 4. We determined 60 ± 70 % ligation
efficiency at five- to tenfold molar excess of the peptide after
35 hours.


Figure 4. Optimization of ligation efficiency. Ligation was carried out at pH 7
and room temperature. MESNA was used as a thiol cofactor.


Electrophoretic analysis


All isolation steps and ligation reactions could be easily detected
because of the fluorescence of EGFP. In all our experiments we
noticed unique migration behavior of the EGFP fusion protein,
thioester, and ligation product. Significant differences between
the theoretical and experimental molecular masses of heat-
denaturated and nondenaturated proteins were evident. Fusion
EGFP ± intein ± CBD protein migrated at 43 kDa and retained its
fluorescence when not heated. However, the heat-denaturated
protein was nonfluorescent and migrated at 54 kDa, which
corresponds to the theoretical value. A similar migration pattern
was also noticed for the ligated EGFP ± [C8]hCT8 ± 32 construct
whereas nonfused EGFP thioester showed inverse behavior.
Migration of hydrolyzed thioester was not influenced by heat
treatment. The identity of all proteins could be confirmed by
Western blot analysis with anti-GFP antibodies. The mechanism
of this mobility shift remains unclear but this phenomenon has
already been observed.[36]


Cellular internalization in excised bovine nasal mucosa as
monitored by CLSM


Cell culture systems and excised nasal mucosa represent
relevant in vitro models for the permeation of therapeutics
across biological membranes. In order to characterize the cellular
uptake of the here introduced EGFP ± [C8]hCT8 ± 32 construct,
internalization experiments with freshly excised bovine nasal
mucosa were performed. The pH value of the nasal mucosa was
in the range 5.5 ± 6.5 whereas most previous studies with excised
nasal tissues were performed in the pH 6 ± 8 range.[37±39] Inter-


estingly, in contrast to previous studies performed with hCT and
fluorophore-labeled C-terminal fragments (carboxyfluorescein
labels),[15, 16] we could not observe significant internalization at
pH 7.4. However, experiments at the reduced pH value of 6.4
(that is, close to the physiological pH value of nasal mucosa)
showed internalization of the EGFP-ligated construct and the
nonligated carrier peptide into some sectors of the mucosa. At
this point in our studies there is no mechanistic explanation for
this observation. A concentration of 50 �M of the peptide was
sufficient for internalization (Figure 5 A). In contrast to the low


Figure 5. Internalization as monitored by confocal laser scanning microscopy.
A) Internalized [C8(Fl)]hCT8 ± 32 (green), Hoechst 33342 and EthD-1 staining;
B) nonligated EGFP thioester (green; none visible), Hoechst 33342 and EthD-1;
C) internalized EGFP ± [C8]hCT8 ± 32 (green), Hoechst 33342 and EthD-1 nuclei
coloring. D) z-scan of (C) as indicated by the two arrowheads in (C). Samples of
labeled peptide (50 �M), EGFP thioester (40 �M) and EGFP ± [C8]hCT8 ± 32 (40 �M)
were dissolved in D-PBS (pH 6.4) and internalization was visualized from the
mucosal side of the sample after 45 min incubation. Hoechst 33342 dye was used
to stain cell nuclei (blue) and ethidium homodimer (EthD-1; red nuclei of dead
cells) or calcein (green fluorescence in viable cells) were applied.


concentrations sufficient for cellular delivery mediated by
cationic carrier peptides, for example, Tat and Antennapedia-
derived peptides, the higher concentrations necessary for hCT-
derived peptides may represent a distinct advantage. Whereas
internalized cationic peptide conjugates may further partition
into deeper tissue and into the systemic circulation,[40] the
therapeutics delivered by hCT-derived peptides are expected to
remain in place as soon as dilution below a certain threshold
level has occurred and thus exclusive delivery to the site of
application is maintained. Therefore, for site-specific drug
delivery the use of hCT-derived peptides would represent a
strategic advantage and limit the systemic toxicity of the carrier
peptide. Ubiquitous delivery is a typical feature of Tat-peptide
derived conjugates[40] but may be a disadvantage when localized
delivery across biologic barriers is necessary, particularly to limit
systemic side effects and strictly localize drug activity.


In order to prove our concept of hCT-derived carrier peptides
with potential to translocate proteins across biological mem-
branes, we used the natural fluorescence of the EGFP ±
[C8]hCT8 ± 32 construct. As a negative control, EGFP thioester
was applied, for which no internalization was detectable (Fig-
ure 5 B). Figures 5 C and 5 D demonstrate the sectorial internal-
ization of the construct. The EGFP ± [C8]hCT8 ± 32 conjugate was
found to be internalized into about 5 ± 10 % of the living cells of
the tissue, which is the same range as that observed with the
nonligated carrier peptide [C8(Fl)]hCT8 ± 32 alone as a positive







A. G. Beck-Sickinger et al.


676 ChemBioChem 2002, 3, 672 ±677


control (Figure 5 A). For data intepretation full preservation of
the viability of the mucosa under the experimental conditions
was assumed. However, toxicity of GFP might be a cause of cell
death that reduces the number of vital cells.


So far demonstration of the membrane translocation potential
of human calcitonin-derived carrier peptides has been limited to
low molecular weight cargoes such as a carboxyfluorescein
label[13] . The cellular mechanisms of the involved processes are
still unknown. Initial data from our current mechanistic inves-
tigation in Madine Darby canine kidney (MDCK) cell monolayers
as well as in other cell lines demonstrated that the efficiency of
the translocation of fluorescence-labeled C-terminal hCT frag-
ments decreased in the order hCT(9 ± 32)�hCT(12 ± 32)�
hCT(15 ± 32)�hCT(18 ± 32). hCT(18 ± 32) was the shortest trans-
located fragment and further truncated peptides were not
internalized by MDCK cells. A vesicular-type punctiform signal
pattern, already observed in nasal epithelium for hCT and
hCT(9 ± 32), was also observed in MDCK. This punctiform pattern
combined with the absence of significant uptake at 4 �C
suggests endocytosis as the mechanism of uptake.


Here, we present for the first time the possibility of use of hCT-
derived carrier peptide to translocate a larger molecular weight
cargo, that is, an EGFP fusion protein construct, across a
biological membrane. We showed that neither the additional
cysteine spacer nor the N-terminal extension reduces the
internalization capacity of the hCT fragments. Application of
expressed chemical ligation to recombinant EGFP was found to
be an elegant procedure to monitor and optimize the technique.
This novel EGFP conjugate revealed specific mucosal internal-
ization, whereas EGFP alone was not capable of permeation.
Several proteins have been reported to be transported into cells
with the help of carrier peptides, both functional proteins[40, 41]


and GFP.[42] GFP has to be folded correctly for fluorescence
emission upon irradiation. The research group that first reported
its use as a fusion protein with the herpes virus protein VP22 had
to use indirect immunodetection since intrinsic fluorescence
could not be determined.[42] Another group who used the VP22
system did not observe delivery of intracellular GFP fluorescence
at all.[43] Pooga et al. reported the use of GFP coupled to
transportan by a disulfide linkage.[4] After fixation and perme-
abilization of the cells, intracellular fluorescence was detected.
We report here direct detection of intracellular fluorescence of
GFP in living, unfixed, and unpermeabilized cells, with the carrier
peptide linked to its cargo by native chemical ligation. The result
is a stable peptide bond, not prone to reductive cleavage.
Accordingly, the hCT system offers new opportunities for the
delivery of therapeutics across cellular membranes that may be
further extended to larger proteins, nucleic acids, and hydro-
philic compounds. In contrast to other cell-penetrating peptides,
interaction with the uncharged C-terminal domain of hCT-
derived carrier peptides does not require ionic interaction. This
lack of charge avoids the potential toxicity of highly positively
charged carrier entities typical for poly(lysine) and poly(argi-
nine)[44] and also expected for Tat-derived peptides when in
contact with the negatively charged extracellular matrix that
coats the cellular membrane. The neurotoxicity as well as the
cytoxicity of Tat towards lymphocytes have been demonstrated


in the literature.[45±47] On the other hand, calcitonins have a long-
term safety record based on their widespread use as a nasally
administered therapeutic, for example, to treat osteoporosis. At
this point, interpretations regarding the cellular mechanism of
hCT-derived carrier peptides remain elusive. However, their
mechanism is expected to differ markedly from those of the
highly cationic carrier peptides. Thus, hCT-derived peptides
could substantially supplement the biochemical tools necessary
to overcome cellular barriers for efficient drug delivery.


Experimental Section


DNA constructs : The DNA that encodes EGFP (239 amino acid
residues) was amplified by PCR from the pEGFP-N1 vector (Clontech)
by using the EGFP forward primer 5�-GGTGGTCATATGATGGTGAG-
CAAGGGCGAGG-3� and EGFP reverse primer 5�-GGTGGTTGCTCTT-
CCGCACTTGTACAGCTCGTCCATGC-3� (MWG-Biotech AG). Primers
were designed to introduce the NdeI and SapI sites in the forward
and reverse primers, respectively. After digestion and purification,
the PCR fragment was inserted into NdeI-SapI-treated C-terminal
fusion vector pTXB1 (New England Biolabs). DNA sequencing was
used to confirm in-frame cloning of the EGFP gene.


Fusion protein expression in E. coli : E. coli BL21(DE3) or ER2566 cells
transformed with pTXB1-EGFP plasmid were grown in LB medium
that contained 100 �g ml�1 ampicillin until they reached the mid-log
phase and were induced with isopropylthiogalactosid (0.3 mM). Cells
were harvested by centrifugation after overnight expression at 15 �C.
Lysis of the cells was performed over 1 hour at 4 �C in buffer A
(tris(hydroxymethyl)aminomethane (Tris) ± HCl (20 mM), ethylenedi-
aminetetraacetate (EDTA; 1 mM), NaCl (500 mM); pH 8) in the
presence of Triton X-100 (0.7 %), phenylmethanesulfonyl fluoride
(20 �M), tris(carboxyethyl)phosphine (0.7 mM), and lysozyme
(15 �g ml�1). Three to four lysis extraction rounds and sonication
were necessary to complete the lysis. The soluble protein extract was
isolated by centrifugation. Expression and isolation of the target
protein was monitored by SDS-PAGE. Modified sample buffer
without dithiothreitol, which induces intein cleavage, was used for
gel analysis. Semidry Western blot in the presence of 1:5000 anti-CBD
serum (New England Biolabs) or 1:300 polyclonal GFP antibody
(Clontech) confirmed the expression of EGFP ± intein ± CBD fusion
protein. Samples without prior heat treatment were directly
visualized on the gel by UV irradiation (312 nm).


Purification and isolation of EGFP thioester : A column (Econo
Column, Biorad) filled with chitin beads was equilibrated at room
temperature with 10 bed volumes of buffer A. The extract that
contained the fusion protein was loaded at 4 �C onto the column at a
flow rate of 0.5 mL min�1. Samples from the flow-through analyzed
by SDS-PAGE indicated a high binding efficiency of the fusion
precursor on the chitin. Washing with 10 bed volumes of buffer A
reduced nonspecific binding of other proteins. Intein cleavage was
induced by rapid flushing with 3 bed volumes of buffer A that
contained the sodium salt of MESNA (100 mM). On-column cleavage
proceeded at 4 �C for 24 ± 40 hours. Cleavage efficiency was moni-
tored by SDS-PAGE analysis of induced resin slurry (100 �L) mixed
with sample buffer (30 �L). The supernatant was analyzed by SDS-
PAGE and visualized by UV irradiation prior to staining with GelCode
blue staining reagent (Pierce). EGFP thioester was eluted at room
temperature with elution buffer (Tris ± HCl (20 mM), EDTA (1 mM), NaCl
(50 mM); pH 7) in 1 mL fractions and the protein content was
determined by Bradford assay. The thioester identity was confirmed
by MALDI mass spectrometry.
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Synthesis of hCT-derived carrier peptides : The hCT fragments were
synthesized by the Fmoc/tBu (fluorenylmethoxycarbonyl/tert-butyl)
solid-phase strategy with an automated multiple peptide synthesizer
(Syro, MultiSynTech),[48] and labeled with 5(4)-carboxyfluorescein (Fl)
at the N terminus.[49] Analysis was carried out by MALDI mass
spectrometry (Voyager II, Perseptive) and reversed-phase HPLC on a
C18 column with an acetonitrile/water (0.1 % trifluoroacetic acid)
gradient. [C8]hCT8 ± 32, CLGTYTQDFNKFHTFPQTAIGVGAP-NH2,
MALDI: calcd.: 2712.8; found: 2713.7; retention time: 14.7 min
with 10 ± 60 % acetonitrile in 30 min. [C8(Fl) ]hCT8 ± 32, (Fl)-
CLGTYTQDFNKFHTFPQTAIGVGAP-NH2 , MALDI: calcd. : 3070.4; found:
3070.2; retention time: 17.5 min with 10 ± 70 % acetonitrile in 30 min.


Ligation of the EGFP thioester with [C8]hCT8 ±32 : Ligation
reactions were carried out with thioester (0.1 mM) in Tris ± HCl
(5 mM; pH 7) at room temperature in the presence of MESNA
(100 mM). The lyophilized synthetic peptide was dissolved in the
reaction buffer in different amounts of molar excess compared to the
thioester. Progress of the ligation was monitored by SDS-PAGE and
subsequent UV detection, and the expected mass was confirmed by
MALDI mass spectrometry.


Internalization studies on bovine nasal mucosa : Bovine nasal
mucosa was obtained from freshly slaughtered cattle at the
slaughterhouse (Schlachthaus AG, Z¸rich, Switzerland) and prepared
as described previously.[50] After 20 min equilibration of the excised
mucosa in Dulbecco's modified phosphate-buffered saline (D-PBS) at
37 �C, the incubation solution was replaced by carrier peptide
solution (50 �M), thioester (40 �M), or ligation product dissolved in
D-PBS (pH 6.4, final volume 200 �L) and this solution was then
incubated for 45 min at 37 �C.


Visualization by confocal laser scanning microscopy : Cells were
washed with D-PBS (pH 6.4) then internalization was monitored by
CLSM. Viability was tested by using a staining assay (LIVE/DEAD
Viability/Cytotoxicity Kit, Molecular Probes Europe, Leiden, The
Netherlands). EthD-1 (8 �M final concentration) was applied for
30 min at 37 �C during or after sample incubation. Unfixed cell nuclei
were stained over 30 min at 37 �C with Hoechst 33342 (Molecular
Probes Europe) at a final concentration of 2 �g ml�1. A Zeiss LSM 410
inverted microscope (Zeiss AG, Zurich, Switzerland) was used for
CLSM. Optical sections were taken with a 63� /1.2 objective. Image
processing was carried out on a Silicone Graphics workstation
(Zurich, Switzerland) by using IMARIS software (Bitplane AG, Zurich,
Switzerland).
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