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The cover picture shows a time line covering the ten years from the inception of
ChemBioChem. Along the way are listed some of the hot topics of the last decade. The
various images shown along the line can be found in the contributions of H. Waldmann,
F. Diederich, C. A. A. van Boeckel and G. Schneider. The two strands of DNA make a
good metaphor for the union of chemistry and biology. The coming together of these
two disciplines has inspired the development of innovative ways to tackle biological
problems and address questions in chemistry. What will happen and what evolves in
the future from the concepts and ideas that are incorporated into the current strands of
research remains an exciting open terrain.
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The State of the Art of Chemical Biology
Karl-Heinz Altmann, Johannes Buchner, Horst Kessler, FranÅois Diederich, Bernhard Kr�utler,
Stephen Lippard, Rob Liskamp, Klaus M�ller, Elizabeth M. Nolan, Bruno Samor�,
Gisbert Schneider, Stuart L. Schreiber, Harald Schwalbe, Claudio Toniolo,
Constant A. A. van Boeckel, Herbert Waldmann, and Christopher T. Walsh[a]


Considering the eminent role of chemistry in helping to decipher and control life processes, a
name of its own—“chemical biology”—has rightly been given to the thriving area at the inter-
face with biology and medicine. It has become a molecule-based bridge that paves the way to
a deep and logic interpenetration—on the molecular level—of structural, functional, and devel-
opmental approaches to the natural life sciences, including medicine.


As brought to our attention recently, “molecules have changed the world”.[3] Indeed, low-mo-
lecular-weight organic compounds are an important and well-equipped tool box in the life
sciences—on equal terms with and complementary to the (more typical) one of molecular and
developmental biology—and medicine, which often focus on macromolecules and their interac-
tions. Nevertheless, organic chemists have also adapted to the specific challenges of synthesiz-
ing complex compounds (“larger organic molecules”, such as peptides, proteins, oligosacchar-
ides, and oligonucleotides) and of building up biologically important supramolecular assem-
blies.


Let me single out the example of the “small molecule” vitamin B12 in kicking-off ground-
breaking contributions to chemical biology. In the last decade, research with B12 has led to the discovery of gene-regulating
RNA, the riboswitches (Figure 1),[4] of natural RNA-based logic elements,[5] and of unexpected symbiotic relationships among
lower organisms.[6] Activated molecular
transport through cell membranes in
micro-organisms,[7] and intra- and intercel-
lular cofactor sorting and trafficking in
mammals have also seen major advan-
ces.[8]


On another level, chemical biological
studies enrich the never-ending chapter
of the molecular evolution of elementary
life processes, for example, as spearhead-
ed by the RNA-World hypothesis,[9] and
how cofactors might have arisen and
made their place in life.[10]


While it is difficult to foresee real break-
throughs in basic sciences, chemical biol-
ogy is due to play a leading role in giving insights into ever more complex life phenom-
ena, such as—possibly—(the molecular imprints of) behavior. However, molecular under-
standing of basic life processes has a strong technological impact (such as on informa-
tion, communication, energy conversion, bio-, and food technology), as well as on the
development of molecular tools for the diagnosis and therapy of diseases.


Figure 1. Symbolic formula of coenzyme B12 and sequence model of the B12-riboswitch in the 5’-
untranslated region of the btuB-gene of E. coli (adapted from ref. [4c]).


“Chemical biology is due to
play a leading role in giving
insights into ever more
complex life phenomena”


Bernhard Kr�utler
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Chemical biology is a new term
used to emphasize the impor-
tance of chemistry in exploring
the potential of chemical struc-
tures to influence biological
functions. Although this concept
is far from being new—just
think of Emil Fischer or Emil von
Behring—in the last decades it
has sparked new interest in this
area and brought the idea into
the focus of organic chemists.
This was necessary, as many


chemists had forgotten that chemistry is not only the science for creating new struc-
tures, but also for understanding their biological and physical properties. The reper-
toire of synthetic methods for preparing complex structures has expanded enormously in recent years. However, exciting
new methods are found less often. The big challenge is now to “design properties” to understand biological functions; this
is a complex issue because the structural dynamics and the dynamics of the interactions considerably hamper the search
for small molecules to interfere with the function of large biomolecules (Figure 2). In 1981, Lord Alexander R. Todd stated:


“Apart from consideration of the hydrogen bond, we organic chemists have really paid little attention to linkages other
than the purely covalent. I believe that it will be the duty of organic chemists in the future to study the weak non-bonding
interactions which are of enormous importance in the large natural macromolecules.
Such studies will lead to a new blossoming of organic chemistry in the future.”[1]


This still holds true. However, we now realize that extremely complicated multidimen-
sional networks of interactions of a vast number of biomolecules determine biological
chemistry and regulatory pathways. The elucidation of that will be the challenge for natu-
ral science. This is what “Chemical Biology” is all about.


Figure 2. Interaction of a small-molecule
with a biological network.


Chemical biology is a very attractive name for a field that applies the methods of chemis-
try to studying biology. It offers rich frontiers in research and technology to coming gener-
ations of chemists, as it did in the past, before the name was created. At the ETH Z�rich,


prominent early practitioners of chemical biology include Leopold Ruzicka, Vladimir Prelog, Albert Eschenmoser, and Duilio
Arigoni. While chemists increasingly address biological systems such as proteins, nucleic acids, carbohydrates, biological
membranes, and entire cells directly, investigations of well-designed model systems continue to fertilize the field. Biological
mechanisms, such as enzyme-catalyzed transformations, protein–ligand interactions, self-assembly, selection, and replication
are only fully understood if they can be reproduced by de novo-designed synthetic model systems. Furthermore, model
studies have contributed to our understanding of biological systems, one prominent example being the discovery of
cation–p interactions in complexation studies with synthetic cyclophane receptors in the Dougherty group (Figure 3). There


are frequently limits to accuracy in biological studies due to the complexity of these
systems, which often prevent quantification of the energetics of individual intermolec-
ular interactions or the contribution of a single amino acid
side chain to enzyme catalysis. Weak orthogonal dipolar in-
teractions, such as C�F···C=O and C=O···C=O interactions,
with free enthalpy increments of �0.3 to �0.6 kcal mol�1, are
a good example. While the relevance of these interactions
was first recognized in enzyme–ligand complexation studies,
their quantification required elaborate, structurally precisely
defined model systems that could be investigated with
great accuracy. It is therefore my strong belief that the suc-
cessful future development of the field of chemical biology
will continue to require the complementary study of both
biological and synthetic model systems.


Figure 3. Cation–p interactions in the S4
pocket of the serine protease Factor Xa, as
seen in a protein–ligand cocrystal struc-
ture.[2]


“The big challenge is now
to “design properties” to
understand biological func-
tions”


“Rich frontiers in research”


Johannes Buchner Horst Kessler


FranÅois Diederich
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Chemical BIOLOGY and CHEMICAL Biology


The last decades have witnessed tremendous developments in biology. These have stimu-
lated the expansion of molecular approaches to the design and synthesis of bioactive
and biomimetic molecules for studying and modulating relevant biological processes. As
a result chemical biology has been shaped, which clearly offered the chemical tools to
assist and facilitate further developments in biology. The interdependency of chemistry
and biology in chemical biology has been shown to be of great synergistic value. A rela-
tively obvious example is the development of click chemistry and the plethora of applica-
tions in biology ranging from purification tools to the efficient preparation of bioactive li-
gands. These and many other examples show the usefulness and enormous significance
of chemistry for biology. Now, the time has come for the vast developments in biology to
induce and stimulate new directions in chemistry. Early examples include the develop-
ment of foldamers, such as the b-peptides. New chemical developments of (bio)materials


will be inspired by biology, altered proteins will provide new catalysts, etc.
One of the greatest challenges for chemistry is to keep up with the pace of developments in biology. Biology, as il-


lustrated by the emerging synthetic biology, is nowadays capable of the rapid construction or synthesis of not only
complex proteins and DNA/RNA but also of modified organisms with desired properties. This speed is unsurpassed,
and there is a large discrepancy with the speed for the synthesis of much smaller, but certainly still very complex
molecules. Chemical synthesis on the one hand is very rewarding in terms of the insights one obtains into molecular


structure and molecular properties as well as the versatility for the preparation of
useful derivatives. On the other hand, it is very time consuming and needs hard
work from many researchers. Thus, synthesis methods have to become even more
efficient and faster. This can be partly achieved by learning from biology, using en-
zymes and/or catalysts, trying to devise chemistry that reduces the need for pro-
tecting groups or having very effective protecting-group strategies or adjusting
and using biosynthetic routes. A lot is to gain here and is needed, because the non-
chemist colleague wants to have compounds fast, because developments are fast,
and competition is fierce.


Furthermore, many “old” and recent discoveries in biology will offer handles on
or point to inspiration for new chemistry. Questions as to why Nature has chosen
certain approaches for molecular construction and why a particular molecule is as it


is, might lead to the development of attractive “chemistry” alternatives. Examples could include the development of
synthetic vaccines. It is important to realize that over a billion years, Nature’s evolution has lead to impressive trees
of evolution, but that does not mean that these trees have stopped growing. New braches will shoot, leading to or-
ganisms with new properties and capacities. In addition, new branches will shoot at the trees of molecular evolution,
creating new molecules with new attractive properties.


Finally, developments during the last decades in, for example, synthetic chemistry and supramolecular chemistry
have also been immense. Areas from the recent past in chemistry and chemical biology, which could not be realized
or fully investigated, because crucial advancements had not yet taken place, can now be tackled, possibly with in-
creasing success. One example would be the chemistry of catalytic mimics. Synthetic methods for their efficient con-
struction are now much more advanced than, say, 20 years ago, when, for example, Cram, Breslow, Diederich, and
their colleagues published their impressive molecular constructs; this will offer new challenging opportunities for re-
entering these areas.


Rob Liskamp


“The interdependency of
chemistry and biology in


chemical biology has been
shown to be of great syner-
gistic value. Now, the time
has come for the vast devel-
opments in biology to
induce and stimulate new
directions in chemistry.”
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The Fashioning of New Tools Drives Biological Chemistry


Not long after I complet-
ed graduate school in the
mid-1960s, many chemis-
try departments in the
USA systematically elimi-
nated the subdiscipline of
analytical chemistry. “We
are all analytical chem-
ists” was the refrain, so
what was the point in devoting a portion of faculty appointments to analytical chemistry?
Now, many decades later, this situation persists, although there remain a few very strong


analytical units in selected chemistry departments. Progress in the field of biological chemistry, a term which I, as a
chemist, prefer to chemical biology, is critically dependent on new tools of analysis. Examples that have changed the
face of the discipline include gel electrophoresis to study proteins and nucleic acids, nucleic acid sequencing meth-
odologies, numerous advances in X-ray diffraction methodologies, and the polymerase chain reaction. In this short
piece I would like to highlight two analytical methods that are currently in advanced stages of development and are
likely to have a major impact.


One example, pioneered by the Schultz laboratory at Scripps, is the ability to insert unnatural amino acids into any
protein sequence in both prokaryotic and eukaryotic organisms by genetic engineering. The methodology utilizes a
unique tRNA–codon pair and corresponding aminoacyl-tRNA synthetase. Many applications can be envisioned, but
one of special appeal to me is to interrogate specific amino acids in an enzyme to define their roles in catalysis or
other function, such as electron transfer.


A second analytical tool, one that I became aware of through the published papers of Cramer at UC Davis, is nucle-
ar vibrational resonance spectroscopy, or NVRS. In this technique, which requires synchrotron radiation, vibrational
sidebands of a Mçssbauer transition are detected, revealing bonding details of adjacent ligands. For bioinorganic


chemistry, 57Fe is the metal of choice, allowing many important problems to be at-
tacked that otherwise would have been intractable. The application of metal-fo-
cused spectroscopy enormously simplifies the analysis of complex systems such as
biopolymers, illuminating the metal-coordination-sphere active site to the exclusion
of unwanted background from elsewhere in the molecule.


There are many other advances, such as single-molecule spectroscopy and nano-
technological methods, that cannot be covered in this short commentary. Thankful-


ly, analytical chemistry remains a strong and an essential component in the laboratories of many investigators work-
ing within the biological chemistry community, and advances in physics, materials science, and other allied fields con-
tinue to offer exciting new methodological opportunities.


Stephen Lippard


“Progress in the field of
biological chemistry. . .
is critically dependent on


new tools of analysis”
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A deep understanding of the detailed nature and mechanism of physico-chemical interac-
tions between two probes or between two host functionalities and a guest (e.g. , a sub-
strate) molecule depends heavily upon our ability to appropriately design and to successful-
ly synthesize conformationally constrained 3D structural platforms (e.g. , foldamers), the in-
tercomponent geometry of which (either rigorously rigid or able to undergo destructura-
tion, if required, but always precisely tunable) would be well defined.


As it is clear that none of the peptides entirely based on protein amino acids can produce truly rigid backbone templates,
in the past few years several groups have concentrated their efforts on compounds rich in severely restricted backbone-
modified amino acids (pseudopeptides, peptidomimetics). An appropriate choice of specific classes of building blocks will
allow one to tailor 3D structures endowed with exactly pre-determined, intramolecular C/···C/ distances.


However, in the search for rigid scaffolds, additional problems might arise from rotations about amino acid side-chain
single bonds. Although a limited side-chain flexibility might in general be tolerated, or might even be beneficial, that arising
from protein amino acids is definitely too large, and makes any conclusion quite approximate. In other words, by utilizing
this type of side chain, any investigation inevitably suffers a range of uncertainty even larger than
that saved from the restrictions imposed by rigidification of the backbone.


It is quite clear that, to further expand this research area, a much larger arsenal of side-chain
and main-chain constrained amino acids is eagerly needed, and an active contribution from syn-
thetic organic chemists is particularly welcome. The promising role of novel 3D structures as easy-
to-prepare, cheap, and appropriately functionalized molecular scaffolds for applications in physical
chemistry (radical···radical interactions; fluorescence quenching; electron transfer ; precise determi-
nation of distances between probes by using new, but still to be calibrated, spectroscopic tech-
niques) and organic chemistry (supramolecular assembly; receptor···guest interaction; asymmetric,
redox and hydrolysis catalyses; macrocyclization; regioselective reaction) is rapidly emerging. The
vitality and breadth of this basic science will not only contribute to eradicating the still existing
cultural barriers between different branches of chemistry but also to deepening our knowledge
on the fundamental reactions and processes of chemical biology.


“A much larger arsenal of
side-chain and main-chain
constrained amino acids is
eagerly needed”


Of many major developments that have taken place in pharmaceutical research over the
last decade, we should mention the development of novel miniaturized and parallelized
analytical methods for the measurement of the physico- and biochemical properties of


compounds relevant for their in vivo pharmacological behavior. These methodologies have contributed significantly to re-
ducing the hurdles to bringing a drug candidate from preclinical discovery to the phase of the in vivo safety and profiling
studies required for clinical development. They have generated a major paradigm shift from sequential to parallel optimiza-
tion of lead-compound potency and properties. At the same time they have resulted in an unprecedented accumulation of
new data that can now be analyzed in order to develop heuristic frameworks for a structure-based understanding and pre-
diction of compounds’ physico- and biochemical properties. Significant progress has been made
in this regard; however, it is evident that the prediction of diverse compound properties is still in
its infancy due to 1) the inherent complexity of the matter, 2) the lack of sufficiently extended, ex-
perimentally consistent, and structurally diverse data sets, and 3) missing data-mining tools that
can cope with very large data sets in a multidimensional manner. A significant improvement in
our understanding of structure–property relationships will enable structure-based property design
and optimization in very much the same way as the continued improvement in intermolecular in-
teraction concepts fostered structure-based molecular design regarding potency (and selectivity)
for a given target of known 3D molecular structure. While this development still requires the gen-
eration of a lot of new data for specifically designed compound series to fill many essential gaps
in the current data sets, a better understanding of structure–property relationships will not only
have a significant impact on the speed and success of lead optimization programs, but also spur
the design and synthesis of novel building blocks that will innovate medicinal chemistry. The out-
look is fascinating.


“Reducing the hurdles”


Klaus M�ller


Claudio Toniolo
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Tools and Approaches


Chemical biology, like molecular biology, is defined more by the set of technologies
that it can bring into play to tackle biological problems, than by any particular re-
search objective. Because of the complexity of biological systems, advancements in
biology are constantly dependent on the approaches, methods and techniques that
are made available to biologists by chemists, physicists, engineers, and mathemati-
cians. We should therefore expect that the new trends in chemical biology will be
strongly driven by the tools and approaches that will allow chemists to expand the
scale and scope of biological problems they will tackle and, in particular, to be up
to the two main tasks that seem to stand out for them right now.


The first task has emerged with the introduction of nanotechnological tools in
biology, and of single-molecule methodologies in particular. They are now making it
possible to monitor and measure, in real time, the myriad of mechanical forces that
are generated in the biological world. They are disclosing the limits of a description
of the cell nanoworld based on macroscopic definitions (such as pH or thermody-
namics of equilibrium states, etc.) that have been developed through classical in-
bulk chemistry involving Avogadro’s number of molecules. They are unveiling how
chemical transformations inside the cell are dominated by directionality and sto-
chasticity. In the book Physical Biology,[11] Carlos Bustamante provides a very enlight-
ening picture of this scenario and of the resulting need for a fundamental change
in our conceptual approaches to our research, mostly with respect to the model of
the cell as a reactor, where, according to classical biochemistry, chemical transfor-
mations are taking place by simple diffusions and random collisions of the reacting


species. On this basis, we expect that chemical biologists will be up to the task of providing a more quantitative and
comprehensive description of the biological systems at a molecular level by increasingly bringing into play nano-
and single-molecule methodologies, and by fostering their development in order to apply them also inside living
cells. It should be pointed out that single-molecule experiments do not necessarily rely on reductionist approaches,
such as the one-compound–one-target paradigm, upon which chemical biology has heavily relied so far. In fact,
many chemical transformations take place in the cell among reacting species that are present therein only in single
or very few copies.


The second task has emerged with the renewed push towards a more holistic mentality, on following the pervad-
ing advent in biology of assays for biological fingerprints, and genomic profiles, and the consequent foundation of
new hybrid disciplines, like systems biology and synthetic biology. The main quests that the former discipline ad-
dresses to chemistry seem to be mostly about new and more efficient activity-based probes, reactive tags, small mol-
ecules to probe signaling pathways, chemical-capture technologies, etc. Cross-fertili-
zation with synthetic biology should be able to involve a broader range of chemical
expertise in designing and building up biological systems, and then putting them
together into a functional unit in order to learn how they work. This is a mentality
we know very well in chemistry, and in this context the role of supramolecular
chemists might be very central, provided that they decide to plunge their hands
into the hierarchical complexity of the biological systems much deeper than they
have so far. In a longer run, as nanotechnology teaches us, and as Carlos Busta-
mante suggests in the same book, the winning approach towards an increased un-
derstanding of how cells regulate and maintain their homeostasis will be that of
converging and integrating the “top-down reductionist approaches with the
bottom-up synthetic approach”.[11]


Bruno Samor�


“We expect that chemical
biologists will be up to the
task of providing a more
quantitative and compre-
hensive description of the
biological systems at a mo-
lecular level by increasingly
bringing into play nano-
and single-molecule meth-
odologies”


“The new trends in chemical
biology will be strongly
driven by the tools and ap-
proaches that will allow
chemists to expand the
scale and scope of biologi-
cal problems they will
tackle”
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Chemical Biology to Provide Valuable Instruments in the Toolbox
of Drug Discovery
An important aspect of chemical biology in life sciences is its role in drug discovery. Despite the
enormous knowledge gained over the last century about molecular targets in relation to diseases
and molecular entities that modulate such targets, only relatively little is directly applied in current
medication. Thus, in the western world fewer than 500 unique chemical entities, acting on fewer
than 200 human molecular targets (mainly receptors and enzymes) are formulated in thousands of
commercially available drugs. Clearly, there is a huge need for the identification of more validated
drug targets and, in particular, new chemical entities that can be effectively used to cure diseases.


It seems we have a terrific toolbox in drug discovery containing “instruments” such as genom-
ics, proteomics, knock-out models, RNAi, high-throughput screening (HTS), combinatorial chemis-
try, structural biology, monoclonal antibodies, etc. Chemical biology provides various novel instru-
ments for the drug discovery toolbox. For instance, new conjugation technologies (e.g. , click


chemistry[12] and native chemical ligation[13]) are being developed to allow not only the preparation of tailor-made diagnos-
tic tools for in vitro and in vivo studies, but also to prepare new constructs that combine special features of biologically
active biomacromolecules.


Recently we published a novel conjugate between a heparin-like pentasaccharide and recombinant insulin. The pentasac-
charide belongs to a family of synthetic heparin-like compounds[14] such as Arixtra�, which reached the market, and Idrapari-


nux, now in phase 3 clinical trials for once-a week antithrombotic therapy. Due to its strong
and specific interaction with antithrombin III in blood the pentasaccharide becomes a carrier
of insulin, thereby prolonging the residence time of the small protein enormously.[15]


In addition, one can think of designing various novel conjugates between well-defined oli-
gosaccharides, proteins, antibodies, and nucleotides to enter a totally new space of molecu-
lar properties and result in improved pharmacokinetics, unprecedented mixed pharmacolog-


ical profiles, new targeting opportunities, or leading to novel immunomodulating agents and synthetic vaccines.
On the other hand, for drug discovery it is of the utmost importance to condense many attractive biological and physico-


chemical properties in small molecules in order to get orally available drugs. In this respect, I like to refer to the first exam-
ple[16] of a small molecule that mimics the action of a complex glycoprotein hormone (LH) acting on a G protein-coupled re-
ceptor (GPCR). With the aid of HTS and by applying the logics of medicinal chemistry we indeed succeeded in getting such
unique molecules, which are also water soluble, nontoxic, and stabilized against metabolism: in other words excellent candi-
dates for drug development. Apparently, a compact drug-like molecule with a MW~500 can turn the receptor into the same
agonistic conformation as the big glycoprotein does with a MW of about 28 000.


It is fascinating that we can put so much information into small molecules following an intriguing game that comprises
HTS, molecular modification, structural biology, physicochemical measurements, biological testing, and guided luck. The cru-
cial question is how to utilize new developments in chemical biology to play this game faster, more predictably, and, of
course, better!


Better tools should become available to design small molecules that display “specific complementarity” with the molecu-
lar target of choice, while, in the mean time, more emphasis should be placed on the enthalpy of binding rather than the
entropy (i.e. , creating high affinity
molecules by increasing their lipo-
philicity).


Furthermore, it would be advan-
tageous to develop more sensitive
technologies to monitor target–
drug interactions in vivo and to
detect conformational changes in
the target leading to either stimula-
tion or inhibition.


Altogether I am convinced that
chemical biology will help us to
enter fascinating new areas of drug
discovery and that we have a bright
future ahead of us!


“It is fascinating that we
can put so much informa-
tion into small molecules”


Constant A. A. van Boeckel
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What’s in a name?


Chemical biology—as the name suggests––-employs the methods and techniques of
chemistry for the study of biological phenomena. As such it is a truly interdisciplinary sci-
ence bridging chemistry, biology, and biophysics, in an ideal case under the roof of one re-
search laboratory, but more frequently by means of collaboration between research groups
with complementary expertise. The chemical biological approach to research in the life-
and biosciences harbors the potential to gain insights into biological processes not accessi-
ble by means of biology techniques alone, and is, thereby, complementary to established
biology methods.


Although seemingly a “no-brainer”, appropriate valuation and recognition of the individ-
ual contributions of the subdisciplines might be a matter of debate. Thus, chemical biology
is neither a kind of “applied chemistry” nor “another branch of biology”, it is a truly interdis-
ciplinary science requiring both components. While the rebirth of this science (“biochem-


istry” once used to carry many of the characteristics of contemporary “chemical biology”) in the 1990s was driven to
a substantial extent by organic chemists opening up to biology and attempting to address unsolved biological ques-


tions by means of organic synthesis as enabling science, in recent years the tenden-
cy to define chemical biology primarily as a branch of biology can be observed.


Major challenges lie ahead of chemical biology research. The analysis of dynamic
biological systems by means of selective, reversible, gradable, and conditional tem-
porary perturbations (which cannot be achieved by means of genetic methods) pro-
vides one particularly relevant and timely example, and “systems chemical biology”
clearly is on the horizon. To meet this challenge, the development of the chemical
compounds needed to perturb dynamic biological systems and the development of
the required biology techniques (e.g. , new microscopy, targeting and visualization
methods) need to go hand-in-hand in a truly trustful manner that fairly recognizes


and values the contributions of both disciplines. In this interplay, it is the enabling ability to design, synthesize, char-
acterize, and use tailor-made molecules (be they drug-like small molecules, modified proteins, oligo- or polynucleo-
tides, saccharides, lipids, metal complexes or conjugates thereof or others, be they organic or inorganic) in well-
chosen biochemical and biological experiments that defines the key expertise of chemical biology and distinguishes
it from biochemistry and molecular biology. If research in chemical biology maintains this interdisciplinary character
and balances the chemistry and the biology components well, it will establish itself as a key science in the study of
complex and dynamic biological systems and phenomena.


Herbert Waldmann


“Chemical biology is neither
a kind of “applied chemis-
try” nor “another branch of
biology”, it is a truly inter-
disciplinary science”
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Chemical Biology and Natural Product Discovery


Medicinally active natural products have functional group arrays and
scaffold architectures that offer advanced platforms for the optimiza-
tion of compound activity profiles. Over the past decade, however, nat-
ural products have fallen out of favor with medicinal chemists focused
on high-throughput screens and syntheses because of their architectur-
al and stereochemical complexity. On the other hand, the knowledge
base for natural product biosynthesis has undergone a molecular ren-
aissance, largely driven by the availability of bacterial and fungal
genome sequences from producer organisms. One can now predict
classes, and even scaffolds, of natural products from microbial genes
and set about purposeful reprogramming for structural variations in
even the most complex medicinally active scaffolds.


Biosynthetic gene clusters encode proteins necessary for 1) just-in-time synthesis of unusual monomeric building blocks,
2) polymerization of the building blocks on thiotemplated protein assembly lines, and 3) post-assembly tailoring of nascent
peptide scaffolds (e.g. , acylation, alkylation, glycosylation, and a variety of oxidative transformations). A decade’s worth of
analyses provide an understanding of the chemical logic and enzymatic machinery for po-
lyketide (PK), nonribosomal peptide (NRP), and hybrid NRP-PK scaffold assembly and matu-
ration.[17, 18] Chemical structures of the encoded small molecules can sometimes be directly
deduced from the gene sequences. Comparative genomics gives insights into the natural
evolution of assembly lines, which occurs by mixing and matching domains and modules
to make molecular congeners, and also provides guidance for re-engineering assembly
lines and obtaining novel variants of natural products (e.g. , in lipopeptide antibiotics such as daptomycin, glycopeptide an-
tibiotics such as dalbavancin, and in polyketide macrolactones such as erythromycin and rapamycin).


Structural elucidation of multidomain fatty acid synthase, polyketide synthase, and nonribosomal peptide synthetase as-
sembly line architectures has proceeded in parallel over the past decade.[19–21] These structures are remarkable achieve-
ments, providing a basis for understanding catalytic molecular machines and designing re-engineered synthetases. Defining
core and optimal domains in PKS and NRPS assembly lines is necessary for designing swapping, deletion and addition strat-
egies for the regioselective rerouting of a specific step in acyl chain elongations.


One surprising insight gleaned from the first complete genome sequences of streptomycete antibiotic producers is that
bioinformatics predicts 20–25 biosynthetic gene clusters whereas only 10–15 % of the encoded natural products have been
detected in standard laboratory cultures. Twenty actinomycete genomes are currently being sequenced at The Broad Insti-
tute. If ~85% of these gene clusters are also cryptic under standard laboratory conditions, there will be great incentive to
elucidate the regulatory mechanisms that turn-on conditional metabolic pathways, and to search for new antibiotics in fa-
miliar producers.


Novel approaches to screening for bioactive natural products will provide the means to discover unknown metabolites
and increase structural an functional diversity. Examining underexplored niches should afford new discoveries. Traditionally,
terrestrial actinomycetes have been prime targets, but two marine actinomycetes (Salinospora) genomes present a plethora
of biosynthetic clusters and novel genetically encoded small molecules that include salinosporamide A (Figure 4).[22] Further-
more, the antibiotic abyssomicin (Figure 4), which exhibits an unusual molecular scaffold and blocks the first enzyme in the


Elizabeth M. Nolan Christopher T. Walsh


“Examining underexplored
niches should afford new
discoveries.”


Figure 4. Some natural products isolated from acitnomycetes and streptomycetes.
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bacterial folate biosynthetic pathway, was isolated from an actinomycete recovered from a bottom-sediment sample collect-
ed from the Japanese Sea at a depth of about 275 m.[23] Deciphering a fascinating interplay of biological mutualisms be-
tween a beetle, a fungus, and a symbiotic actinomycete led to the discovery of a novel molecular scaffold in mycangimycin
(Figure 4), produced by the actinomycete to selectively kill the harmful predatory fungus.[24]


Smart screens will likely turn up new molecular scaffolds. A recent notable effort was the discovery by the Merck infec-
tious disease group of the antibiotic platensimycin (Figure 4).[9] They screened 250 000 natural product extracts against FabF,
the chain-elongation enzyme Fin bacterial fatty acid biosynthesis, under conditions where an antisense RNA against the
fabF target was included to make that enzymatic chain elongation step rate-determining. Both platensimycin and abyssimy-
cin would be good starting points for semisynthetic elaboration for new classes of antibiotics.


It has been estimated that 90 % of the actinomycetes-produced antibiotics remain undiscovered, and the metabolites
most abundant in soil samples have already been found because of 50 years of industrial screening. One might have to sift
through 107 bacterial strains to find the next blockbuster antibiotic scaffold from Nature, necessitating a contemporary reap-
praisal of microbial screen technology for high-throughput, miniaturization, and automatic dereplication of known mole-
cules. Chemical biologists have many new medicinally active molecular scaffolds to discover in Nature, but will have to be
sophisticated in both chemical and biological thinking to uncover them.


The Role of NMR Spectroscopy in Chemical Biology


Through the admittedly biased eyes of an NMR researcher,
the research field of chemical biology seems to me most
tightly connected to NMR spectroscopy when it comes to
understanding how novel molecules, designed and skilfully
synthesized, maintain, modulate, regulate, or interfere with
cellular function or even change the function, morphology,
and differentiation status of entire cells.


In other words, the structure–function relationship that
leads to the understanding and prediction of cellular func-
tion is at the heart of chemical biology. Molecules exert function through their chemical proper-
ties, determined by the dynamic spatial arrangement of their atoms, their interactions with other


molecules, and their localization within the cell. And nuclear magnetic resonance (NMR) spectroscopy is the most powerful
method for investigating all aspects of the structure–function relationship of natural and designed novel molecules.


NMR spectroscopy can derive information about the conformational dynamics and interactions of molecules both in solu-
tion and in the solid state. Thermodynamic and kinetic information about the interaction of molecules can be derived on a
per-atom basis, that is, the contributions of individual atomic groups to the enthalpy and entropy of an interaction can at
least in part be delineated.


Liquid-state NMR spectroscopy, in which molecules are dissolved in a variety of different solvents and studied at ambient
temperatures, can be applied to native states of proteins, but also to intrinsically unstructured proteins, as well as to pro-
teins in their unfolded state and under nonphysiological conditions, including in organic solvents. NMR spectroscopy can


detect the conformational dynamics, also referred to as conformational switching, of RNA
molecules that coexist in different stable states.


Solid-state NMR spectroscopy investigates molecules as powders or crystals and has
become a powerful tool for the investigation of membrane proteins and their complexes with
small peptide agonists, but protein amyloid fibers and polymers can also be investigated.


The technique can be applied to systems under defined conditions (in vitro), but pro-
teins can also be investigated within cells (in vivo). NMR is also used for metabonomic
analysis, which focuses on the identification of small molecules in biofluids and tissues,


tracking changes that occur upon variation of the local environment or that are induced by specific knock-out variants of
an organism. A chemical biologist is not only interested in defining the properties of a protein–ligand interaction, but also,
how an entire cell or organism responds to external triggers. In this context, NMR has been applied to characterize the me-
tabonome of the organism C. elegans. In combination with other techniques, especially mass spectrometry, NMR is a very
valuable tool for this task.


NMR spectroscopy and chemical biology are now also bridging to functional magnetic resonance imaging (fMRI), where
new molecules are being synthesized and applied to increase specific targeting to cells or beyond in imaging.


“The structure–function re-
lationship that leads to the
understanding and predic-
tion of cellular function is at
the heart of chemical biol-
ogy. ”


Harald Schwalbe
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The Gap between Scientists’ Aspirations and Society’s
Expectations


Many chemists and chemical biologists, as well as other life scientists, are interested in under-
standing human disease. But society is primarily interested in science eliminating suffering from
disease. I suspect that the gap between these two might be much larger than is generally per-
ceived. Human genetics, cancer genomics and developmental studies, for example, are identify-
ing the causal genes in many diseases. Transcription factors, oncogenes such as K-RAS, and regu-
latory RNAs are examples—but these are all considered difficult if not impossible or “undrugga-
ble” targets, having little similarity to the ~500[30] targets of current pharmacopeia (Figure 1). In
fact, most of the genes being identified as the root causes of diseases, as well as the processes
that the genes suggest as treatments for disease—such as reprogramming in vivo or disrupting
protein/protein or protein/DNA interactions—are in this category.


I believe that developing general processes that yield gold-standard small-molecule probes against difficult/impossible or
undruggable targets is one way for academic research to bridge this gap (Figure 2). Probes are NOT drugs[31]—they are not
exposed to human livers where they might be converted to toxic metabolites or hearts where they might inhibit an essen-
tial ion channel. Nevertheless, the concept of “undruggable” does not refer primarily to the challenge of overcoming phar-


macological barriers; rather, it refers to the perception of extremely difficult molecular
challenges being asked of small molecules. If a systematic process could be developed
that yields small-molecule probes of difficult/impossible or undruggable targets and pro-
cesses, our perception of what can be accomplished in drug discovery would change.
Much hard work would still lie ahead in the pharmacological optimization process, but
there would be greatly increased motivation to undertake this activity, knowing that the
impossible molecular challenge is actually doable. Academic research, especially in chemis-
try and chemical biol-
ogy, does not have to


yield drugs in order to have a profound impact on
drug discovery. Academic research that aims to achieve
drug discovery by mimicking the current processes
used by the pharmaceutical industry might have a
greater impact if it were redirected to developing
methods that change our view of what is doable.


A systematic process for discovering small-molecule
probes


By integrating methods from organic synthesis, chemi-
cal biology and genome biology, my colleagues and I
at the Broad Institute are attempting to develop a sys-
tematic approach to the discovery of small-molecule
probes of impossible or undruggable targets and pro-
cesses.


Some of the elements of this approach are:


* A commitment to achieving a complete synthesis of
a transformative small-molecule screening collec-
tion–-–one whose members anticipate challenges,
and therefore increase the probability of success, in
the discovery of initial probes, their optimization,
and the manufacture of the optimized variants.


* The development of screens for small molecules
that achieve “the impossible” in physiologically rele-
vant conditions; for example, niche-based screening
using primary human cells and tissues that pre-


Stuart L. Schreiber


Figure 1. Causal disease genes tend to be on the long list of the impossible or
undruggable (e.g. , transcription factors, oncogenes such as K-RAS oncogene,
regulatory RNAs), as are the processes that the disease genes suggest may be
used to treat disease, such as reprogramming in vivo or disrupting protein–
protein or protein–DNA interactions. Scientists and lay members of society
have many reasons to be excited about the recent discoveries of genes that
cause human disease. But are these genes on the path to the discovery of the
revolutionary new therapeutics we all seek? Does the current drug-discovery
process have a mechanism in place to exploit these new findings? Perhaps
not. For example, it has been noted that current drugs target no more than
hundreds of human genes, yet there are ~20 000 human genes and >100 000
individual functions of the products of these genes. The vast majority of the
latter and, indeed, of the newly identified human disease genes, fall into the
“impossible or undruggable” category. There is a gap between scientists’ aspi-
rations (“I want to illuminate the basis of a human disease”) and society’s ex-
pectations (“Please help eliminate our suffering from disease”).


“Academic research.. . might
have a greater impact if it
were redirected to develop-
ing methods that change
our view of what is doable.”
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serves their essential physiological properties. Exam-
ples include the maintenance of 1) stemness by using
various types of primary stem cells and 2) glucose-sen-
sitive insulin secretion by using primary human pan-
creatic beta cells.


* The development of quantitative and high-through-
put methods to identify the complete list of macro-
molecules with which biologically active small mole-
cules interact in cells.


* The use of open data sharing and the development of
powerful analytical tools that enable knowledge to be
gained from small-molecule science.


This process has been in development over a ten-year
period and has accelerated in the past several years. Al-
ready, it has contributed to the discovery of many small-
molecule probes for extremely challenging targets—such
as transcription factors, oncogenes, protein–protein and
protein–DNA interactions, and chromatin—and process-
es—such as reprogramming in vivo. We aim to shine a
bright light on human biology and to provide powerful
new means for creating novel therapeutics that would be impossible to uncover otherwise.


Figure 2. Developing gold-standard “small-molecule probes” against diffi-
cult/impossible or undruggable targets and processes is one way the public
sector can bridge this gap. Small-molecule probes of targets/processes cur-
rently viewed as inaccessible to small-molecule modulation are not drugs,
but they have the potential to change perceptions of what is possible in
drug discovery.


During the past decade we have witnessed the birth, rise, and
success of various “virtual screening” techniques that assist in
the identification of bioactive agents and modeling of biologi-
cal structures. Chemical biology has benefited from these
technological advances in several ways. For example, we are
now able to develop structural models of receptor–ligand in-
teractions, design focused compound collections for bioactiv-
ity screening, and explore the behavior of macromolecular
structures and complexes in much more detail. While, for a
long time, the interaction of one ligand with one target has
been in the focus of chemical biology research, the study of
many-to-many interactions will become a central topic for
chemical biologists for the next decade. For a deeper conceptual understanding of cellular-sig-


naling processes, metabolic pathways and their regulation, and self-organizing macromolecular assembly—to name just
some of the great challenges in chemical biology—it will be essential to think in terms of networks and interaction patterns.
Technological advances in both experimental design and bioinformatics will undoubtedly allow innovative studies to be
performed, but it is equally important to think outside the box in terms of higher-order in-
teractions between molecular and cellular entities. This also means that it is no longer suf-
ficient to analyze receptors, ligands, and reactions in a single contextual view. Chemical
biology is carried out in vivo, in vitro, and in machina by cellular, biochemical, and compu-
tational experiments, and ChemBioChem provides a most suited forum for this exciting
field of transdisciplinary research.


“The study of many-to-
many interactions will
become a central topic for
chemical biologists”


Gisbert Schneider
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A Formative Decade for Chemical Biology


Chemical biology is the science of… well, chemical biology. Although chemical biology as a scien-
tific approach has lived through a decade of expansive growth (not least reflected in the number
of journals that now carry the term “Chemical Biology” in their title) and scientific achievements,
there is no unifying definition of what it actually entails. And come to think of it, this may be
rather natural and certainly not a bad thing, as it is just this lack of clear separation at the border-
line of chemistry and biology that is at the heart of chemical biology’s conceptual appeal and that
has turned it into the powerful integrative force for research in the life sciences that we know
today. According to Herbert Waldmann, who also contributes to this section, “Chemical Biology
may be defined as the development of chemistry techniques for the study of biological phenom-
ena”,[26] but other, and broader, definitions have been put for-
ward.[27] However, no matter which definition one prefers, it is in-
disputable that the core element of chemical biology as a


branch of science is the use of chemistry (and chemicals) to interrogate, modify, and ma-
nipulate biological systems at the cellular and organismal level in a highly controlled
manner.


Chemical intervention often takes the form of exposure of a biological system to a small
molecule and analyzing the former’s response, and it has been rightly argued that the spe-
cific modulation of protein function by small molecules offers a level of spatiotemporal
resolution that cannot be achieved with other approaches, such as siRNA-based protein
knockdown.[28] Nevertheless, chemical biology cannot and should not be reduced to small-
molecule-based “chemical genetics”. Many other chemistry-based approaches have been
exploited in the quest for a molecular understanding of biological systems and attempts
to redirect or even reinvent their functions. This includes the direct chemical modification
of cellular components (e.g. , cell-surface proteins), monitoring the effects of structurally
modified biomacromolecules or of unnatural lipids on biological systems, or the use of photoactivatable ligands to study re-
ceptor function, to name just a few out of an abundant arsenal of existing approaches, and many more will undoubtedly
be invented in the future.


It is the application of exogenous chemistry, the manipulatory aspect of the approach, that makes chemical biology go
beyond classical biochemistry and biological chemistry, which have traditionally focused on the understanding of endoge-
nous chemical processes in living systems (and very successfully so). One should not, however, establish new boundaries
and in my view chemical biology should be all encompassing and include many of those scientific questions and ap-
proaches that have been associated with biochemistry or biological chemistry in the past. (If nothing else, this view is cer-
tainly in line with the scope of the research that is published in virtually all “chemical biology” journals.) The success of
modern chemical biology research (although not generally appreciated, “chemical biology”, if only unwittingly, has been
practiced since the second half of the 18th century, as described in a very insightful recent commentary by Morrison and
Weiss[29]) is inextricably linked to technological advances that have occurred since the mid-1990s in areas such as assay de-
velopment, screening technology (including organismal screens in C. elegans, Drosophila, or zebrafish), array technology,
imaging technology, protein-structure determination, mass-spectrometric analysis, or bioinformatics, but also in synthesis
methodology and synthesis technology (e.g. , combinatorial synthesis or automated parallel synthesis). Before this back-
ground, what are the most important discoveries that have been made in chemical biology research over the last decade?
I think it would be pretentious to even try to answer this question, given the breadth of research taking place under the
umbrella of chemical biology and the many stunning achievements that have been reported. A few things that come to
(my personal, biased) mind are the multitude of small molecules that chemical biology has delivered with the ability to spe-
cifically modulate cellular or even organ function. Such molecules have provided many clues on the molecular mechanisms
that underlie, for example, cell division or the cellular immune response, and this has also led to the delineation of new
therapeutic strategies for the control of cancer growth, transplant rejection, or the treatment of autoimmune diseases.
There is the chemistry that has allowed the controlled modification of cell surfaces with reactive groups, thus enabling the
investigation of receptor function and cell–cell recognition processes. There are activity-based probes that have enabled
functional proteomics profiling, and there is the invention of new nonradioactive molecular-imaging probes, including pho-
tosensitive receptor ligands that allow light-induced changes in receptor activation states. And there is much more.


Where do we go from here? What is the future of chemical biology, what should be its objectives, what should one try to
accomplish? While it is difficult to formulate an all-encompassing answer to these questions, one of the ultimate defining
goals of a future vision for chemical biology should be the identification of highly specific low-molecular-weight modulators


“This lack of clear separa-
tion at the borderline of
chemistry and biology that
is at the heart of chemical
biology’s conceptual appeal
and that has turned it into
the powerful integrative
force for research in the life
sciences.
Chemical biology cannot
and should not be reduced
to small-molecule-based
“chemical genetics”.”


Karl-Heinz Altmann
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of each individual protein function in the cell, which would be invaluable tools for basic cellular as well as applied biomedi-
cal research. This objective was laid down previously by Stuart Schreiber, one of the world’s foremost chemical biologists, in
a 2005 commentary as one of four grand challenges that he believes should be addressed by future chemical biology (the
others being the illumination of the origins of life and the creation of alternative life forms, the completion of the inventory
of all naturally occurring small molecules, and the creation of an effective bridge between basic and clinical research by sys-
tematically linking genetic variation in cells to the ability of small molecules to effect phenotypic changes in the cell).[28]


However, chemical biology should not stop here, but continue to investigate the biological impact of structurally modified
versions of all types of cellular components, it should continue to develop and refine chemistry for the direct covalent
modification of cells, and it should expand the scope of small-molecule-based functional modulation from proteins to nucle-
ic acids. Last but not least, chemical biology should further strengthen its link with therapy-directed biomedical research,
not only at the level of target identification, but also in areas such as medicinal chemistry, which would appear most natu-
ral, polypharmacology, and biomarker and diagnostics development.


Given the vitality of the field and the multitude of challenges ahead, I have no doubt that chemical biology will continue
to deliver ground-breaking new findings during the next decade that will have a huge impact on our molecular understand-
ing of biological systems and advance biomedical research to new frontiers. And ChemBioChem will continue to be one of
the leading platforms for the publication of these results.
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1. Introduction


Peptide-based antibiotic natural products are pro-
duced ubiquitously and provide host organisms with
frontline defense mechanisms to wage war against
invading microbes. Some peptide scaffolds that give
rise to antibiotics are generated on the ribosome
(Figure 1). The defensins,[1–5] including fungal plecta-
sin,[6] are one class of ribosomal peptide antibiotics
that are synthesized as inactive precursor peptides
and undergo regioselective proteolysis, which af-
fords their biologically active forms. In other instan-
ces, ribosomal peptides undergo a series of enzy-
matic post-translational modifications, which confer
hydrolytic stability or create conformational con-
straints that are essential for physiological function.
Examples of such tailored ribosomal peptides in-
clude the microcins,[7–10] lantibiotics,[11–13] patella-
mides,[14] and streptolysin S (SLS).[15] Peptide-based
antibiotics are also products of nonribosomal pep-
tide synthetase (NRPS) assembly lines (Figure 2).[16]


The nascent nonribosomal peptides (NRPs) synthe-
sized on the assembly lines by thioester templating
often undergo further enzymatic tailoring,[17] which
results in remarkable structural modifications and
provides potent antibiotic activity. Penicillin/cephalo-
sporin,[18] vancomycin,[19] and daptomycin[20] are ex-
amples of NRP antibiotics that are employed to treat
bacterial infections in humans. These peptide-based
antibiotics exhibit diverse mechanisms of action,
which include disruptions of membrane integrity,
cell wall biosynthesis, protein synthesis, DNA replica-
tion, RNA transcription, and fatty acid biosynthe-
sis.[21]


The purpose of the current review is to compare
and contrast ribosomal and nonribosomal peptide
antibiotic assembly. We will begin by describing several canon-
ical and/or timely examples of ribosomal (Section 2) and NRP
(Section 3) antibiotics by focusing on their unique structural at-
tributes and the enzymatic machinery required for their bio-
synthesis and maturation. In Section 4, we will consider the ad-
vantages and limitations in building block utilization, scaffold
construction, and enzymatic tailoring strategies of the riboso-
mal and nonribosomal peptide synthesis routes. Despite varied
logic and mechanisms, these processes create potent antibac-
terial agents that are directed against specific physiological tar-
gets through remarkable chemical modifications to common
peptide bond scaffolds.


2. Ribosomal Peptide Antibiotics


Compared to NRP antibiotics, the ribosomally derived peptide
antibiotics are less celebrated as potential small-molecule med-
icines for humans. Nevertheless, the generation of antibacterial
peptide scaffolds by the maturation of ribosomal protein pre-
cursors is a powerful strategy that is used by prokaryotes and
eukaryotes in the fight against their competitors. In this sec-


The conventional notion that peptides are poor candidates for
orally available drugs because of protease-sensitive peptide
bonds, intrinsic hydrophilicity, and ionic charges contrasts with
the diversity of antibiotic natural products with peptide-based
frameworks that are synthesized and utilized by Nature. Several


of these antibiotics, including penicillin and vancomycin, are em-
ployed to treat bacterial infections in humans and have been
best-selling therapeutics for decades. Others might provide new
platforms for the design of novel therapeutics to combat emerg-
ing antibiotic-resistant bacterial pathogens.


Figure 1. Examples of ribosomally synthesized peptides that undergo post-translational
modification. Lacticin 481 contains two lanthionines, one methyllanthionine, and one
2,3-didehydrobutyrine, all of which result from post-translational tailoring. Patellamide A
and C are octapeptides that become macro- and heterocyclized during maturation. Mi-
crocin C7 exhibits an unusual C-terminal appendage that is comprised of an aminoprop-
yl-modified AMP moiety that is linked to the peptide by a N�P bond.
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tion, we highlight several ribosomal peptide antibiotics, includ-
ing the defensins, lantibiotics, cyanobactins, and microcins,
which exhibit unique connectivity or post-translational tailor-
ing. Other antibiotic ribosomal peptides, such as the cathelici-
dins,[22] cecropins,[23] and melittin,[24] are outside the scope of
this review.


2.1. Defensins


The defensins constitute a large class of cysteine-rich riboso-
mally derived peptide antibiotics that are synthesized by eu-
karyotes.[1–5] Vertebrate defensins contain six cysteines that are
regiospecifically oxidized to afford three disulfide bonds, which
stabilize the peptide fold and provide protease resistance.[25]


Some invertebrate defensins, including mussel defensin-1
(MGD-1)[26, 27] and mytillin,[28] contain eight cysteines that are
oxidized to four disulfide linkages. The nascent defensins are
synthesized as ~60–100 aa precursor proteins, and the active
forms, which are generally ~30–40 aa in length, arise fromACHTUNGTRENNUNGregiospecific post-translational proteolytic cleavage. Defensins
have no other modifications to the peptide scaffold, N, or
C terminus. Although the length and amino acid sequences
vary, the vast majority of vertebrate defensins exhibit b-sheet
tertiary structure and are cationic and amphipathic. They gen-
erally demonstrate broad-range antibacterial activity, and are
potent against Gram-negative and Gram-positive bacteria.
Some defensins are also active against viruses, fungi, and pro-
tozoa. Their bactericidal action is thought to result from associ-
ation with and insertion into cell membranes, which disrupts
the membrane integrity and induces cell death by efflux of
metabolites and influx of ions. Detailed structure–function


analysis of the murine defensin, cryptdin-4, indicates that spe-
cific arginine residues in the peptide backbone are necessary
for membrane disruption.[29]


Three classes of defensins, a, b, and q, are defined by disul-
fide connectivity. a-Defensins, which are produced by mam-
mals, exhibit linkages between cysteines 1–6, 2–4 and 3–5. Di-
sulfide bonds between cysteines 1–5, 2–4 and 3–6 characterize
the b-defensins, which are synthesized by a variety of organ-
isms that include crustaceans, birds, rodents, primates, and
humans. Nonhuman primates are the only known producers of
q-defensins. q-Defensins are comprised of two nine residue
hemipeptides that are linked through three disulfide bonds.
The two nine residue hemipeptides form head-to-tail dimers
and thus afford 18-membered cyclic peptides. Higher plants
and insects produce “defensin-like” peptides, which generally
exhibit three disulfide linkages and a-helix–b-sheet struc-
tures.[5] Of particular relevance is the fungal defensin plectasin,
which was isolated from the saprophytic ascomycete Pseudo-
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Figure 2. Examples of nonribosomally synthesized antibiotic peptides. Cross-
linking of the vancomycin heptapeptide provides a dome-shaped architec-
ture. Tailoring of the ACV tripeptide creates the rigidified b-lactam moiety of
isopenicillin N. Daptomycin undergoes macrocyclization during release from
its NRPS.
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plectania nigrella.[6] Nascent plectasin is a 95 aa peptide that
contains a N-terminal signal sequence (residues 1–23), a pro-
piece (residues 24–55), and a C-terminal domain (residues 56–
95). Proteolytic cleavage affords the 40 aa mature toxin, which
contains one a-helix and two b-strands stabilized by threeACHTUNGTRENNUNGdisulfide bonds linking Cys4-Cys30, Cys15-Cys37, and Cys19-
Cys39 (Figure 3). Plectasin exhibits excellent stability in serum,


low toxicity in mice, and an efficacy comparable to that ofACHTUNGTRENNUNGvancomycin and penicillin in mouse model studies of Strepto-
coccus pneumoniae infection; taken together, these features
suggest a high therapeutic potential.


Human cells make and secrete defensins to act locally
against microbes (Figure 4).[2] a-Defensins are constitutively ex-
pressed in the alimentary canal and are thought to help con-
trol the microbial flora in the small intestine. b-Defensins are
expressed in a variety of locations, including neutrophils, and
their expression is generally induced as a result of infection or
inflammation. Some defensins, and related cationic peptides,
also have immunomodulatory activity in animals.[30, 31]


Significant work has gone into optimizing the antibiotic
properties of such simple peptides, but these efforts have not
resulted in successful commercialization.[32–36] From the stand-
point of therapeutic development, defensins exhibit a number
of advantageous features that include broad-spectrum activity,
rapid killing, and anti-inflammatory properties. Nevertheless,
obstacles are numerous and could include toxicity, pH and
salt-dependent activity, poor tissue penetration, and high pro-
duction costs. The stability and low toxicity of plectasin, and
the fact that it is amenable to production in a fungal expres-
sion system that is currently employed for industrial-scale pro-
ductions, bode well for its potential application as a therapeu-
tic. The next sections address ribosomal peptides that undergo
additional post-translational modifications that build hydrolytic
and/or conformational stability into the nascent peptide back-
bones.


2.2. Lantibiotics


Lantibiotics (class I bacteriocins) are low-molecular-weightACHTUNGTRENNUNG(<5 kDa) lanthionine-containing cyclic peptides of ribosomal
origin that are produced by Gram-positive bacteria.[11–13] Lan-
thionine consists of two alanine moieties connected at the b-
carbon atoms by a thioether linkage (Figure 5). Generally, lanti-
biotics also exhibit a methyl-derivatized lanthionine, (2S,3S,6R)-
3-methyllanthionine, and the unsaturated amino acids 2,3-di-
dehydroalanine (Dha) and (Z)-2,3-didehydrobutyrine (Dhb).
Nisin (Figure 5), which is produced by Lactococcus lactis and
has been widely used as a food preservative for more than 50
years, provides a paradigm for studies of lantibiotic structure,
biosynthesis, and mechanism of antibiotic action.


Genes for lantibiotic synthesis, export, and immunity are
clustered and located on transposable elements, chromo-
somes, or plasmids.[12, 37] The nisin gene cluster contains eleven
genes (nisABTCIPRKFEG), spans 14 kbp, and is located on a
transposable element.[38] Like other ribosomally derived antibi-
otic scaffolds, the lantibiotics are initially synthesized as biolog-
ically inactive precursor peptides; the N-terminal leader se-
quences of 23–59 amino acids are cleaved by proteases to
yield active toxins. For instance, nisA encodes the 57-residue
nisin precursor peptide NisA, which has a 23-residue leader se-
quence. After post-translational tailoring by NisBC, the leader
peptide is removed by a protease to afford the active form.
The leader peptide is an essential recognition element for the
post-translational tailoring enzymes and is also necessary for
immunity and export signaling.


Post-translational modification of NisA involves dehydration
and cyclization of residues in the peptide backbone. NisB is a
dehydratase and catalyzes the dehydration of Ser and Thr to
Dha and Dhb, respectively.[39, 40] In this step, the side-chain hy-
droxyl moieties of specific Ser and Thr residues are phosphory-
lated, which allows the cleavage of the Cb�O bonds by elimi-
nation of phosphate (Figure 6). Subsequently, the nascent
eneamino acid side chains (dehydroalanine, dehydrobutyrine)
are intramolecularly and regioselectively captured by the thio-
late side chains of Cys residues; this creates the lanthionine
and methyllanthionine moieties (Figure 6). These reactions are
catalyzed by NisC, a cyclase that contains a catalytic ZnII site.[41]


The enzyme-mediated post-translational Michael additions


Figure 4. Structures of the human neutrophil defensin-3 (HNP3, left, PDB ID:
1DFN) and human beta defensin-2 (HBD2, right, PDB ID: 1KJ6). HNP3 is an
a-defensin. The disulfide linkages are in black.


Figure 3. NMR spectroscopic solution-phase structures of plectasin (PDB ID:
1ZFU). The disulfide linkages are shown in red. The imaged is colored from
blue to red going from the N to C terminus.
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create macrocycles in the maturing peptide scaffolds and build
in the conformational constraints that determine the final ar-
chitecture of the peptide. The thioether linkages are stable to
hydrolysis, account for the remarkable chemical stability ofACHTUNGTRENNUNGlantibiotics, and are also critical for physiological function.


For many years, lantibiotics were thought to be nonselec-
tive, channel-forming bacterial membrane disruptors, but care-
ful NMR spectroscopic analysis of SDS micelles (as a membrane
model) revealed that nisin has very high affinity for lipid II, a
key intermediate in assembly of the peptidoglycan layer of
bacterial cell walls.[42–44] In particular, the N terminus of nisin in-
teracts with lipid II, and its C terminus inserts into the mem-
brane, which results in pore formation. Each pore contains four
lipid II and eight nisin molecules.[45]


The transannular and intramolecular Michael chemistry that
is displayed by NisBC and other lantibiotic-tailoring enzymes is
a powerful reminder that Nature can turn acyclic, floppy pep-
tides with hydrolytic lability into long-lived and conformation-
ally restricted frameworks. Given the advances in the bacterial
genomics of novel lantibiotic gene clusters and insights into
the mechanisms of post-translational maturation that have
been derived from enzymology, it is likely that engineered and
optimized lantibiotic variants will be generated.[11, 12, 37] The
extent to which the pharmacokinetics and pharmacodynamics
will be readily adapted for human use as front-line antibiotics
remains to be determined.


2.3. Aromatic heterocyclic
peptide scaffolds


A second method of converting
ribosomal peptides into confor-
mationally constrained, hydrolyt-
ically stable, and protease-resist-
ant scaffolds is exemplified by a
large class of bacterial peptides
that contain five-membered het-
erocycles derived from Cys, Ser,


and Thr residues.[46] Some of these peptides have been named
“thiopeptides,” as in thiostrepton[47] and its congeners, but the
most distinguishing characteristic of this class is the high con-
tent of thiazoline/oxazoline/methyloxazoline, or the two-elec-
tron-oxidized thiazole/oxazole/methyloxazole rings in the pep-
tide backbones (Fig ACHTUNGTRENNUNGure 7). Examples of heterocyclic antibiotic
peptides that arise from ribosomal precursors include micro-
cin B17,[46] the cyanobactins,[48] and SLS.[15]


2.3.1 Microcin B17: The first insight into the chemical logic
behind and enzymatic machinery required for the formation of
heterocyclic peptide scaffolds came from investigations of the
Escherichia coli metabolite microcin B17 (MccB17).[49] Microcins
are low molecular weight (<10 kDa) ribosomal peptide antibi-
otics produced by some species of enterobacteria that exhibit
diverse structural features and mechanisms of action.[8] MccB17
is a 43-residue peptide that contains four thiazole and four ox-
azole moieties (Figure 7).[50, 51] It is produced by E. coli strains
that harbor the pMccB17 plasmid, which contains genes for
microcin production, post-translational modification, export,
and host immunity. Uptake of mature MccB17 by neighboring
enterobacteria lacking immunity results in cell death. This pro-
cess is a natural way for E. coli strains to battle against their
neighbors in microenvironments such as the vertebrate gastro-
intestinal tract.


The MccB17 operon contains seven genes (mcbABCDEFG)
that are required for the ribosomal synthesis of McbA (mcbA),
post-translational modification of the nascent peptide
(mcbBCD), MccB17 export (mcbEF), and host immunity (mcbG).
The nascent ribosomal product McbA (preproMccB17) is a 69-


Figure 6. Formation of lanthionine. Dehydration of a serine residue in the peptide backbone affords Dha. A cys-
teine thiolate captures the eneamino acid side chain of Dha to form the thioether.


Figure 5. Structures of lanthionine (Lan), (2S,3S,3R)-3-methyllanthionine (MeLan), 2,3-didehydroalanine (Dha), (Z)-2,3-didehydrobutyrine (Dhb), and nisin.
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residue peptide that contains a 26-residue N-terminal leader
sequence, which is cleaved by a signal peptidase. The 43
amino acids that form the mature MccB17 peptide backbone
include six glycine, four cysteine, and four serine residues that
are converted to eight heterocycles, including two bis-hetero-
cyclic oxazole-thiazole moieties, by McbBCD during maturation
(Figure 8). As observed in lantibiotic biosynthesis, the N-termi-
nal leader sequence of preproMccB17 must be intact for het-
erocycle production by McbBCD.[52, 53] The 26-residue signal
peptide is subsequently cleaved, presumably during export by
the dedicated export pump McbEF, which is encoded by the
MccB17 biosynthetic gene cluster.


Biochemical characterization of the microcin synthetase
McbBCD provided a detailed mechanistic description of het-
erocycle formation (Figure 9).[54] McbB is a zinc-containing cy-
clodehydratase that catalyzes the remarkable attack by the
side chain SH of Cys residues and the OH of Ser residues on
the immediately upstream amide carbonyl.[55] A tetrahedral


adduct is formed, and subsequent expulsion of water creates
the thiazoline or oxazoline ring as the cyclodehydration prod-
uct. In principle, this dehydration reaction could be reversible.
McbC is a flavoprotein dehydrogenase. It converts the thiazo-
line and oxazoline moieties to the aromatic thiazole and oxa-
zole rings. McbD is essential for ATP-dependent cyclodehydra-
tion, but O-phosphoryl imtermediates (analogous to the lanti-
biotic maturation chemistry that is described in Section 2.2)
have not been detected, so the exact role of McbD in MccB17
tailoring is not yet clarified.[56] Kinetic investigations employing
purified McbBCD revealed that the rate of thiazole formation is
approximately 100-times faster than oxazole formation,[57]


which is consistent with the greater nucleophilicity and kinetic
accessibility of a Cys thiolate anion compared to a Ser alcohol-
ate anion. Mass spectrometry revealed that the eight heterocy-
cles are introduced directionally and in a distributive
manner.[58]


Figure 8. Post-translational processing of McbA. The leader peptide (residues 1–26) of McbA is underlined. Residues 27–38 are listed in italicized font. TheACHTUNGTRENNUNGcysteine and serine residues that undergo heterocyclization are labeled in bold font.


Figure 7. Examples of antibiotic peptides that contain five-membered heterocycles derived from cysteine or serine/threonine. The first twelve residues of
MccB17 (VGIGGGGGGGGG) are omitted.
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The enzymatic cyclization of X-Cys and X-Ser to
thiazolines and oxazolines and subsequent thiazo-
line-to-thiazole and oxazoline-to-oxazole conversions
accomplish several things. First, heterocyclization
dramatically alters the conformation of the peptide
backbone, causing stabilization and rigidification,
and provides resistance to hydrolysis and proteoly-
sis. Second, the oxidation of thiazoline and oxazoline
to thiazole and oxazole moieties, respectively, influ-
ences the equilibrium of the McbB-catalyzed cyclo-
dehydration reactions and thereby ensures accumu-
lation of the product with all eight heterocycles.
One particularly remarkable transformation is the
conversion of the Gly-Ser-Cys sequence to the
tandem 4,2-connected oxazole-thiazole (and vice
versa) (Figure 9). The bis-heterocycle has the dimen-
sionality of a DNA base pair and intercalator. The
target for MccB17 is DNA gyrase.[59–61] Blockade of its
topoisomerase activity prevents unwinding of super-
coilded DNA and halts DNA replication. DNA gyrase
is a validated antibiotic target; the fluoroquinolones,
which were the best-selling prescription antibiotics
in 2006, inhibit DNA gyrase. It is not yet known
what the smallest sequence of a microcin substrate
can be or the most favorable identities and distribu-
tion(s) of embedded heterocycles. Further investiga-
tion in this area might yield a Microcin B17 analogue


that is optimized to eradicate Gram-negative bacteri-
al pathogens.


2.3.2 Patellamides : The patellamides constitute a
family of ~60 heterocycle-containing cyclic octapep-
tide cytotoxins that were originally isolated fromACHTUNGTRENNUNGdidemnid extracts.[62–68] Patellamides A and C (Fig-
ures 1 and 7) each contain two thiazole and two ox-
azoline rings. For many years, the biosynthetic origin
of the patellamides was unclear.[62, 69] The samples
that provided the extracts were composed of two
organisms, the ascidian Lissoclinum patella and its
bacterial symbiont, a Prochloron species. Although
initial isolation suggested patellamide production by
Prochloron, the compounds were subsequentlyACHTUNGTRENNUNGlocated in the didemnid tunic.[69] In the absence of
genomic data, the octapeptides were predicted to
be products of NRPS assembly lines (see Section 3).
Schmidt and colleagues, however, discovered the
patellamide biosynthetic gene cluster (pat) during
the sequencing of the Prochloron didemni genome,
which proved their ribosomal origin.[14, 70] This work
indicated that the linear octapeptide precursors to
patellamides are embedded within a ribosomally
synthesized 71-residue precursor peptide. Post-trans-
lational proteolytic cleavage, macrocyclization, epi-
merization, heterocyclization, and dehydrogenation
yield the active cytotoxins (Figure 10). The pat gene
cluster contains seven genes (patA–G). Several of
these genes encode for the 71-residue precursor
protein (patE), a protease (patA), and tailoring en-


Figure 9. Proposed mechanistic description of heterocycle formation in MccB17. A) Cyclo-
dehydration of a Gly-Ser-Cys moiety provides an oxazoline-thiazoline. Dehydrogenation
and aromatization affords the oxazole-thiazole pair. B) Mechanism for the McbB-catalyzed
formation of thiazoline from a Gly-Cys dipeptide. C) Mechanism for McbC-catalyzed re-
duction of the thiazoline to thiazole.


Figure 10. Proposed post-translational processing steps for patellamide A, some of which
parallel those in MccB17 maturation.
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zymes (patDG). PatDG are homologues of MccB17 maturation
enzymes and are ACHTUNGTRENNUNGresponsible for formation of the thiazole and
oxazoline rings from X-Cys, X-Ser, and X-Thr dipeptides. Trans-
fer of the pat gene cluster to E. coli confirmed that the genes
were necessary and sufficient to make patellamide. Although
the enzymology remains to be carried out, there is no doubt
that the same logic of cyclodehydration and selective oxida-
tion accounts for heterocyclization of the patellamide back-
bone. In addition to rigidification of the nascent peptide by
heterocyclization, macrocyclization of the octapeptide affords
a further conformational constraint. This double-barreled cycli-
zation strategy is a dramatically efficient way in which Nature
morphs a genetically encoded linear peptide into a compact
biologically active small-molecule scaffold.


Schmidt and co-workers subsequently demonstrated that
Prochloron spp. uses patE variants within a conserved pat gene
cluster to produce a diversity of related metabolites, whichACHTUNGTRENNUNGinclude patellamide B, ulithiacyclamide, and the lissoclinamides
(Figure 11).[71] Furthermore, mutagenesis of the octapeptide se-
quence within patE can yield novel variants. Eptidemnamide,
which contains amino acids (Trp, Gly, Glu) not incorporated in
known PatE products and is an analogue of the anticoagulant
eptifibatide, was produced in E. coli that had been transformed
with patABDACHTUNGTRENNUNG(Edm)FG. (patEdm contains the octapeptide se-
quence for eptidemnamide). This work presages combinatorial
biosynthesis to explore structure–activity relationships. The
cloning of other cyanobacterial gene clusters (tru, lyn, trl, etc.)
that encode heterocyclic peptides, including trichamide and
members of the patellin family, indicated similar organization
to pat ; this establishes that such biosynthetic logic and machi-
nery is a major route to “cyanobactin” assembly in cyanobacte-
ria.[48]


2.3.3 Streptolysin S : SLS is a hemolytic toxin and virulence
factor that is produced by Streptococcus pyogenes.[72] This
pathogenic bacterium is responsible for a range of human in-
fections that range from pharyngitis to life-threatening necrot-
izing fasciitis. Despite a long-standing interest in its mechanism
of action, the structure of SLS has remained unknown for de-
cades. As part of an effort toward its elucidation, a SLS-associ-
ated gene locus was identified and cloned recently.[15, 73] It has
an organization sagABCD and three of the protein products,
SagBCD, share sequence homology with McbBCD from the
MccB17 gene cluster (SagB with McbC; SagC with McbB; SagD


with McbD). The sagA gene encodes a 53-residue protoxin. Be-
cause of difficulties that were encountered in detecting over-
expressed SagA by mass spectrometry, preproMccB17 was em-
ployed as a substrate to investigate SagBCD activity in vitro.
These studies revealed that SagBCD installed up to four het-
erocycles into the preproMccB17 peptide backbone. Analysis
of reaction mixtures by MALDI indicated the formation of four
new species that differed from the substrate by a loss of 20,
40, 60, or 80 Da; these were attributed to formation of up to
four thiazole/oxazole moieties. SagBCD also converted a mal-
tose-binding protein fusion of SagA into a cytolytic product.
These studies indicate that SagBCD will convert SagA into a
thiazole and/or oxazole-containing membrane-disrupting toxin
and provide the first in vitro reconstitution of SLS activity. Bio-
informatic analysis of other prokaryotic genomes indicates the
presence of homologous operons in a variety of species that
include Clostridium botulinum, Listeria monocytogenes, and
Staphylococcus aureus RF122. This examination suggests that
antibiotic heterocyclic peptides are more ubiquitous than pre-
viously appreciated. It is also likely that other naturally occur-
ring peptides with thiazoline/thiazole and oxazoline/oxazole
rings will arise by comparable post-translational enzyme ma-
chinery. A subset of thiopeptide antibiotics that contain thi-ACHTUNGTRENNUNGazoles attached to a trisubstituted dehydropiperidine or pyri-
dine moiety (for example, thiostrepton,[47] GE 2270[74] , as well
as the micrococcins, thiocillins, and siomycins[75, 76]) are likely to
represent a convergence of lantibiotic- and heterocycle-type
post-translational maturations on ribosomal peptide back-
bones, although nonribosomal routes have been suggested.[75]


Microbial genome scanning should reveal new members of
this ribosomal and heterocyclic peptide class, and set the
stage for further elucidation and optimization of such scaffold
modifications.


2.4 Microcins Without Heterocyclic Scaffolds


Post-translational modifications to microcin peptides are varied
and, as exemplified above for heterocycle-containing MccB17,
often required for antibiotic function. In this section, we high-
light three additional and distinct post-translational tailoring
capacities through consideration of the maturation pathways
and structures of microcin J25 (MccJ25), microcin C7 (MccC7),
and microcin E492m (Mcc ACHTUNGTRENNUNGE492m; Figure 12).


2.4.1 Microcin J25 (MccJ25):
MccJ25 is a hydrophobic 21-res-
idue “lasso peptide” (GGAGHV-
PEYFVGIGTPISFYG) that is pro-
duced by E. coli strains that
house the 60 kb pTUC100 plas-
mid (Figure 12).[77–80] It exhibits
a connection between the Glu8
side-chain carboxylate and the
amino group of Gly1, which
forms a lariat ring. The 13 aa C-
terminal tail is threaded into the
ring and held into place by non-
covalent interactions withFigure 11. Additional cyanobactins generated by patE variants.
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Phe19 and Tyr20. This rigidified structure provides resistance
to proteases and heat, allows for MccJ25 recognition by the
outer membrane bacterial receptor FhuA, and is required for
its antibiotic activity. MccJ25 targets the B’ subunit of RNA
polymerase and blocks transcription.


The MccJ25 gene cluster contains four genes, mcjABCD,
which encode for the ribosomal synthesis of the 58 aa precu-
sor peptide McjA (mcjA), post-translational processing (mcjBC),
MccJ25 export (mcjD), and immunity (mcjD).[81] Maturation of
MccJ25 from McjA requires cleavage of the 37 aa N-terminal
leader peptide and cyclization of the peptide backbone. In
vitro reconstitution of MccJ25 from reactions containing McjA,
McjB, and McjC was accomplished recently.[82] Both McjB and
McjC are required to form the mature antibiotic and, as ob-
served for tailoring of McbA, their action requires the 37 aa
leader peptide. More detailed characterization of McjB and
McjC was not reported, and such investigations will confirm
their precise function(s) in MccJ25 maturation. Bioinformatic
analysis indicates that McjC shares homology with class BACHTUNGTRENNUNGasparagine synthetases and b-lactam synthetases, which sug-
gests that it might be required for formation of the lactam
bond between Gly1 and Glu8. McjB is homologous to several
transglutaminases. Because many microbial transglutaminases
are proteases, McjB may be the protease responsible for cleav-
age of the precursor peptide.


2.4.2 Microcin C7: MccC7 is a heptapeptide that is produced
by strains of E. coli that carry the pMccC7 plasmid.[83–85] Post-
translational modification of MccA, the MccC7 heptapeptide
precursor, results in formation of a nonhydrolyzable N�P bond
and installation of an adenosine monophosphate (AMP)
moiety at its C terminus (Figure 12). Following entry into a sus-
ceptible bacterial cell through the transporter YejABEF,[86] E. coli
peptidases, including PepA, PepB, and PepN,[87] degrade the
heptapeptide and release a nonhydrolyzable aspartyl-AMP
mimic (1, Figure 13), which is a potent inhibitor of the aspar-
tyl-tRNA synthetase.[88] Blockade of protein synthesis and cell
death result. MccC7 therefore employs a “Trojan horse” strat-
egy to kill enterobacteria that lack immunity and modulate the
microbial flora in the human gastrointestinal tract. A recent
screening of E. coli isolated from human feces revealed that
~2 % of the strains produced MccC7.[89]


The MccC7 gene cluster contains six genes, mccABCDEF, five
of which are necessary for microcin synthesis (mccA), post-
translational modification (mccBDE), export (mccC), and im-
munity (mccF) ;[90] mccA is the smallest known protein-encoding
gene with only 21 base pairs.[91] It encodes MccA, the MccC7
heptapeptide precursor (MRGTNAR). In contrast to other micro-
cin precursors, MccA is not ribosomally translated with a N-ter-
minal leader sequence that undergoes cleavage during matu-
ration, and the N-terminal formyl group remains intact during


Figure 12. Microcins that lack heterocyclic scaffolds. A) A depiction of MccE492m. Only the eleven C-terminal residues of the 84 aa MccE492m ribosomal pep-
tide are shown. B) MccC7. The C-terminal post-translational modifications are shown in red. C) Sequence of MccJ25. The eight N-terminal residues of the lariat
knot are shown in green and the 13-residue C-terminal tail in blue. The bond between Gly1 and Glu8 is depicted in pink. D) Three-dimensional structure of
MccJ25 (PDB ID: 1Q71).
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export and entry into a neighboring cell. Post-translational tai-
loring of MccA results in several unique structural modifica-
tions: 1) conversion of the C-terminal Asn to isoAsn, 2) forma-
tion of a N�P bond, and 3) addition of propylamine to the
AMP moiety. Recent in vitro characterization of MccB provides
mechanistic insight into the former two modifications.


MccB is a ~40 kDa protein that shares homology with ade-
nylating enzymes, including eukaryotic E1 ubiquitin ligases[92, 93]


and bacterial ThiF from thiamin pyrophosphate biosynthesis.[94]


Overexpression, purification, and in vitro characterization indi-
cated that MccB is necessary and sufficient for N�P bond for-
mation in MccC7.[95] It activates and modifies the C-terminal
Asn of MccA in a remarkable set of transformations that re-
quire two equivalents of ATP per peptide equivalent and in-
volve formation and breakdown of a succinimide intermediate
(Figure 14). The a-carboxylate of Asn7 attacks the first equiva-
lent of ATP at Pa to generate a conventional peptidyl-CO–AMP
intermediate (2). The b-carboxamido nitrogen atom of Asn7 in-
tramolecularly captures the mixed acyl-AMP anhydride, which
releases AMP and forms the heptapeptidyl succinimide (3). The
succinimidyl nitrogen atom acts as a nucleophile and attacks


Pa of a second ATP equivalent,
yielding the hydrolytically stable
N�P bond in 4. Addition of
water to the carbonyl affords re-
gioselective ring-opening of the
succinimide and generation of
the b-carboxylate moiety in 5
(isoAsn-type side chain). Matu-
ration of MccC7 also requires
addition of a propylamine arm
to a phosphate oxygen moiety
of AMP. From genetic studies
that implicate MccDE in matura-


tion,[90] we anticipate that one or both of these enzymes isACHTUNGTRENNUNGrequired for installation of the propylamine moiety.
2.4.3 Microcin E492m : MccE492 is an 84-residue ribosomal


protein produced by Klebsiella pneumoniae RYC492 that also
undergoes post-translational modification at its C terminus
(Figure 15).[96] This process results in attachment of an entero-
bactin derivative to the C-terminal serine residue of MccE492
to afford MccE492m (where “m” is for modified). Enterobactin
is a nonribosomal peptide and iron chelator (siderophore) that
is produced by Gram-negative bacteria during periods ofACHTUNGTRENNUNGnutrient deprivation.[97] The siderophore moiety allows for
MccE492m recognition by siderophore permeases (FepA, Fiu,
Cir) on the cell surface.[98, 99] The ribosomal protein portion then
inserts into the inner membrane, perhaps in complex with
mannose permease proteins ManYZ,[100] and disrupts mem-
brane integrity, forms pores, and induces bacterial cell
death.[101] Like MccC7, MccE92m is also a “Trojan horse” toxin
that uses a “smuggler strategy” because it masks itself as a
beneficial iron chelator.


The MccE492 gene cluster encodes ten genes, mceABCEDF-
GHIJ, that are involved in ribosomal synthesis (mceA), post-


Figure 13. Left: Transport and antibiotic mechanism of action of MccC7. Right: Structure of the toxic aspartyl-AMP
analogue. The N�P bond provides hydrolytic stability.


Figure 14. Mechanism of MccB-catalyzed N�P bond formation and the Asn7 to isoAsn7 transformation in MccC7 maturation. The first six residues of MccA
are removed for clarity. The first and second ATP equivalents are indicated in blue and red, respectively.
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translational modification (mceCDIJ), host immunity (mceB),
and export (mceGH).[102–104] The functions of mceE and mceF are
undefined; the mceF gene product might be involved in
export. MceA is a 99 or 103 aa precursor peptide that gets
cleaved by a N-terminal signal peptidase at residue 15 or 19 to
yield the 84-residue MccE492. Four proteins, MceCDIJ, carry
out the modification steps, which result in attachment of the
enterobactin derivative to the peptide C terminus through an
ester linkage.


The structure of MccE492m isolated from producer strains
reveals that the trilactone scaffold of enterobactin is linearized
and that one of the three dihydroxybenzoate moieties is C-gly-
cosylated at C5.[96] MccE492m analogues with the enterobactin
dimer and monomer were also identified in bacterial cultures
recently.[105] Linearized and glycosylated enterobactin deriva-
tives are produced by virulent strains of enterobacteria that ex-
press homologues of MceC and MceD.[106] The glucose moiety
of MccE492m functions as a bridge between the siderophore


Figure 15. Pathway for MccE492m maturation based on in vitro characterization of MceCDIJ by using a model system comprised of monoglycosylated entero-
bactin and the C-terminal decapeptide of MccE492. Only the last eleven residues of MccE492 are shown above. Abbreviations: Ent, enterobactin; MGE, mono-
glycosylated enterobactin; lin-MGE, linear monoglycosylated enterobactin; UDP-Glc, UDP-glucose.
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recognition element and the 84-residue peptide toxin. Overex-
pression of MceCDIJ in E. coli and in vitro characterization es-
tablished that these four proteins are necessary and sufficient
to produce MccE492m starting from enterobactin and the un-
modified peptide.[107] MceC is a C-glycosyltransferase that car-
ries out the unusual C-glycosylation by using UDP-glucose as
electrophilic glucosyl donor. We presume that this reaction in-
volves capture at the C1’ center by the C5 anion of the hexa-
dienyl resonance contributor to the catecholate anion form of
one dihydroxybenzolyl (DHB) moiety of enterobactin, although
mechanistic analysis is required to verify this notion. This reac-
tion yields a nonhydrolyzable C�C bond between glucose and
DHB in the monoglycosylated product (MGE). MceD is a regio-
selective hydrolase. It first cleaves one of the three trilactone
ester linkages to give linear MGE (lin-MGE), and can also de-
grade lin-MGE further to yield the glycosylated DHB-serine
dimer and monomer. MceIJ
form a protein complex that ex-
hibits ligase activity. It attaches
MGE or lin-MGE to the MccE492
C terminus. In this transforma-
tion, the C-terminal serine car-
boxyl moiety is activated as the
MccE492-CO-AMP through ATP
cleavage at Pa. The peptidyl-
CO–AMP is subsequently cap-
tured by the C4’-hydroxyl of the
glucose moiety, and AMP is re-
leased (Figure 16).[108] This initial
form of MccE492m, which has a
C4’-glycosyl ester linkage, un-
dergoes nonenzymatic and
base-catalyzed rearrangement
to yield MccE492m with a C6’-
linkage. After assembly and
export, the 84-residue ribosomal
peptide can be smuggled into a
neighboring cell and is taken up
by enterobactin-selective outer-
membrane permeases such as
FepA.


The chemistry of MccE492 maturation, which proceeds
through a peptidyl-CO-AMP intermediate, resembles that of E1


family members involved in ubiquitin conjugation,[92, 93] ThiF
from thiamin biosynthesis,[94] and also MoeB from molybdop-
terin assembly.[109] The glucose bridge in MccE492m is reminis-
cent of the C-glycosidic bridge in the antibiotic simocycli-
none;[110] however, the use of glucose to afford a bifunctional
antibiotic comprised of ribosomal and nonribosomal elements
is novel for protein modification.


The examples of ribosomally derived antibiotic peptides de-
scribed above provide an overview of the biosynthetic logic
behind and structural features of this family. The fact that
Nature produces such diverse structures from only 20 protei-
nogenic amino acid building blocks is remarkable. In the next
section, we consider the nonribosomal route to natural prod-
uct biosynthesis, which employs an extended set of building
blocks and new tools for the production of antibacterial pep-
tides (Figure 17).


3. Nonribosomal Peptide Antibiotics


Prokaryotes and fungal eukaryotes can assemble amino acid
building blocks into peptides that are 3–22 residues long in a


Figure 16. Mechanism of C-terminal activation and glycosyl ester formation by MceIJ. Only the C-terminal serine residue of MccE492 and a truncated depic-
tion of MGE are shown for clarity.


Figure 17. Comparison of ribosomal and nonribosomal peptide antibiotic synthesis. “Pant” stands for “phospho-
pantetheinyl.”
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sequence-specific manner without instructions from mRNA
and without the intervention of the ribosome as a RNA-based
condensation catalyst. In such instances, nonribosomal peptide
synthesis (NRPS) machinery is employed (Figure 18).[16, 111–113]


This route provides microbes with an array of potent antibiotic
and/or antifungal small molecules that can be employed to
eradicate competing species in an ecological niche. In NRPS
logic, a linear peptide oligomer is generated from a set of
amino acid monomers, activated as aminoacyl-AMP mixed an-
hydrides, by iterative condensation reactions. The amino acid
building blocks are activated as thioesters on phosphopante-
theinyl arms that are prosthetic groups on ~10 kDa carrier pro-
tein domains. The carrier proteins are often called thiolation (T)
domains and the phosphopantetheinyl arms, derived from
coenzyme A,[114] are installed on specific Ser side chains, one in
each carrier protein, by specific post-translational modifying
enzymes (phosphopantetheinyl transferases) and each pro-
vides a terminal thiolate anion that captures the aminoacyl-
AMP.[114] Carrier proteins in NRPS assembly lines are typically lo-
cated in a protein module that contains two catalytic domains:
1) an adenylation (A) domain that selects a specific amino acid
monomer to be activated by ATP to the aminoacyl-AMP and
then transferred to the thiolate of the phosphopantetheinyl
arm in the carrier protein, and 2) a condensation (C) domain
that condenses the activated aminoacyl (peptidyl) thioesters,
and makes amide bonds as they carry out chain elongation.
Thus, each NRPS elongation module is comprised of a CAT trio
(Figure 18). A NRPS assembly line contains one module for
each amino acid that is selected and incorporated into the
growing peptide chain. ACS synthetase in the b-lactam biosyn-
thetic pathways has three modules to yield the l-d-(a-amino-ACHTUNGTRENNUNGadipoyl)-l-cysteinyl-d-valine (ACV) tripeptide, and vancomycin
synthetase has seven modules to construct the heptapeptidyl
backbone of the antibiotic. The number of modules and the
specificity of each A domain determines the length and se-
quence of the nonribosomal peptide produced. Tailoring en-
zymes (methyltransferases, halogenases, racemases, etc.) can
modify the peptide backbone during chain elongation or after
chain release from the assembly line.[17] The assembly line
genes, genes for producing unusual amino acid building
blocks, and genes for tailoring enzymes, are typically bundled
together in NRP antibiotic biosynthetic gene clusters. This or-
ganization allows for coordinate regulation and probably re-
flects frequent horizontal gene transfer between microbes to


introduce the full biosynthetic capacity in a single DNA transfer
event.[115, 116]


In this section, we consider four examples of NRPS assembly
logic that are employed in the synthesis of 1) the simple ACV
tripeptide backbone for penicillins and cephalosporins, 2) the
glycopeptides vancomycin and teicoplanin,[19] 3) the lipopep-
tide daptomycin, and 4) the pseudopeptide antibiotic andri-
mid.[117–119] We note that other NRPS assembly lines exhibit ad-
ditional variations;[120] however, these four examples provide
an overview of many general assembly line features and also il-
lustrate the versatility of this biosynthetic route to antibiotics.


3.1 ACV Synthetase: The gateway to penicillins andACHTUNGTRENNUNGcephalosporins


The prototype for a simple NRPS is the enzyme ACV synthe-
tase, which is found in prokaryotes and fungi that make peni-
cillins and the ring-expanded cephalosporins.[18, 121, 122] ACV is
the immediate precursor of penicillins. Ten domains are strung
together in the >400 kDa ACV synthetase to convert amino-ACHTUNGTRENNUNGadipate, l-Cys, and l-Val into ACV. Three modules (one for
each amino acid) are required, and the amino acids are select-
ed and activated in an A1T1-CA2T2-CA3T3 framework (Figure 19).
The initiation module in simple NRPS assembly lines lacks a
C domain because there is no condensation with an upstream
monomer unit. A1 is specific for making aminoadipoyl-O-AMP,
A2 for Cys-O-AMP, and A3 for Val-O-AMP.


ACV synthetase loads l-Val, which undergoes epimerization
(to d-Val) on the assembly line. A dedicated epimerase (E)
domain is embedded in module 3; this provides the organiza-
tion AT1-CAT2-CAT3E. This nine-domain, three-module assembly
line builds up a tripeptidyl chain that is covalently tethered by
a thioester linkage to the phosphantetheinyl arm on T3 (amino-
adipoyl-l-cysteinyl-d-valinyl-S-T3). NRPS assembly lines typically
contain a C-terminal thioesterase (TE) domain, which provides
hydrolytic release of the full-length peptide chain. Therefore,
the ACS synthetase single-protein assembly line has the ten-
domain composition AT1-CAT2-CAT3E(TE) to produce and re-
lease ACV-CO2H in multiple catalytic turnovers.


The ACV tripeptide product has one nonproteinogenic resi-
due (aminoadipate) and one d-isomer (d-Val), two hallmarks of
NRP building block diversity. Of course, ACV is an acyclic tri-
peptide with no antibiotic activity. The tailoring enzyme isope-
nicillin N synthase (IPNS), a nonheme iron oxygenase, converts
the acyclic ACV framework to the fused 4–5 bicyclic ring
system of isopenicillin N in one catalytic cycle (Figure 20).[123]


This metabolite harbors the b-lactam scaffold, which is the re-
active chemical warhead of the penicillin/cephalosporin family.
A second nonheme iron oxygenase, DAOC synthase, carries
out ring-expansion and desaturation of the five-membered thi-
olane ring in penicillins to the six-membered olefinic system
that provides cephalosporin antibiotics.[124] The oxygenative
double tailoring morphs the linear ACV tripeptide framework
into a dramatically altered and rigidified scaffold.


Thus, the penicillin/cephalosporin biosynthetic pathway uses
a NRPS assembly line to first generate a NRP scaffold. Dedicat-
ed tailoring enzymes subsequently build in conformational


Figure 18. Domains and modules in a prototypic NRPS assembly line. The in-
itiation module (leftmost AT) in simple NRPS assembly lines lacks a C domain
because there is no condensation with an upstream monomer unit. The TE
domain provides hydrolytic release of the elongated peptide chain.
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constraints. The transformation of ACV to penicillin/cephalo-
sporin affords the b-lactam suicide substrates for peptidogly-
can crosslinking transpeptidases that inhibit bacterial cell-wall
biosynthesis.


3.2 Vancomycin and teicoplanin glycopeptide antibiotics


The coupling of a NRP scaffold to tailoring enzyme matura-
tions is also central to the biogenesis of vancomycin and teico-
planin, two glycopeptide antibiotics of last resort for life-
threatening Gram-positive bacterial infections.[19] The core of
these highly rigidified and crosslinked antibiotic scaffolds is a
heptapeptide with either five (vancomycin) or seven (teicopla-
nin) nonproteinogenic amino acid building blocks. Vancomycin
contains the nonproteinogenic amino acids b-OH-Tyr2, b-OH-
Tyr6, 4-OH-PheGly4 (HPG), 4-OH-PheGly5, and 3,5-(OH)2-
PheGly7 (DPG7).[19] Leu1 and Asn3 are the only proteinogenic
amino acids and, in teicoplanin, they are replaced with 4-OH-
PheGly1 and 3,5-(OH)2-PheGly3, respectively.


The NRPS assembly lines for vancomycin/teicoplanin contain
seven modules (one for each amino acid that is activated and


incorporated) that are spread
over three distinct protein subu-
nits. Four of the seven residues
in vancomycin are d-stereoiso-
mers (d-d-l-l-d-d-l-l) and three
epimerase domains are found in
the appropriate modules
(Figure 21). After the peptide
chain reaches the elongated
and tethered heptapeptidyl-S-T7


stage, the electron-rich side
chains of residues 2 and 4, 4
and 6, and 5 and 7 undergo re-
giospecific oxidative crosslink-
ing.[125–127] Three cytochro-
me P450-type oxygenases are
responsible for these transfor-
mations, which join b-OH-Tyr2/
4-OH-PheGly4 and 4-OH-
PheGly4/b-OH-Tyr6 by aryl–
ether linkages and form a direct
C�C bond between 4-OH-
PheGly5 and DPG7.[128–132] This
tailoring provides the dome-
shaped architecture of the van-
comycin aglycone, and creates


a constrained structure and a high-affinity conformation for hy-
drogen-bonding interactions with the N-acyl-d-Ala-d-Ala termi-
ni of uncrosslinked peptidoglycan chains in bacterial cell wall
assembly. Hydrolytic release of the heptapeptide scaffold by
the NRPS TE domain follows.


N-methylation of Leu1 occurs and two successive glycosyla-
tions ensue that are catalyzed by tailoring enzymes that are
encoded in the vancomycin biosynthetic gene cluster. The first
glycosylation involves transfer of a glucosyl moiety from TDP-
glucose to the phenolate of the 4-OH-PheGly4 residue. A dedi-
cated vancosaminyl transferase subsequently transfers an l-
vancosaminyl unit to the C2’-oxygen moiety of the newlyACHTUNGTRENNUNGintroduced glucose unit. Thus, the vancomycin biosynthetic
gene cluster encodes six tailoring enzyme genes along with
the three NRPS subunits. The producing cell must also synthe-
size b-OH-Tyr and the nonproteinogenic building block HPG
and DPGs for the NRPS assembly line to run; this requires nine
additional genes that are also clustered with the NRPS genes.
The actinomycete producer makes the necessary building
blocks, including the unusual nucleotide deoxyamino sugar
TDP-l-vancosamine, in a just-in-time fashion as it expresses the


Figure 19. Chain growth and release of ACV on the ACV synthetase assembly line. A) Post-translationally primed
ACV synthetase. B) Structure of the phosphopanthetheinyl arm. C) ACV Chain elongation and release. Further en-
zymatic modification of ACV affords isopenicillin N. “E” stands for epimerase domain.


Figure 20. Conversion of ACV to isopenicillin N and deacetoxycephalosporin C (DAOC) by the successive action of two nonheme iron oxygenases IPNS and
DAOC synthase.
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24-domain seven-module NRPS assembly line and the seven
tailoring enzymes in a coordinate manner.


Teicoplanin (Figure 22) production follows the same chemi-
cal blueprint and uses related enzymatic machinery.[133] None
of the seven amino acid monomers are proteinogenic; they
are made by diversion of primary metabolites (tyrosine, choris-
mate, and malonyl-CoA) when the microbe goes into produc-
tion mode, expresses the seven-module teicoplanin NRPS as-


sembly line, and converts all seven T domains from the apo to
holo HS-pantetheinyl forms. In teicoplanin biosynthesis, all
seven heptapeptide side chains are crosslinked (residues 1–3,
2–4, 4–6, 5–7) by four tailoring hemeprotein oxidases.[134, 135]


The conversion of the floppy acyclic and unconstrained hepta-
peptide into a fully rigidified template is an exquisite accom-
plishment and surely holds lessons for the purposeful semisyn-
thetic morphing of peptide scaffolds. Teicoplanin is decorated
with two N-acyl-d-glucosamines that are attached to residues
4 and 6 and a d-mannose moiety that is linked to residue 7;
these glucosamines are installed by tailoring glycosyltransferas-
es after chain release. A novel feature of teicoplanin matura-
tion compared to that of vancomycin is the installation of a
C10-acyl group, which is most likely derived from the b-oxida-
tion of fatty acids, onto the glucosamine attached to residue
4.[135] Teicoplanin is therefore a lipoglycopeptide antibiotic with
distinct physical and partitioning properties from vancomycin.


3.3 Daptomycin, a lipopeptide macrolactone antibiotic


As vancomycin-resistant enterococci became important clinical
pathogens, other antibiotics were developed to treat glyco-
peptide-resistant Gram-positive bacteria.[136, 137] Among those
recently approved is the NRP daptomycin, which has a 13-resi-
due peptide scaffold and is macrocyclized between residues 4
and 13 (Figure 23).[20, 138] It contains three d-amino acids (d-
Asp2, d-Ala8, d-Ser11), three nonproteinogenic building blocks


Figure 21. Chain growth and crosslinking on the vancomycin synthetase assembly line and post-assembly line glycosylation. The aryl ether and carbon–
carbon bond crosslinks that are formed by the action of three P450 oxygenases are highlighted in grey.


Figure 22. Structure of tecioplanin. The four crosslinks are highlighted by
grey ovals.
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(ornithine6, (2S,3R)-3-methyl glutamic acid12, kynurenine13),
and a fatty acid tail. The principles exemplified above for ACV
and vancomycin biosynthesis also hold for the 13-module dap-
tomycin NRPS assembly line, but it has two additional charac-
teristics. First, module one is a C1A1T1 tridomain rather than an
A1T1 didomain; this suggests that the first amino acid might be
condensed by the action of C1 with an upstream acyl group.
Indeed, daptomycin has a decanoyl (C10)-fatty acyl tail that is
linked to its N terminus; this makes it a N-terminally acylated
lipopeptide. Second, the last domain of the assembly line does
not act as a thioesterase with hydrolytic release of the full-
length and linear peptidyl chain. Rather, the TE domain is a
macrocyclization catalyst. It specifically folds the full-length N-
decanoyl-13-mer chain and catalyzes nucleophilic addition of
the Thr4-OH side chain on the carbonyl of Kyn13 (Figure 23).
The resulting macrolactone is conformationally constrained.
This architecture, in addition to the N-terminal lipophilic
group, is required for the antibiotic activity of daptomycin and
its congeners, dozens of which have now been prepared by
combinatorial reprogramming of modules within the NRPS as-
sembly line.[136, 137] Daptomycin itself interacts with CaII ions,
which increases its amphipathicity, decreases its negative
charge, allows for oligomerization, and facilitates its penetra-
tion of lipid membranes.[139, 140] The cytoplasmic membrane tar-
gets of daptomycin are as yet determined. There are dozens,
even hundreds, of known nonribosomal acylpeptidolactones
that have been generated as antibiotics by microorganisms
that have different physiological targets; this suggests that thisACHTUNGTRENNUNGassembly line and tailoring strategy creates a good balance of
bioactive properties in a peptide framework.


3.4 Andrimid, a nonribosomal pseudopeptide–polyketide
hybrid


The other major class of antibiotics in which architectural and
functional group complexity is elaborated from simple mono-
mer building blocks by thiotemplated, T domain-centered pro-
tein machinery are polyketides. The logic for polyketide syn-
thase (PKS) assembly lines is highly cognate to that of NRPS
albeit the elongation step is a decarboxylative thioclaisen C�C
bond formation rather than construction of an amide bond.[16]


We only note here the existence of many molecules, including
bleomycin[141] and epothilone[142] that are hybrids of NRPS and
PKS logic and assembly line machinery.[113, 143] The NRPS and
PKS modules might be interspersed within the hybrid assem-
bly line. Nature’s ability to mix and match PKS and NRPS mod-
ules provides dramatic modulation of peptide backbone struc-
tures during assembly. The biogenesis of andrimid (Figure 24)
provides one such example.[117–119]


Andrimid is a NRPS–PKS hybrid antibiotic and nanomolar in-
hibitor of bacterial acetyl-CoA carboxylase, which catalyzes the
first committed step in bacterial fatty acid biosynthesis. It con-
sists of an elaborated b-phenylalanine-l-valine core. An octa-
trienyl moiety is linked to the amino group of b-phenylalanine
by a transglutaminase-like enzyme (AdmF),[144] and the l-valine
residue is C-capped with a methylsuccinimide moiety. Inspec-
tion of the andrimid gene cluster indicated that, after conver-
sion of a-Phe to b-Phe by an aminomutase and assembly of
the acylated b-Phe-l-Val core by NRPS logic, a PKS module
(AdmO) uses malonyl-CoA to extend l-Val by a two-carbon
unit.[119] The assembly line subsequently switches back to an
NRPS module (AdmP) to install a glycine moiety. Further elon-
gation occurs by addition of another two-carbon unit by the
terminal PKS module (AdmM) that houses a chain-releasing TE
domain (Figure 24). This densely hybrid NRPS–PKS organization


Figure 23. Truncated depiction of the daptomycin assembly line illustrating modules 1 and 13. Macrocyclization of the 13-mer peptide by the TE domainACHTUNGTRENNUNGresults in chain release and daptomycin formation.
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therefore allows two of the three amino acid building blocks
(l-Val, l-Gly) to undergo two-carbon Claisen extension chemis-
try, which generates the linear succinimide precursor.


Formation of the methylsuccinimide moiety, the details of
which are not yet elucidated, occurs at some point during or
after chain release. The C-terminal tetramic acid cap and the
N-acyl cap protect both ends of the peptide scaffold. Mature
andrimid is therefore a pseudopeptide. It is an elegant exam-
ple of how assembly lines and tailoring enzymes can morph
every constituent of a peptide backbone to create a hydrolyti-
cally stable framework with antibacterial action. The C-terminal
methylsuccinimide moiety is the active pharmacophore for
blockade of the carboxyltransferase subunit of bacterial acetyl-
CoA carboxylase, presumably because it mimics the normal N-
carboxybiotinyl substrate moiety.[145]


4. Comparison of Ribosomal and Nonribo-ACHTUNGTRENNUNGsomal Strategies for Nature’s Conversion ofACHTUNGTRENNUNGPeptide Scaffolds into Antibiotics


Both ribosomal and nonribosomal routes to peptide-based an-
tibiotics have inherent advantages and limitations, some of
which can be complementary. Whether or not an organism
synthesizes NRP secondary metabolites can depend, at least to
some degree, on its genome size. A recent correlation of 223
bacterial genomes indicated that microbes with larger ge-
nomes (>5 Mb) are more likely to produce many NRP (andACHTUNGTRENNUNGpolyketide) metabolites, whereas those with smaller genomes
(<3 Mb) produce no or very few NRPs.[146] Although further se-
quencing efforts are required to determine the strength of this
correlation, the analysis suggests that Enterobacteriaceae re-
quire other, non-NRP strategies for self-protection because of


their small genomes. The micro-
cins exemplify one alternative
approach.


Building block diversity and
utilization are central to natural
product biosynthesis. There are
twenty common proteinogenic
amino acids plus selenocysteine
and, in a few methanogenic
bacteria, pyrrolysine. This build-
ing block set for ribosomal ma-
chinery is limited when com-
pared to the >200 nonproteino-
genic amino acid monomers
that are used by NRPS assembly
lines. From the standpoint of
synthesizing new antibiotics
with unusual monomers, one
must only evolve adenylation
domains to select and activate
the nonproteinogenic mono-
mer(s) for NRPS-mediated incor-
poration into the growing pep-
tide chain. Partner tRNAs, which
would carry the monomers to


the peptidyl transferase site of the ribosome, are not required.
On the other hand, the largest known nonribosomal peptide


is 22 residues long whereas ribosomal proteins with 16 000 res-
idues exist (for example, cyclosporine synthetase, a single pro-
tein NRPS assembly line). The energy expenditure that is re-
quired to build multimodular NRPS assembly lines can be pro-
digious. Consider cyclosporine, an eleven-residue cyclic pep-
tide and potent immunosuppressant drug.[147] The cyclosporine
synthetase is ~1.5 MDa and contains an eleven-module NRPS
assembly line with 47 domains.[148] A huge investment of cellu-
lar energy (ATPs and GTPs) and a machine the size of the ribo-
some are required to make an eleven-residue peptide product.
The 22-residue syringopeptins,[149] which are phytotoxins pro-
duced by strains of Pseudomonas syringae, require 3 MDa of
protein machinery, which houses a 22-module assembly line.
Such examples indicate that a crossover between the benefits
of utilizing nonproteinogenic building blocks to diversify pep-
tide scaffolds and the energetic benefits of RNA-directed pep-
tide bond-forming machinery must have occurred.


Companion enzymes often morph nascent peptides. The re-
sulting modifications are made to ribosomal peptides post-
translationally. In NRPS pathways, the comparable tailoring en-
zymes might act at particular way stations during chain elon-
gation or after release of the nascent peptide product. In both
cases, the modifications can alter side chains, N and/or C termi-
ni, and backbone connectivity. Such alterations create con-
strained architectures, generate new functional groups, pro-
vide stability to proteolytic breakdown, and introduce the
structural elements that are necessary for physiological func-
tion.


Post-translational modifications of ribosomal protein side
chains by alkylation, phosphorylation, acylation, and glycosyla-


Figure 24. Depiction of the andrimid assembly line illustrating N-acylation of b-Phe and formation of the methyl-
succinimide precusor chain. Abbreviations: TG = transglutaminase-like enzyme; KS = ketosynthase.
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tion are ubiquitous, expand Nature’s inventory of genetically
encoded protein structures, and are responsible for a myriad
of functional consequences that range from signal transduc-
tion to histone code writing and rewriting.[150, 151] N-terminal
acylation (for example, myristoylation) and C-terminal amida-
tion are relatively common ways to protect the ends of riboso-
mal peptide scaffolds from proteolysis. The lantibiotics provide
a clear and well-established example of how stable crosslinks
(thioethers rather than reducible disulfides) can be constructed
post-translationally to generate constrained frameworks of
great stability and high antibacterial potency. Little was known
about how five-membered thiazoline/thiazole and oxazoline/
oxazole moieties were introduced into ribosomal peptide back-
bones prior to deciphering the logic of MccB17 and, moreACHTUNGTRENNUNGrecently, cyanobactin maturation. A convergence of lantibiotic
and thiazole post-translational machinery might generate the
rigid frameworks of the thiopeptide antibiotics.[75, 76] Studies of
other microcins, MccC7 and MccE492m in particular, provide
rationale for modifications at the C terminus.


Nascent nonribosomal peptide scaffolds can undergo the
same or related tailoring transformations. For instance, many
siderophores contain thiazoline and oxazoline rings, which
arise from tailoring enzyme-mediated cyclodehydrations.[152]


The basic nitrogen atoms of the heterocycles are part of the
ligand set for ferric ion chelation. The anticancer natural prod-
uct bleomycin, a NRPS–PKS hybrid, exhibits a bithiazole moiety
that allows for DNA intercalation. Modification of NRPs by
dedicated acylation, alkylation, glycosylation, and oxidationACHTUNGTRENNUNGenzymes also constitute typical maturation steps that are re-
quired for antibiotic activity. The oxygenative formation of the
bicyclic 4–5 ring scaffold of penicillins and its subsequent ex-
pansion to the 4–6 ring system of cephalosporins, the oxygen-
ative crosslinking of the vancomycin and teicoplanin hepta-
peptides and subsequent glycosylations, and the conversion of
peptide C termini into tetramic acid rings with various oxida-
tion states are particularly noteworthy examples. Continuing
evaluation of the enzymatic tailoring steps to morph bothACHTUNGTRENNUNGribosomal and nonribosomal peptide backbones and side
chains should provide both insight and inspiration to medici-
nal chemistry efforts to make new antibiotic scaffolds.


5. Summary and Outlook


The emergence and selection of antibiotic-resistant pathogens
in hospital wards across the globe necessitates the develop-
ment of new antibiotic drugs to treat life-threatening infec-
tions. Deciphering the biosynthetic logic of naturally occurring
antibiotics provides lessons for the design of new antibiotics
with potential therapeutic applications. Hybrid NRPS–PKS as-
sembly lines (for example, bleomycin, and andrimid) might be
of special interest for re-engineering systems to produce differ-
ent types of morphed peptides.[113, 143] If NRP and PK modules
can be readily mixed and matched by swapping constituent
domains or by modifying domain specificity, a wide range of
constrained and hydrolytically stable architectures should be
accessible. The structural determination of MccE492m also
points the way to engineering of convergent ribosomal–nonri-


bosomal peptide hybrids. Lastly, the ability to evolve tRNA syn-
thetases and cognate tRNA pairs to accept “unnatural” and
nonproteinogenic amino acid monomers[153] further advances
the strategies of purposeful modification of ribosomal peptide
side chains and backbones to optimize a biological activity
and design a scaffold for further maturation by tailoring en-
zymes.
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tone-Souza, J. Šmarda, A. M. A. Nascimento, Plasmid 2008, 59, 1–10.


[90] J. E. Gonz�lez-Pastor, J. L. San Mill�n, M. �. Castilla, F. Moreno, J. Bacter-
iol. 1995, 177, 7131–7140.


[91] J. E. Gonz�lez-Pastor, J. L. San Mill�n, F. Moreno, Nature 1994, 369, 281.
[92] A. L. Haas, J. V. B. Warms, A. Hershko, I. A. Rose, J. Biol. Chem. 1982,


257, 2543–2548.
[93] A. L. Haas, J. V. B. Warms, I. A. Rose, Biochemistry 1983, 22, 4388–4394.
[94] S. V. Taylor, N. L. Kelleher, C. Kinsland, H.-J. Chiu, C. A. Costello, A. D.


Backstrom, F. W. McLafferty, T. P. Begley, J. Biol. Chem. 1998, 273,
16555–16560.


[95] R. F. Roush, E. M. Nolan, F. Lçhr, C. T. Walsh, J. Am. Chem. Soc. 2008,
130, 3603–3609.


[96] X. Thomas, D. Destoumieux-Garz�n, J. Peduzzi, C. Afonso, A. Blond, N.
Birlirakis, C. Goulard, L. Dubost, R. Thai, J.-C. Tabet, S. Rebuffat, J. Biol.
Chem. 2004, 279, 28233–28242.


52 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 34 – 53


C. T. Walsh and E. N. Nolan



http://dx.doi.org/10.1016/S0014-5793(99)00582-7

http://dx.doi.org/10.1074/jbc.M408881200

http://dx.doi.org/10.1074/jbc.M408881200

http://dx.doi.org/10.1074/jbc.M406154200

http://dx.doi.org/10.1021/bi0011835

http://dx.doi.org/10.1016/j.dci.2007.05.006

http://dx.doi.org/10.1016/j.dci.2007.05.006

http://dx.doi.org/10.1074/jbc.M310251200

http://dx.doi.org/10.1074/jbc.M310251200

http://dx.doi.org/10.1016/j.bpg.2003.10.010

http://dx.doi.org/10.1016/j.coi.2007.06.008

http://dx.doi.org/10.1038/415389a

http://dx.doi.org/10.1080/02713680590968637

http://dx.doi.org/10.1080/02713680590968637

http://dx.doi.org/10.1002/biot.200700148

http://dx.doi.org/10.1016/j.drudis.2007.07.016

http://dx.doi.org/10.1007/s10529-005-2721-x

http://dx.doi.org/10.1126/science.1121422

http://dx.doi.org/10.1021/bi025679t

http://dx.doi.org/10.1038/nsmb830

http://dx.doi.org/10.1038/nsmb830

http://dx.doi.org/10.1021/bi049476b

http://dx.doi.org/10.1021/bi049476b

http://dx.doi.org/10.1039/a806930a

http://dx.doi.org/10.1039/a806930a

http://dx.doi.org/10.1038/225233a0

http://dx.doi.org/10.1038/225233a0

http://dx.doi.org/10.1038/nchembio.84

http://dx.doi.org/10.1126/science.274.5290.1188

http://dx.doi.org/10.1126/science.274.5290.1188

http://dx.doi.org/10.1002/ange.19931050935

http://dx.doi.org/10.1002/ange.19931050935

http://dx.doi.org/10.1002/anie.199313361

http://dx.doi.org/10.1111/j.1432-1033.1995.414_b.x

http://dx.doi.org/10.1046/j.1365-2958.1997.2041565.x

http://dx.doi.org/10.1046/j.1365-2958.1997.2041565.x

http://dx.doi.org/10.1016/S1074-5521(98)90635-4

http://dx.doi.org/10.1021/bi982975q

http://dx.doi.org/10.1021/bi001398e

http://dx.doi.org/10.1021/bi001398e

http://dx.doi.org/10.1021/bi980996e

http://dx.doi.org/10.1021/bi980996e

http://dx.doi.org/10.1016/S1074-5521(98)90071-0

http://dx.doi.org/10.1016/S1074-5521(98)90071-0

http://dx.doi.org/10.1021/bi9913698

http://dx.doi.org/10.1021/bi9913698

http://dx.doi.org/10.1006/jmbi.2001.4562

http://dx.doi.org/10.1073/pnas.141225698

http://dx.doi.org/10.1021/bi0478751

http://dx.doi.org/10.1021/jm00126a034

http://dx.doi.org/10.1021/np50081a016

http://dx.doi.org/10.1021/np50118a020

http://dx.doi.org/10.1021/np50118a020

http://dx.doi.org/10.1021/np9802872

http://dx.doi.org/10.1021/np9802872

http://dx.doi.org/10.1021/np049948n

http://dx.doi.org/10.1021/np049948n

http://dx.doi.org/10.1021/np010556f

http://dx.doi.org/10.1002/cbic.200500210

http://dx.doi.org/10.1002/cbic.200500210

http://dx.doi.org/10.1038/nchembio829

http://dx.doi.org/10.1111/j.1365-2958.2005.04583.x

http://dx.doi.org/10.1128/IAI.68.7.4245-4254.2000

http://dx.doi.org/10.1021/cr0300441

http://dx.doi.org/10.1021/cr0300441

http://dx.doi.org/10.1021/ja0367703

http://dx.doi.org/10.1021/ja036677e

http://dx.doi.org/10.1021/ja036677e

http://dx.doi.org/10.1021/ja036756q

http://dx.doi.org/10.1021/ja036756q

http://dx.doi.org/10.1016/j.chembiol.2007.06.004

http://dx.doi.org/10.1128/JB.01028-07

http://dx.doi.org/10.1128/JB.01956-07

http://dx.doi.org/10.1074/jbc.M513174200

http://dx.doi.org/10.1074/jbc.M513174200

http://dx.doi.org/10.1021/bi00288a007

http://dx.doi.org/10.1074/jbc.273.26.16555

http://dx.doi.org/10.1074/jbc.273.26.16555

http://dx.doi.org/10.1021/ja7101949

http://dx.doi.org/10.1021/ja7101949

http://dx.doi.org/10.1074/jbc.M400228200

http://dx.doi.org/10.1074/jbc.M400228200

www.chembiochem.org





[97] K. N. Raymond, E. A. Dertz, S. S. Kim, Proc. Natl. Acad. Sci. USA 2003,
100, 3584–3588.


[98] E. Strahsburger, M. Baeza, O. Monasterio, R. Lagos, Antimicrob. Agents
Chemother. 2005, 49, 3083–3086.


[99] D. Destoumieux-Garz�n, J. Peduzzi, X. Thomas, C. Djediat, S. Rebuffat,
BioMetals 2006, 19, 181–191.


[100] S. Bieler, F. Silva, C. Soto, D. Belin, J. Bacteriol. 2006, 188, 7049–7061.
[101] D. Destoumieux-Garz�n, X. Thomas, M. Santamaria, C. Goulard, M. Bar-


th	l	my, B. Boscher, Y. Bessin, G. Molle, A.-M. Pons, L. Leteiller, J.ACHTUNGTRENNUNGPeduzzi, S. Rebuffat, Mol. Microbiol. 2003, 49, 1031–1041.
[102] M. Wilkens, J. E. Villanueva, J. Cofr	, J. Chnaiderman, R. Lagos, J. Bacter-


iol. 1997, 179, 4789–4794.
[103] R. Lagos, J. E. Villanueva, O. Monasterio, J. Bacteriol. 1999, 181, 212–


217.
[104] R. Lagos, M. Baeza, G. Corsini, C. Hetz, E. Strahsburger, J. A. Castillo, C.


Vergara, O. Monasterio, Mol. Microbiol. 2001, 42, 229–243.
[105] G. Vassiliadis, J. Peduzzi, S. Zirah, X. Thomas, S. Rebuffat, D. Destou-


mieux-Garz�n, Antimicrob. Agents Chemother. 2007, 51, 3546–3553.
[106] B. Bister, D. Bischoff, G. J. Nicholson, M. Valdebenito, K. Schneider, G.


Winkelmann, K. Hantke, R. D. S�ssmuth, BioMetals 2004, 17, 471–481.
[107] E. M. Nolan, M. A. Fischbach, A. Koglin, C. T. Walsh, J. Am. Chem. Soc.


2007, 129, 14336–14347.
[108] E. M. Nolan, C. T. Walsh, Biochemistry 2008, 47, 9289–9299.
[109] M. W. Lake, M. M. Wuebbens, K. V. Rajagopalan, H. Schindelin, Nature


2001, 414, 325–329.
[110] M. Holzenk�mpfer, M. Walker, A. Zeeck, J. Schimana, H. P. Fiedler, J. An-


tibiot. 2002, 55, 301–307.
[111] H. D. Mootz, D. Schwarzer, M. A. Marahiel, ChemBioChem 2002, 3, 490–


504.
[112] C. T. Walsh, Acc. Chem. Res. 2008, 41, 4–10.
[113] C. T. Walsh, Science 2004, 303, 1805–1810.
[114] C. T. Walsh, A. M. Gehring, P. H. Weinreb, L. E. N. Quadri, R. S. Flugel,


Curr. Opin. Chem. Biol. 1997, 1, 309–315.
[115] C. R. Woese, Microbiol. Rev. 1987, 51, 221–271.
[116] C. S. Riesenfeld, P. D. Schloss, J. Handelsman, Annu. Rev. Genet. 2004,


38, 525–552.
[117] A. Fredenhagen, S. Y. Tamura, P. T. M. Kenny, H. Komura, Y. Naya, K.


NakaACHTUNGTRENNUNGnishi, K. Nishiyama, M. Sugiura, H. Kita, J. Am. Chem. Soc. 1987,
109, 4409–4411.


[118] J. Needham, M. T. Kelly, M. Ishige, R. J. Andersen, J. Org. Chem. 1994,
59, 2058–2063.


[119] M. Jin, M. A. Fischbach, J. Clardy, J. Am. Chem. Soc. 2006, 128, 10660–
10661.


[120] E. S. Sattely, M. A. Fischbach, C. T. Walsh, Nat. Prod. Rep. 2008, 25, 757–
793.


[121] G. Banko, S. Wolfe, A. L. Demain, J. Am. Chem. Soc. 1987, 109, 2858–
2860.


[122] H. van Liempt, H. Von Dçhren, H. Kleinkauf, J. Biol. Chem. 1989, 264,
3680–3684.


[123] P. L. Roach, I. J. Clifton, C. M. H. Hensgens, N. Shibata, C. J. Schofield, J.
Hajdu, J. E. Baldwin, Nature 1997, 387, 827–830.


[124] K. Valeg
rd, A. C. T. van Scheltinga, M. D. Lloyd, T. Hara, S. Ramaswamy,
A. Perrakis, A. Thompson, H.-J. Lee, J. E. Baldwin, C. J. Schofield, J.
Hajdu, I. Andersson, Nature 1998, 394, 805–809.


[125] D. Bischoff, S. Pelzer, B. Bister, G. J. Nicholson, S. Stockert, M. Schirle, W.
Wohlleben, G. Jung, R. D. S�ssmuth, Angew. Chem. 2001, 113, 4824–
4827; Angew. Chem. Int. Ed. 2001, 40, 4688–4691.


[126] F. Vitali, K. Zerbe, J. A. Robinson, Chem. Commun. (Cambridge) 2003,
2718–2719.


[127] D. Bischoff, B. Bister, M. Bertazzo, V. Pfeifer, E. Stegmann, G. J. Nichol-
son, S. Keller, S. Pelzer, W. Wohlleben, R. D. S�ssmuth, ChemBioChem
2005, 6, 267–272.


[128] S. Pelzer, R. S�ssmuth, D. Heckmann, J. Recktenwald, P. Huber, G. Jung,
W. Wohlleben, Antimicrob. Agents Chemother. 1999, 43, 1565–1573.


[129] K. Zerbe, O. Pylypenko, F. Vitali, W. Zhang, S. Rouset, M. Heck, J. W.
Vrijbloed, D. Bischoff, B. Bister, R. D. S�ssmuth, S. Pelzer, W. Wohlleben,
J. A. Robinson, I. Schlichting, J. Biol. Chem. 2002, 277, 47476–47485.


[130] O. Pylypenko, F. Vitali, K. Zerbe, J. A. Robinson, I. Schlichting, J. Biol.
Chem. 2003, 278, 46727–46733.


[131] K. Zerbe, K. Woithe, D. B. Li, F. Vitali, L. Bigler, J. A. Robinson, Angew.
Chem. Int. Ed. 2004, 43, 6709–6713.


[132] K. Woithe, N. Geib, K. Zerbe, D. B. Li, M. Heck, S. Fournier-Rousset, O.
Meyer, F. Vitali, N. Matoba, K. Abou-Hadeed, J. A. Robinson, J. Am.
Chem. Soc. 2007, 129, 6887–6895.


[133] T.-L. Li, F. Huang, S. F. Haydock, T. Mironenko, P. F. Leadlay, J. B. Spencer,
Chem. Biol. 2004, 11, 107–119.


[134] B. Hadatsch, D. Butz, T. Schmiederer, J. Steudle, W. Wohlleben, R. S�s-
smuth, E. Stegmann, Chem. Biol. 2007, 14, 1078–1089.


[135] A. Borghi, D. Edwards, L. F. Zerili, G. C. Lancini, J. Gen. Microbiol. 1991,
137, 587–592.


[136] K. T. Nguyen, D. Ritz, J.-Q. Gu, D. Alexaxnder, M. Chu, V. Miao, P. Brian,
R. H. Baltz, Proc. Natl. Acad. Sci. USA 2006, 103, 17462–17467.


[137] R. H. Baltz, V. Miao, S. K. Wrigley, Nat. Prod. Rep. 2005, 22, 717–741.
[138] D. A. Enoch, J. M. Bygott, M.-L. Daly, J. A. Karas, J. Infection 2007, 55,


205–213.
[139] D. Jung, A. Rozek, M. Okon, R. E. W. Hancock, Chem. Biol. 2004, 11,


949–957.
[140] W. R. P. Scott, S.-B. Baek, D. Jung, R. E. W. Hancock, S. K. Straus, Biochim.


Biophys. Acta, Biomembr. 2007, 1768, 3116–3126.
[141] H. Umezawa, K. Maeda, T. Takeuchi, Y. Okami, J. Antibiot. 1966, 19,


200–209.
[142] K. Gerth, N. Bedorf, G. Hçfle, H. Irschik, H. Reichenbach, J. Antibiot.


1996, 49, 560–563.
[143] L. Du, C. S�nchez, B. Shen, Metab. Eng. 2001, 3, 78–95.
[144] P. D. Fortin, C. T. Walsh, N. A. Margarvey, Nature 2007, 448, 824–828.
[145] C. Freiberg, N. A. Brunner, G. Schiffer, T. Lampe, J. Pohlmann, M.


Brands, M. Raabe, D. H�bich, K. Ziegelbauer, J. Biol. Chem. 2004, 279,
26066–26073.


[146] S. Donadio, P. Monciardini, M. Sosio, Nat. Prod. Rep. 2007, 24, 1073–
1109.


[147] H. Kleinkauf, J. Dittmann, A. Lawen, Biomed. Biochim. Acta 1991, 50,
S219-S224.


[148] G. Weber, K. Schçrgendorfer, E. Schneider-Scherzer, E. Leitner, Curr.
Genet. 1994, 26, 120–125.


[149] A. Ballio, D. Barra, F. Bossa, A. Collina, I. Grgurina, G. Marino, G. Moneti,
M. Paci, P. Pucci, A. Sergre, M. Simmaco, FEBS Lett. 1991, 291, 109–112.


[150] C. T. Walsh, S. Garneau-Tsodikova, G. J. Gatto, Angew. Chem. 2005, 117,
7508–7539; Angew. Chem. Int. Ed. 2005, 44, 7342–7372.


[151] C. T. Walsh, Posttranslational Modification of Proteins : Exploring Nature’s
Inventory, Roberts and Company Publishers, Englewood Colorado,
2006.


[152] J. H. Crosa, C. T. Walsh, Microbiol. Mol. Biol. Rev. 2002, 66, 223–249.
[153] S. W. Santoro, L. Wang, B. Herberich, D. S. King, P. G. Schultz, Nat. Bio-


technol. 2002, 20, 1044–1048.


Received: June 27, 2008
Published online on December 4, 2008


ChemBioChem 2009, 10, 34 – 53 � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org 53


How Nature Morphs Peptide Scaffolds into Antibiotics



http://dx.doi.org/10.1073/pnas.0630018100

http://dx.doi.org/10.1073/pnas.0630018100

http://dx.doi.org/10.1128/AAC.49.7.3083-3086.2005

http://dx.doi.org/10.1128/AAC.49.7.3083-3086.2005

http://dx.doi.org/10.1128/JB.00688-06

http://dx.doi.org/10.1046/j.1365-2958.2001.02630.x

http://dx.doi.org/10.1128/AAC.00261-07

http://dx.doi.org/10.1023/B:BIOM.0000029432.69418.6a

http://dx.doi.org/10.1021/ja074650f

http://dx.doi.org/10.1021/ja074650f

http://dx.doi.org/10.1021/bi800826j

http://dx.doi.org/10.1038/35104586

http://dx.doi.org/10.1038/35104586

http://dx.doi.org/10.1002/1439-7633(20020603)3:6%3C490::AID-CBIC490%3E3.0.CO;2-N

http://dx.doi.org/10.1002/1439-7633(20020603)3:6%3C490::AID-CBIC490%3E3.0.CO;2-N

http://dx.doi.org/10.1021/ar7000414

http://dx.doi.org/10.1126/science.1094318

http://dx.doi.org/10.1016/S1367-5931(97)80067-1

http://dx.doi.org/10.1146/annurev.genet.38.072902.091216

http://dx.doi.org/10.1146/annurev.genet.38.072902.091216

http://dx.doi.org/10.1021/ja00248a055

http://dx.doi.org/10.1021/ja00248a055

http://dx.doi.org/10.1021/jo00087a020

http://dx.doi.org/10.1021/jo00087a020

http://dx.doi.org/10.1021/ja063194c

http://dx.doi.org/10.1021/ja063194c

http://dx.doi.org/10.1039/b801747f

http://dx.doi.org/10.1039/b801747f

http://dx.doi.org/10.1021/ja00243a068

http://dx.doi.org/10.1021/ja00243a068

http://dx.doi.org/10.1002/1521-3757(20011217)113:24%3C4824::AID-ANGE4824%3E3.0.CO;2-L

http://dx.doi.org/10.1002/1521-3757(20011217)113:24%3C4824::AID-ANGE4824%3E3.0.CO;2-L

http://dx.doi.org/10.1002/1521-3773(20011217)40:24%3C4688::AID-ANIE4688%3E3.0.CO;2-M

http://dx.doi.org/10.1002/cbic.200400328

http://dx.doi.org/10.1002/cbic.200400328

http://dx.doi.org/10.1074/jbc.M206342200

http://dx.doi.org/10.1074/jbc.M306486200

http://dx.doi.org/10.1074/jbc.M306486200

http://dx.doi.org/10.1002/anie.200461278

http://dx.doi.org/10.1002/anie.200461278

http://dx.doi.org/10.1021/ja071038f

http://dx.doi.org/10.1021/ja071038f

http://dx.doi.org/10.1016/S1074-5521(04)00002-X

http://dx.doi.org/10.1016/j.chembiol.2007.08.014

http://dx.doi.org/10.1073/pnas.0608589103

http://dx.doi.org/10.1039/b416648p

http://dx.doi.org/10.1016/j.jinf.2007.05.180

http://dx.doi.org/10.1016/j.jinf.2007.05.180

http://dx.doi.org/10.1016/j.chembiol.2004.04.020

http://dx.doi.org/10.1016/j.chembiol.2004.04.020

http://dx.doi.org/10.1016/j.bbamem.2007.08.034

http://dx.doi.org/10.1016/j.bbamem.2007.08.034

http://dx.doi.org/10.1006/mben.2000.0171

http://dx.doi.org/10.1038/nature06068

http://dx.doi.org/10.1074/jbc.M402989200

http://dx.doi.org/10.1074/jbc.M402989200

http://dx.doi.org/10.1039/b514050c

http://dx.doi.org/10.1039/b514050c

http://dx.doi.org/10.1007/BF00313798

http://dx.doi.org/10.1007/BF00313798

http://dx.doi.org/10.1016/0014-5793(91)81115-O

http://dx.doi.org/10.1002/ange.200501023

http://dx.doi.org/10.1002/ange.200501023

http://dx.doi.org/10.1002/anie.200501023

http://dx.doi.org/10.1128/MMBR.66.2.223-249.2002

http://dx.doi.org/10.1038/nbt742

http://dx.doi.org/10.1038/nbt742

www.chembiochem.org






DOI: 10.1002/cbic.200800511


The Metallothionein/Thionein System: An Oxidoreductive
Metabolic Zinc Link
Stephen G. Bell[b] and Bert L. Vallee*[a]


Introduction


In 1869, Jules Raulin, a student of Pasteur, discovered the pres-
ence of zinc in Aspergillus niger, the common bread mold.[1]


Due to the metal’s unique properties, distribution, and concen-
tration in tissues, zinc’s biological roles were slow to be estab-
lished, appreciated, and accepted. The lack of color of zinc-
based compounds as compared with compounds of iron and
copper further delayed its detection for half a century. It is dif-
ficult, now, to appreciate that the very detection of zinc in bio-
logical matter presented a seemingly insurmountable obstacle
only a very short time ago.


In the course of the last century, the advent of new technol-
ogies (for example, atomic absorption and other spectrome-
tries), has reduced the detection limits of zinc from milligrams
to femtograms.[2–4] These technological advancements have
made zinc metabolism more accessible in the time frame of
biological events. More recently, the development of fluores-
cence-based sensors and biosensors has further clarified its
biological functions.[5, 6]


Zinc is now universally recognized to be essential for growth
at all levels and is indispensable for transcription and transla-
tion of the genetic message, cell division, differentiation and
morphogenesis.[3, 7] Additionally, zinc propagates neural activity,
rendering the physiology and pathology of neural events—
their recognition, prevention, and therapy—accessible to
study.[8, 9] Zinc storage disorders, comparable to or associated
with those of copper and iron, for example, are unknown. This
suggests the existence of efficient systems that direct zinc to
places when and where it is needed.[10]


The number and types of zinc-containing and/or zinc-depen-
dent proteins that have been recognized are startling, but
their recognition now goes hand in hand with studies of their
mechanisms of action. The catalytic properties of zinc wereACHTUNGTRENNUNGestablished after its discovery in carbonic anhydrase.[3] The
study of this and other zinc enzymes such as carboxypeptidas-
es A and B, alcohol dehydrogenases, alkaline phosphatases,
and thermolysin, formed the basis of zinc metalloenzymolo-


gy.[11] The functions of zinc in enzymes were then designated
as catalytic, coactive (or cocatalytic) and structural.[3]


These realizations were pivotal. The apparent resistance of
zinc to oxidoreduction accounts both for its biological poten-
tial and versatility. The metal is amphoteric and its coordina-
tion sphere varies from two to eight and is an important
means for the translation of chemical structures into multiple
and varied biological messages.[3, 12]


One other major characteristic of zinc chemistry is well
known but not always cited in context: zinc and sulfur are
complementary. The history of zinc in biology does not stress
this rule of thumb, taught by geology. Subsequent discoveries
of zinc “fingers,” “twists,” “rings,” and “clusters” have immense-
ly enlarged the scope of its biological and therapeutic poten-
tials.[3, 13] The mammalian zinc “cluster” protein metallothionein
(MT) has been found to play critical roles for zinc, both in ho-
meostasis and distribution, as well as in neural and metabolic
networks.[14, 15]


Metallothionein


MT was discovered in 1957 and has been studied intensively
since then, but its metabolic roles have remained elusive.[16]


Uchida was the first to suggest that it might be a neuronal
growth inhibitor (MT-3).[17] Recently, MT was also found to act
as a reducing agent for methionine sulfoxide reductase.[18]


The composition and structure of MT are fascinating. Its mo-
lecular weight, ~7 kDa, is remarkably low. Four distinct mam-


[a] Prof. B. L. Vallee
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Department of Pathology, Harvard Medical School
Boston, Massachusetts 02115 (USA)
Fax: (+ 1) 617-432-6580
E-mail : bert_vallee@hms.harvard.edu


[b] Dr. S. G. Bell
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Metallothioneins (MTs) were discovered more than 50 years ago
and identified as low-molecular weight, sulfhydryl-rich proteins
that were subsequently found to bind zinc predominantly. The
binding of seemingly redox inactive zinc ions allows MT to play a
central role in oxidoreductive cellular metabolism, cellular zinc
distribution and homeostasis. In this interpretive study, we discuss


the interaction of MT with physiologically relevant molecules and
its effect on zinc�thiolate bonds. These interactions are linked to
recent progress in the functional role of MT in cellular zinc trans-
port, energy production, and protection of the organism against
oxidative stress and neurodegenerative diseases.
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malian MT isoforms, designated MT-1 through MT-4, have been
detected and investigated so far.[19] MT-1 and MT-2 are found
in all organs, whereas MT-3 is expressed mainly in the central
nervous system, and MT-4 is most abundant in stratified tis-
sues. All four isoforms contain 20 conserved Cys, and at least
five conserved Lys residues (MT-1 and MT-2 have eight con-
served Lys). His, Phe, Tyr, or Trp residues are completely absent
in all of them (Figure 1). Consequently, MT does not absorbACHTUNGTRENNUNGradiation at or near 280 nm as is characteristic of conventional
proteins, and thereby escapes the routine methods of protein
detection.


While MT is mainly found in association with zinc, it also
binds a wide range of other metal ions, including CdII, HgII, CuI,
CuII, AgI, AuI, BiIII, AsIII, CoII, FeII, PbII, PtII and TcIV.[20] X-ray crystal-
lography and NMR spectroscopy show that the protein isACHTUNGTRENNUNGarranged in two domains, (a and b) with their constituent cys-
teines in “cluster” formations, enveloping the metal atoms.[21, 22]


No such characteristic structure had been previously recog-
nized in nature, rendering the system truly unique to both
biology and chemistry. Five cysteines bridge the metal atoms
in the C terminal a-domain, where four zinc atoms are bound
to eleven cysteines. In contrast, the N terminal b-domain is
formed by three zinc atoms and nine cysteines (Figure 2).
These arrangements (28 intramolecular zinc�sulfur bonds) ac-
count for the extremely tight zinc binding in both clusters and
for the zinc-donating properties of MT.[23, 24] Recent work has
suggested that inorganic sulfide ligands may be present in the
clusters.[25]


In the a- and b-clusters, the affinities for metal binding, zinc
transfer rates, and chemical reactivity differ significantly. The
isolated b-cluster reacts faster with oxidizing agents and is a
better zinc donor towards zinc-depleted sorbitol dehydrogen-
ase than the isolated a-cluster, while the reverse is observed
when a chelating agent is the zinc acceptor. Holo-MT is stabi-
lized with regard to the individual domains. Their cumulative
properties neither describe MT structurally nor functionally. The
two-domain structure of the holo protein is important for its
interaction with ligands and for the control of its reactivity and
overall conformation.[23]


There are two insertions in the amino acid sequence of
human MT-3 as compared to MT-1 and MT-2; these include a
six amino acid insertion in the a-domain and a single threo-
nine (Thr-5) insertion in the b-domain. MT-4 has a glutamate
insertion in the b-domain at the 5-position. These differences,
and others in the amino acid sequence, may account for any
functional differences between the different MT isoforms.


Zinc Transfer


In addition to the peculiarities of zinc in MT and unlike transi-
tion metals in biology, zinc is mobilized and delivered through-
out the cell by processes that do not alter its valence. The con-
centration of “free” zinc in the cell has been shown to be very
low; thus, its movement must be regulated tightly.[4] Several
membrane-bound zinc transporter proteins have been identi-
fied and characterized. These are arranged into two families :
ZnT proteins for cellular zinc removal and Zip proteins for zinc
uptake.[10] The crystal structure of a bacterial homologue of the
cation diffusion facilitator ZnT proteins (Yiip from E. coli) has
been reported recently.[26] A postulated mechanism for intracel-
lular zinc transport may have MT as its cornerstone. We have
proposed that certain biological zinc/thiolate “cluster” motifs
can bind zinc tightly while retaining reactivity as zinc donors.
(Examples of this are the four-zinc and three-zinc clusters in
the a- and b-domains of MT and the two-zinc cluster in the
Gal4 protein, which is a transcription factor).[27, 28]


Figure 1. Sequence alignments of the four mammalian forms of MT (H. sa-
piens MT1A, MT2A, MT3 and MT4) with the b-domain on top and the a-
domain below. Conserved cysteines (*) and lysines are highlighted in yellow
and blue respectively. Key differences in the MT-3 sequence are highlighted
in red.


Figure 2. A) The a- and b-zinc-binding domains of MT and B) the structure
of rat Cd5Zn2MT-2 (PDB ID: 4MT2). Four cadmium atoms are bound in the a-
domain with one cadmium and two zinc atoms bound in the b-domain: Cd
(green) with Zn (blue) and S (gold).
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Towards this end, exchange of stable zinc with 65Zn has
served to probe the coordination dynamics of zinc “clusters.”
When mixed, MT-1 and -2 rapidly exchange zinc with each
other. Rapid chromatographic separation followed by radioac-
tive detection shows two distinct phases (kfast�5000 min�1


m
�1


and kslow�200 min�1
m
�1, at pH 8.6, 25 8C).[29] These rates are


thought to reflect the zinc exchange between the b- and a-
domains, respectively.


Zinc exchange (k�800 min�1
m
�1, pH 8.6, 25 8C) was also ob-


served between MT-2 and the Gal4 protein, which contains a
two-zinc cluster. This represents the first intermolecular zinc
exchange reported among heterologous proteins, which has
now been well documented. MT also transfers zinc to alkaline
phosphatase, carboxypeptidase A, sorbitol dehydrogenase and
glycerol phosphate dehydrogenase.[15, 28, 30] Zinc exchange be-
tween MT and zinc “finger” transcription factors has also been
observed (for example, TFIIIA and SP1). This zinc transfer has
been speculated to regulate gene expression through activa-
tion or inhibition of DNA binding.[15, 28] In fact, zinc can be shut-
tled in both directions—from MT to zinc apo enzymes and
from zinc enzymes to metal-free metallothionein (thionein, T).


Zinc transfer from MT to mitochondrial aconitase has also
been demonstrated in cell tissue. Heart extracts from MT-null
mice were incubated with 65Zn-MT or 65ZnCl2 to identify differ-
entially labeled proteins.[31] The zinc exchange was shown to
be due to a direct interaction between MT and aconitase. Fur-
ther evidence for a direct interaction between MT and apo
zinc-binding proteins was observed when these peptides were
separated from MT by a membrane through which only zinc
ions can diffuse. Zinc exchange was not detectable in the
membrane separated system, compared with the rapid ex-
change when the apoprotein and MT are mixed.[28] These im-
portant observations imply that bound zinc can only be deliv-
ered when a direct interaction between MT and zinc acceptors
occurs (that is, MT can serve as a zinc specific chaperone).


While zinc is often required for enzymatic activity, it can also
inhibit some enzymes; they include caspase-3, fructose 1,6-di-
phosphatase, glyceraldehyde 3-phosphate dehydrogenase, al-
dehyde dehydrogenase, tyrosine phosphatases, and yeast eno-
lase among others. The addition of metal-free metallothionein
can restore their enzymatic activity, thereby acting as a chelat-
ing agent which removes and sequesters zinc from the inhibit-
ed enzymes.[32]


Redox Activity of MT


While molecular zinc is redox inert, the cysteine sulfur ligands
of MT can be oxidized and reduced concomitantly with the re-
lease and binding of zinc and the formation and cleavage of
disulfide bonds. This oxidoreductive mechanism confers redox
activity on MT, with the redox chemistry originating from the
metal and its coordination environment. Hence, the coordina-
tion of zinc can become part of the redox environment of the
cell. Since the reduction potential of MT remains sufficiently
low (less than �366 mV), a number of physiological oxidants,
including disulfides and selenium compounds, can effect MT
oxidation.[15, 28, 33]


MT interacts with glutathione disulfide (GSSG) to release
zinc. The solvent-accessible zinc-bound thiolates of each
domain participate in a thiol/disulfide interchange with GSSG,
in which the initial interaction is the rate-limiting step; this
causes the clusters to collapse and release their zinc. This
mechanism was previously unknown and may play a signifi-
cant role in cellular zinc distribution. Since GSSG and its re-
duced form, glutathione (GSH), represent about 90 % of cellular
nonprotein sulfur, the GSH/GSSG couple is thus a major deter-
minant of the cellular redox state. With their inherent redox
behavior and zinc complementarity, sulfur donor ligands have
been depicted as eager acceptors/receptors of zinc from MT.


In zinc transfer reactions, MT does not release all of the
seven zinc atoms. At least one of them is more likely to trans-
fer than the balance. Full reactivation of metal-free sorbitol de-
hydrogenase requires a 1:1 molar ratio of MT; this indicates
that only one of the seven MT zinc atoms is transferred. Both
reduced GSH and GSSG modulate zinc release and transfer.[34]


GSSG oxidizes MT, enhancing the release and transfer of zinc
from MT three-fold, whereas GSH mediates zinc transfer from
enzymes to T. The GSSG concentration is the major determi-
nant of the rate. GSH has a dual function. In the absence of
GSSG, it inhibits zinc transfer from MT; this indicates that MT is
in a latent state when the cellular concentrations of GSH are
relatively high. However, when both GSH and GSSG are pres-
ent, zinc release is increased ten-fold and four zinc atoms can
be transferred.[34] Therefore, both GSH and GSSG are critical
modulators of the rates of zinc transfer and the ultimate
number of zinc atoms transferred. The zinc/thiolate interac-
tions and the structure of MT are both crucial in these interac-
tions, as well as in the regulation of zinc transfer (Scheme 1).


The stability constants (K) of most zinc enzymes are three
orders of magnitude lower than the measured overall stability
constant of MT (K ~1012-1013


m
�1) ; this renders zinc transfer


from MT thermodynamically unfavorable. However, the redox
mechanism at the MT zinc-thiolate cluster can overcome this
thermodynamic barrier and release additional zinc on demand.


All seven zinc atoms in MT seem to have similar coordination
environments, yet three distinct classes of zinc sites have been
observed that have stability constants that span over four
orders of magnitude. The first class of sites (Zn1–4) is bound
more strongly than the second (Zn5 and Zn6) However, theACHTUNGTRENNUNGstability constant of one zinc atom, (Zn7), is significantly lower
(Kd = 2.1 � 108


m
�1) than the other six.[24] This thermodynamically


enables the transfer of one zinc atom from MT to many other
zinc binding proteins.


Under normal in vivo conditions, MT forms disulfide bonds
after oxidative zinc release, as indicated by differential alkyla-
tion of its cysteine residues. The number of disulfide bonds in-
creases under conditions of oxidative stress.[35] Structurally, the
availability of 20 cysteines in MT would favor intramolecular di-
sulfide bond formation, but the high concentrations of MT in
vitro allow for the formation of dimers under oxidative condi-
tions.[22] The exact mechanism of disulfide bond formation is
unknown, although it has been found to be intra- rather than
intermolecular disulfide bonds located in both the a- and b-
domains have been observed.[22] Once formed, the disulfide
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bonds can be reduced by GSH but not by chemical reducing
agents such as 2-mercaptoethanol and dithiothreitol. However,
even at high concentrations of GSH or GSSG, the redox pro-
cesses are relatively slow.


Involvement of Selenium


Selenium containing peptides have been inferred to play an
important role in MT metabolism. The GSH/GSSG redox pair ef-
ficiently couples with the MT/T system in the presence of sele-
nocystamine, which can form a catalytic selenol ACHTUNGTRENNUNG(ate). This has
been suggested to be a very effective means of modulating
oxidoreduction under the reducing conditions in the cytosol.
Thus, the binding and release of zinc from zinc-thiolate coordi-
nation sites could be linked to redox catalysis by selenium
compounds, and thereby to changes in the GSH redox state
and to the availability of either a zinc donor or acceptor
(Scheme 1).[15, 28, 36]


Selenium is biologically essential and is an element whose
derivatives protect cells against oxidative stress; it also has ex-
hibited anti-neoplastic properties.[37] The interaction of seleni-
um (and tellurium) compounds with MT and GSH reveals a po-
tential role for these in the development of novel therapeutic
agents with zinc-releasing and antioxidant properties.[38, 39] Spe-
cifically, selenium may be incorporated into proteins in the
form of selenocysteine (Sec) and nonspecifically as selenome-
thionine.[40] It may therefore be possible to design and synthe-
size therapeutic agents and enzymes in which sulfur atoms are
replaced by Se.


In vivo, zinc always seems to associate with other cellularACHTUNGTRENNUNGligands and its movement is tightly regulated, while the
amount of “free” zinc remains very limited.[4] Chelating agents
such as tris buffer, citrate, or GSH mediate its transfer from zinc
enzymes to T.[41] The concentration of “free” zinc and the redox
state of the cell ultimately determine the overall distribution of
zinc from the MT/T system, but the number and identity of its
components has yet to be determined for most specific instan-
ces. In vivo, such a system might keep the cellular concentra-
tions of “free” zinc very low, and by acting as a temporary cel-


lular reservoir, release zinc in a process that is dy-
namically controlled. Therefore, a change in the
redox state of the cell could serve as a driving force
and signal for zinc distribution from MT, as con-
trolled by the zinc/thiolate cluster domains and cata-
lyzed by selenium derivatives (Scheme 1).


MT and Respiration


ATP and GTP form 1:1 complexes with MT-2 [Kd-ACHTUNGTRENNUNG(ATP) = 176�33 mm, pH 7.4] .[42] This interaction also
enhances the transfer of zinc to zinc-depleted sorbi-
tol dehydrogenase. Thus ATP (but not the corre-
sponding di- or monophosphates and pyrimidine
nucleotides) modulates zinc exchange from MT in a
manner similar to that of GSH/GSSG. Carbamoylation
of the lysines in MT totally abolishes ATP binding,
suggesting that these highly conserved residues are


part of the ATP binding site. Subsequent work by others could
find no evidence of ATP binding to MT.[43] However, NMR stud-
ies and scanning tunneling microscopy provided further evi-
dence for ATP binding and showed that chloride ions could
potentially interfere with ATP binding.[44] The interaction of ATP
also affects the N- and C-terminal amino acids of MT, enhanc-
ing the rate of thiol-disulfide interchange with Ellman’s reagent
[5,5-dithiobis-(Z-nitro benzoic acid)] , implying a change in the
conformation of MT.[44]


Scanning tunneling microscopy demonstrates that, in the
presence of ATP, the linear MT molecule bends by about 208 at
the central hinge between the a- and b-domains.[44] GSH inhib-
its ATP binding while GSSG enhances it. As a consequence, the
amount of ATP bound to MT in the cell is a function of the
GSH/GSSG couple. These interactions may be important in acti-
vating each cluster for zinc transfer in vivo.


The inhibition of oxidative phosphorylation by zinc has been
known for many years. All four complexes of the respiratory
chain are affected but only complexes I and III are inhibited
with high affinity.[45] There are two zinc binding sites in the
structure of complex III.[46] MT has also been proven to inhibit
oxygen consumption of intact mitochondria.[47] MT-null mice
(with MT-1 and -2 genes disrupted) develop a mild form of
obesity.[48] The incubation of mitochondria with physiological,
(micromolar) concentrations of MT results in the import of MT
into the mitochondria (the lysines of MT have been postulated
to be important in this transportation).


MT localizes in the mitochondrial inner membrane space of
the liver but not of the heart. The mitochondria and the elec-
tron transport chain are the primary sites of inhibition.[49] Free
zinc inhibits respiration at concentrations commensurate with
the zinc content of the MT or the isolated b-domain. Conse-
quently, MT could make zinc available for the inhibition of the
electron transport chain in mitochondria. Alternatively, res-ACHTUNGTRENNUNGpiration can be restored by the addition of T.[49] These obser-ACHTUNGTRENNUNGvations have resulted in speculation that zinc might serve
as a pacemaker of energy production, a reaction that would
be controlled strictly by the redox-linked MT/T system
(Scheme 1).[28, 50]


Scheme 1. Metallothionein redox cycle and its link to the function of MT in zinc homeo-
stasis. Zinc transfers are modulated by the GSH/GSSG ratio, selenium compounds, and
ATP. a) Removal of “free” Zn or Zn from enzymes (for instance caspases, tyrosine phos-
phatase). b) Zn activation of proteins and transcription factors (for instance sorbitol dehy-
drogenase and MTF-1) and Zn inhibition (for example respiratory chain complexes).
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MT and Oxidative Stress


Reactive oxygen and nitrogen species (ROS and RNS) are
known to cause oxidative damage, which implicates them in
major neurodegenerative diseases, including amyotrophic lat-
eral sclerosis (ALS; motor neuron disease), Parkinson’s, Creutz-
feldt-Jakob and Alzheimer’s diseases, as well as cardiovascular
disorders, respiratory distress syndrome, rheumatoid arthritis,
atherosclerosis, diabetes, essential hypertension, muscular dys-
trophy, cystic fibrosis, ulcerative colitis and aging.[51, 52]


The generation of ROS and RNS is inherently linked with me-
tabolism and respiration. Their metabolism involves many en-
zymes, including catalase, superoxide dismutase, reductase en-
zymes and peptides such as GSH.[53] In vitro, MT interacts with
numerous ROS (for example, superoxide, hydrogen peroxide,
hydroxy radicals, nitric oxide, and peroxynitrite) which is fol-
lowed by the release of zinc.[36] In fact, MT is more effective in
quenching radicals than GSH. ROS and oxidative stress also in-
crease the expression of MT-1 and MT-2 by way of the metal
response element-binding transcription factor-1 (MTF-1, a zinc
binding protein), which is the predominant regulatory protein
mediating MT induction.[54] Studies with both MT-overexpress-
ing and MT-null mice have further demonstrated that MT can
also protect against oxidative conditions.[36]


The induction of MT expression by the binding of zinc to
MTF-1 (Kd<90 mm) has been demonstrated in vivo both under
conditions of oxidative stress and in the presence of toxic
metals.[55, 56] Several other zinc responsive transcription factors
(for example, the Zur and ZntR metalloregulatory proteins,
which control the expression of zinc uptake and export genes)
display femtomolar levels of zinc sensitivity.[4]


Recently, a heat stable protein, obtained from bovine liver,
was identified as a zinc-containing MT which was found to act
as a reducing agent for certain forms of zinc-containing me-
thionine sulfoxide reductase (MsrB2 and MsrB3).[18] These MsrB
proteins reduce methionine sulfoxide, reversing the oxidation
of methionine by ROS. The expected physiological reducing
agent thioredoxin turned out not to be active for all of the
families of Msr enzymes. It seems possible that T could func-
tion as a reducing system for human MsrB3 by forming intra-
molecular disulfide bonds. Thioredoxin could then reduce
these disulfide bonds in oxidized T (thionin, To) to regenerate
T. Subsequent work has shown that selenocystamine, by cata-
lyzing the exchange of zinc from MT/T, could also reduce the
methionine sulfoxide reductase enzymes using thioredoxinACHTUNGTRENNUNGreductase or T as the reducing agent.[57]


The roles of MT and zinc distribution in respiration and the
protection against oxidative damage are potentially linked. The
release of zinc from MT under conditions of oxidative stress
and the interaction of MT with physiologically relevant oxi-
dants and reducing agents mentioned earlier highlight the im-
portance of MT in protecting the cell against oxidative damage
(Scheme 1). The aforementioned catalytic role of seleniumACHTUNGTRENNUNGderivatives in controlling the release and binding of zinc may
be crucial for these mechanisms.[15, 28, 50]


MT and the Central Nervous System


Zinc acts as a signaling agent in synaptic vesicles.[9] Along with
glutamate, zinc is stored selectively in and released from the
presynaptic vesicles of neurons in the cerebral cortex and can
then enter the postsynaptic neurons through a variety of zinc-
permeable gated channels. The metal seems to modulate the
overall excitability of the brain through its effects on receptors
and ion channels, thereby playing an important role in synap-
tic plasticity. However, excess zinc is toxic to neurons and vari-
ous mechanisms have been proposed to explain this toxici-
ty.[9, 58] MT is involved in a synergistic relationship between zinc
ions and nitric oxide. The latter is also a modulator of neuro-
transmitter release by activating the guanylate cyclase sys-ACHTUNGTRENNUNGtem.[59] Reaction of NO with MT causes zinc release and forma-
tion of disulfide bonds. Nitric oxide can be oxidized and re-
duced while zinc ions are redox insensitive. This reactivity sug-
gests that through its zinc/thiolate bonds, MT may be involved
in the transduction of a NO signal into a zinc signal.[8]


When compared with MT-1 and MT-2, the behavior of MT-3
(a growth inhibitory factor expressed mainly in the central
nervous system) is more complex.[60] This suggests a different
role for this MT isoform. Isolation of MT-3 yields a Cu4Zn3�4


species, in which the copper species are said to be in the b-
domain and zinc species in the a-domain.[14, 61] Growth inhibito-
ry activity in neuronal cell cultures has been found for the Zn7,
the Cu4Zn3 forms of MT-3 and its isolated N-terminal Zn3b


domain.[61, 62] MT-3, but not MT-1 or MT-2, was also found to
protect neurons from the toxic effects of amyloid b-pep-
tides.[63] The Thr5 insert, Pro7, Pro9 and Gln23 in the b-domain
are essential for the specific activity of the MT-3 isoform when
compared to MT-1 and MT-2 (Figure 1).[22, 64] The hexapeptide
insert in the a-domain has been implicated in a looser binding
of zinc in this cluster, consistent with the observation of a
redox labile zinc in the a-domain.[19, 65] In contrast to MT-1 and
MT-2, only the a-domain of MT-3 has been characterized struc-
turally in detail.[66] Attempts to define the structure of the b-
domain by way of NMR techniques have been hampered by its
rapid internal dynamics. These rapid dynamics have been
postulated to be important in determining the different prop-
erties of MT-3 as compared with the other isoforms.


Both copper and zinc have been implicated in neurodege-
nerative diseases (for example, amyotrophic lateral sclerosis,
Alzheimer’s, Parkinson’s and Creutzfeldt–Jakob diseases).[67, 68]


In Alzheimer’s disease, copper binds to the b-peptide, and in
Parkinson’s to the a-synuclein protein.[69] Copper and zinc are
linked to free radical damage implicated in the above neurode-
generative diseases but are also involved in protecting against
ROS through the Cu- and Zn-superoxide dismutases.[70] Genetic
variants of the superoxide dismutase enzymes promote protein
aggregation, which leads to amyotrophic lateral sclerosis.[71] A
zinc-dependent peptidasome has been shown to degrade the
amyloid b-peptide, which is associated with Alzheimer’s dis-
ease.[72] Neuroinflammation associated with the above disor-
ders up-regulates MT-1 and MT-2, while some investigators
report a down-regulation of MT-3 instead.[14, 73, 74]
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Cadmium bound to MT-3 can be replaced by reaction with
CuII.[75] Recent work suggests that the interaction of Zn7MT-3
with free CuII leads to subsequent copper incorporation, zinc
release, and disulfide bond formation.[76] The same group later
found that Zn7MT-3 could interact with CuII bound to soluble
and aggregated form of amyloid-b peptide.[77] In the presence
of ascorbate, Zn7MT-3 could prevent copper generated hydrox-
yl radical formation by quenching the redox activity of free or
amyloid-b bound CuII ions.[76, 77] This, along with the down reg-
ulation of MT-3 in these neurological disorders, has served to
infer a role for MT-3 in protecting the central nervous system
against copper-mediated toxicity. It should be noted that the
final characterization of the copper content, oxidation state
and cluster arrangements of the active form of MT-3 in vivo
has yet to be proven.


Evidence for the Existence of Physiological
Thionein


Historically, biological roles for T have been dismissed because,
in vitro, it seemed to be degraded by proteases much more
rapidly than the metal bound form. The zinc-bound thiolate
groups of MT are chemically reactive when compared with
those of other zinc proteins but they are considerably lessACHTUNGTRENNUNGreactive than those in metal-free T. As discussed, such MT/T
redox systems implicate important physiological roles for the
metal-free T in tissues.


Evidence for the existence of T was the result of studies of
neoplastic cell lines.[78] Both the metal and thiol contents of
the native protein have been measured along with the total
protein. Comparison of the total metal and thiol concentra-
tions of MT demonstrate the presence of T in the native
sample. The observation that all seven zinc atoms in MT do
not bind with the same strength suggests that MT may exist
as a dynamic protein with different species for example,
Zn4MT, Zn6MT and Zn7MT, present.[24] Presumably the cysteine
ligands not involved in metal binding in these species may be
present as reduced thiols (T-like species, Tr) or disulfides (To).


Comparison of the total metal and thiol concentrations of
MT show that the concentration of thiols exceed those of
metal ligands, indicating the presence of metal-deficient MT
species in the native sample.[78] Recently the development of
assays for the detection of these metal-deficient species of MT,
in both the reduced (Tr) and oxidized (To) form, have shown
that, under physiological conditions, all three species are pres-
ent in cells and that a significant proportion of MT exists as the
metal-free species. Rat liver contains 27 % total T (Tr+To), 26 %
of which is in the oxidized form, To. Rat kidney and brainACHTUNGTRENNUNGcontain greater than 50 % metal-deficient MT (Tr+To).[79, 80] The
same investigators measured the zinc buffering capacity of
human cancer cells, and determined that excess zinc induced
T expression ensuring a surplus of zinc binding ligands.[81]


Therefore, it appears that in cells, MT may exist as a dynamic
protein with different species (for example, MT and metal-defi-
cient Tr, and To) dependent on the state of the cell. The identifi-
cation of metal-free T and its oxidized form, To, in cells shows
that MT may undergo dynamic changes in vivo, and therefore


act as a zinc buffer. This evidence implies that the MT/T redox
system plays an essential role in controlling zinc delivery.


Conclusions and Outlook


The biological role of zinc was slow to be appreciated due to
the lack of color of its salts and apparent absence of redox ac-
tivity. However, the compatibility of zinc with sulfur and the
formation of zinc/cysteine cluster motifs in MT has since been
recognized to confer oxidoreductive properties on the bound
zinc.[82] This is consistent with the frequent occurrence of cys-
teines as ligands in proteins as a means both for tight and
weak binding of zinc through thiols and disulfides, respective-
ly,[83] as well as the use of cysteine ligands as redox sensitive
regulatory switches.[84] The control of cellular zinc distribution
by a MT/T redox system can be related to the function of the
energy state of the cell as witnessed by the interactions of MT/
T with ATP, GSH and ROS and the reduction of MsrB3 by T. This
represents one of the long sought roles of the MT/T system. In
this regard, it would appear that MT might be analogous to
ATP, which confers oxidative properties on inorganic phos-
phate.[85] MT might function through a similar redox mecha-
nism, by distributing zinc to enzymes in metabolic networks
including respiration and gene expression. These specifics, and
those yet to be determined, refute the widely held belief that
MT primarily scavenges radicals or detoxifies metals. The cata-
lytic interactions of selenium and tellurium derivatives with MT
may feature prominently in the development of Se/Te chemical
or protein based therapeutic approaches to address cellular
zinc imbalance.


It also seems possible that MT plays a role in neural activity,
both by storing and distributing zinc for the neuronal network
and protecting it against cellular damage. There is evidence
that MTs expressed in astrocytes following CNS injury exhibit
both neuroprotective and neurodegenerative properties and
may be essential for recovery. Since these proteins lack signal
peptides and have well-characterized free radical scavenging
and heavy metal binding properties, the neuroprotective func-
tions of MTs have been attributed to their intracellular roles.[86]


However, recent work has suggested that extracellularly ap-
plied MT and a peptide modeled after MT might induce an
effect on neurons in the brain through binding to neuronal re-
ceptors. If so, this would initiate signal transduction pathways
resulting in neurite outgrowth and survival.[87]


The neural functions of MT are complicated by the observa-
tion that MT-3, which predominates in the central nervous
system, is isolated with copper and zinc bound to separateACHTUNGTRENNUNGdomains. While the precise metal composition of MT-3 in vivo
remains to be identified, the protein’s rapid-dynamic structure
might be central to its various roles in neurodegenerative dis-
eases, in which both zinc and copper have been implicated.
However, the characterization of physiological copper reactivity
and regulation with regard to MT-3 remains inadequately de-
fined.


The metal-sulfide bonds of MT clusters underlie all of these
functions as judged by the unexpected consequences of the
release of the redox inactive zinc from MT by physiological oxi-
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dizing agents, the concomitant oxidation of sulfhydryl groups,
and the transfer of zinc from MT to zinc-dependent enzymes.


Present evidence strongly suggests that the various forms of
MT are unique to the specific needs of biology, particularly in
maintaining oxidoreductive homeostasis. The remarkable com-
position and structure of this molecule guarantee the preserva-
tion and integrity of its function (that is, survival of life process-
es)—the major objective of the medical sciences. Ongoing
spectroscopic studies fully support the above considerations
and their extensions to the role of MT-3 in biological process-
es.[88]
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Biological Implications of the Ribosome’s Stunning
Stereochemistry
Ella Zimmerman and Ada Yonath*[a]


Introduction


Gene expression requires machinery for the translation of
linear DNA sequences into the corresponding linear sequences
of amino acids that will eventually become proteins. The com-
plex apparatus responsible for this process is comprised of
over 100 cellular components, among them RNA-rich particles,
associated with the endoplasmic reticulum, that were detected
in the middle of the 20th century and have been suggested to
provide sites for gene expression.[1, 2] These particles, which
were initially called “Palade Particles” and later “ribosomes,”
are the main players of this process. They act as the largest
known macromolecular enzymes and provide the machinery
for this process. Constant programmed cell death (correspond-
ing with constant protein degradation) requires the simultane-
ous production of proteins. Hundreds of thousands of ribo-
somes are present in typical mammalian cells. Quickly replicat-
ing cells, for example hepatocytes, can contain a few millionACHTUNGTRENNUNGribosomes, even bacterial cells can contain up to 100 000 ribo-
somes during their logarithmic growth period.


Ribosomes act as polymerases that synthesize proteins by
adding one amino acid at a time to a growing peptide chain,
while translocating along the messenger RNA (mRNA) tem-
plate. They produce nascent proteins on a continuous basis at
an incredible speed of about 20 peptide bonds per second,
and the entire process is highly regulated by various transla-
tion factors. Intensive biochemical research over the last half
century has resulted in a fairly detailed description of various
ribosomal functions, as well as in the physicochemical charac-
terization of the ribosome’s numerous components. These
studies showed that in all species ribosomes are built of two
unequal subunits that associate to perform protein biosynthe-
sis. Each subunit is a giant assembly of long chains of riboso-
mal RNA (rRNA), in which many ribosomal proteins (r-proteins)
are entangled. The ratio of rRNA to r-proteins (~2:1) is main-
tained throughout evolution, with the exception of mammali-
an mitochondrial ribosome, in which almost half of the bacteri-


al rRNA is replaced by r-proteins. Within the assembled func-
tional ribosome (Figure 1 A), the small subunit provides the
path along which the mRNA progresses, the decoding center,
and the mechanism that controls translation fidelity. The large
subunit contains the catalytic site, where the polymerization of
amino acids occurs, and the protein exit tunnel, along which
nascent proteins progress until they emerge out of the ribo-
some.


The tRNA molecules that carry the amino acids to be incor-
porated into the growing nascent chains are double-helical,
L-shaped molecules that contain an anticodon loop, which
matches its complementary three-nucleotide codes on the
mRNA, and a 3’-end, which is a single strand with the universal
sequence CCA, to which the cognate amino acid is bound co-
valently. The tRNA molecules are the non-ribosomal entities
that combine the two subunits as their three binding sites, A-
(aminoacyl), P- (peptidyl), and E- (exit) sites, reside on both
subunits of the ribosome. At the A- and P-sites, the tRNA anti-
codon loops interact with the mRNA on the small subunit, and
their acceptor stems with the aminoacylated or peptidylated
3’-end are located on the large subunit.


Efforts initiated at the beginning of the 1980s[3] and followed
by two decades of progressive methodical developments,[4]


yielded high-resolution three-dimensional structures of riboso-
mal particles and their complexes with substrate analogues, in-
hibitors, antibiotics, and non-ribosomal factors, which facilitate
the translation process and initial nascent protein folding.
These structures revealed that the ribosome’s architecture and
its inherent mobility provide the machinery for all stages of


The ribosome’s striking architecture is ingeniously designed for its
efficient polymerase activity in the biosynthesis of proteins, which
is a prerequisite for cell vitality. This elaborate architecture is
comprised of a universal symmetrical region that connects all of
the ribosomal functional centers involved in protein biosynthesis.
Assisted by the mobility of selected ribosomal nucleotides, the
symmetrical region provides the structural tools that are required
not only for peptide bond formation, but also for fast and


smooth successive elongation of nascent proteins. It confines the
path along which the A-tRNA 3’-end is rotated into the P-site in
concert with the overall tRNA/mRNA sideways movement, thus
providing the required stereochemistry for peptide bond forma-
tion and substrate-mediated catalysis. The extreme flexibility of
the nucleotides that facilitate peptide bond formation is beingACHTUNGTRENNUNGexploited to promote antibiotic selectivity and synergism, as well
as to combat antibiotic resistance.
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protein biosynthesis and enable its active involvement in the
process (reviewed in ref. [5]). Comparative analysis of these
structures, and their integration with structural observations
obtained by other methods, such as cryo-electron microscopy
(EM) and single-molecule fluorescence spectroscopy, confirmed
that while elongation proceeds, the two subunits perform co-
operatively, and all of the functional tasks that comprise trans-
lation are performed mainly, albeit not exclusively, by riboso-
mal RNA. This analysis also showed that the ribosome is aACHTUNGTRENNUNGdynamic molecular machine that utilizes conformational re-ACHTUNGTRENNUNGarrangements as an integral part of the translation machinery.
Interpolations between crystal structures that represent the
various functional states enabled the dynamic description of
several key components of ribosomal function.


This article focuses on the biological implications of the crys-
tallographic findings, with an emphasis on the chemical as-
pects of the translation process. It highlights the link between
ribosomal architecture, its significant conformational mobility,
and the reactions that it catalyzes, including successive pep-
tide bond formation and tRNA release. It also addresses issues
such as chirality discrimination, the universality of the tRNA
CCA end, and the possible chaperone activity of the ribosome.
It also shed light on the chemical characterization of the action
of ribosomal antibiotics, their selectivity, synergism, and mech-
anisms for acquiring resistance to antibiotics. These target ri-
bosomes because of their key contribution to a fundamental
life process.


Initiation and Decoding: ArchitecturalACHTUNGTRENNUNGConsiderations


The initiation of protein biosynthesis is an incredibly intricate
process.[6] This dynamic step is triggered by initiation factors
and the construction of the initiation complex, which is com-
posed of the small ribosomal subunit, mRNA, and an initiator
tRNA. It hinges on the accurate positioning of mRNA on the
small ribosomal subunit, which is a prerequisite for correct
translation. As is the case for all other main ribosomal tasks,
mRNA positioning is guided and controlled by the elaborateACHTUNGTRENNUNGribosomal architecture, which contains a purine-rich sequence
made of a few nucleotides, called the “Shine–Dalgarno se-
quence” in prokaryotes. This sticky sequence anchors the 5’-
end of the mRNA onto the small ribosomal subunit through
the formation of numerous interactions, including base pair-
ing.[7]


mRNA binding involves a latch-like closing–opening mecha-
nism[8–9] that is performed by the small subunit by coordinated
“head”–“shoulder” and “head”–“platform” motions (Figure 1 B).
These movements can be minimized either naturally, through
the entrance of mRNA into its groove on the small subunit, or
chemically, by post crystallization chemical treatment with
minute amounts of the heteropolytungstate [(NH4)6ACHTUNGTRENNUNG(P2W18O62)·
14 H2O]. This tungstate cluster played a dual role in the deter-
mination of the structure of the small ribosomal subunit. In ad-
dition to providing anomalous phasing power, it dramatically
increased the resolution of the X-ray diffraction from the initial
7–9 � to 3 �. Further analysis showed that the tungstate clus-


Figure 1. Functional mobility of the small subunit. A) The assembled 70S ribosome (obtained by docking the two ribosomal subunits, T30S[8] and D50S[11]


based on the available structures of the entire ribosome[8, 12, 13]) ; the approximate position of the decoding center (the yellow circle) is indicated. B) Superposi-
tion of all known structures of the small ribosomal subunit, showing the “front view” (namely, the intersubunit interface), represented as its rRNA backbone.
(Blue: T30S[8] ; pink and beige: two traceable folds among the ensemble of conformations that exist in T30S low resolution crystals ;[8] cyan and green: the two
conformations that exist in the crystal structure of the entire ribosome from E. coli, E70S;[9] grey and purple: the conformation within the functional com-
plexes of the entire ribosome from T. thermophilus, T70S[12, 13]) The figure shows the main architectural features (head, platform, shoulder, and latch), the ap-
proximate positions of the mRNA channel (pink dots) and of the decoding center (D) and various folds of the “head” that indicate its functional flexibility. It
also hints at the feature that is supposed to enable the head mobility—the slender connection between it and the rest of the subunit. The directions of two
functional motions are indicated by arrows. The left arrow represents the latch-closing motion that creates a pore for the incoming mRNA. The right arrow
represents the coordinated platform–head motion. Together, these motions facilitate mRNA attachment and progression. Because the structure of the body is
almost identical in all known crystal structures, only that of T30S[8] is shown (blue ribbons and cyan filling). C) Head mobility and its fixation by the heteropo-
lytungstate clusters. Most of the heteropolytungstate cluster molecules bound to T30S[8] are shown as blue balls. R-protein S2 of the two adjacent particles
(shown in purple) intertwine and provide the forces that stabilize the “head” conformation.
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ter was securely and quantitatively attached to well-defined lo-
cations of the small subunit, thus stabilizing a selected func-
tional conformation (the “open latch”) within crystals contain-
ing more than two different head conformations (Figure 1 B).
Fourteen cluster molecules bind to each of the crystallized
small ribosomal subunits through interactions with positively
charged side chains of the extended loops or with the termini
of r-proteins exposed on the ribosome surface. Among those,
four are attached to the r-protein S2, which possesses extreme-
ly flexible, long, and positively charged C and N termini (Fig-
ure 1 C), in a manner that consequently influences the rigidity
of the subunit by controlling the internal flexibility of the
region surrounding the mRNA chain, and by gluing together
proximal pairs of crystallized particles.[10]


Once the initiator tRNA binds to the start codon (AUG) at
the P-site, which is downstream of the sticky sequence that an-
chors and direct the mRNA binding, the construction of the ini-
tiation complex is completed. The two subunits associate, and
intersubunit bridges are formed by conformational rearrange-
ments.[11–14] Local ribosome mobility also plays a major role in
the selection of the incoming aminoacylated tRNAs (aa-tRNAS)
and in proofreading translation;[15–17] the inherent flexibility of
the decoding center for monitoring base pairing at the first
two positions of each codon is exploited. Noncanonical base
pairs at the third position are tolerated by the ribosome.


Among the newly formed intersubunit bridges, B1a (the A-
finger; Figure 2 A and B) and B2a (the connecting elementACHTUNGTRENNUNGbetween the peptidyl-transferase-center (PTC) environs in the
large subunit with the decoding center in the small subunit)
play key roles in substrate accommodation and positioning.
Located at the heart of the ribosome, B2a (helix H69 of the
large subunit) is a highly flexible, multifunctional feature. In
the assembled ribosome, regardless of its source (Thermus ther-
mophilus or E. coli, T70S and E70S, respectively) and/or its func-
tional state, B2a stretches out towards the small subunit and
interacts with both the A-site and the P-site tRNA mole-
cules.[9, 12–14] However, in the unbound large subunit of Deino-
coccus radiodurans, D50S, it is positioned at the subunit inter-
face with a distinctly different conformation.[11] The significant
flexibility of the bridges that allow their conformational rear-
rangements also seems to facilitate the deactivation of ribo-
somes under unfavorable conditions. Thus, these bridges can
become readily disordered under conditions that are far from
physiological, as was observed in crystal structures of the large
ribosomal subunit from Haloarcula marismortui, H50S.[18]


The motions of bridge B1a, which appears to also act as a
guide for the entrance of A-site tRNA, are limited by a particu-
lar r-protein called L25, TL5, and CTC in E. coli, T. thermophilus
and D. radiodurans, respectively. This protein seems to have
evolved according to environmental conditions. In the meso-
phile E. coli, the single domain ribosomal protein (r-protein)
L25 is located on the solvent side of this bridge in a position
that prevents slippage of this bridge away from the core parti-
cle. In the thermophile T. thermophilus, one of the two domains
of r-protein TL5 is replaced by L25, and its second domainACHTUNGTRENNUNGinteracts with B1a from its other solvent side so that the two
domains can hinder almost all uncontrolled motions of this


bridge towards the ribosome periphery; this provides addition-
al stability at high temperature. In D. radiodurans, which is aACHTUNGTRENNUNGremarkably robust organism that can survive under extreme
stress conditions including starvation, irradiation, and in high
as well as low temperatures, this protein (called CTC, after a
general shock protein) replaces the E. coli r-proteins L25 and
its homologue TL5 in T50S (Figures 2 A and B). Within the
known members of the CTC protein family, the CTC protein
from D. radiodurans is the longest. It contains 253 residues,
which makes it about 150 residues longer than L25 and 60 res-
idues longer than TL5. CTC contains three domains. The third
domain can reach the A-site and restrict the space that is avail-
able for the tRNA molecules. Because it is built of three long
a helices connected by a pointed slim end that can function as
a flexible hinge, CTC can control or even eliminate A-site tRNA
binding under unfavorable conditions. Hence, it might be part
of the mechanisms that D. radiodurans developed for survival
under extremely stressful conditions.[19]


In prokaryotes, three non-ribosomal protein factors are in-
volved in initiation. Initiation factor 3 (IF3) binds to the small
subunit in proximity to the mRNA-progressing channel, and its
C-terminal domain interacts extensively with the flexible termi-
ni of r-protein S18, which protrudes into the solution. Interest-
ingly, one of the heteropolytungstate molecules that binds to
the small subunit stabilizes the conformation of the flexible
termini of r-protein S18, mimics the conformation required for
binding of the C-terminal domain of initiation factor IF3, and
competes with its binding.[20–21] In this position the C-terminal
domain of IF3 can interfere with subunit association and pro-
mote the fidelity of P-site codon–anticodon interactions by ex-
ploiting its inherent flexibility for positioning of its N terminus
domain. Once the initial P-site tRNA binds, the two subunits
associate to form the functional ribosome concomitantly with
IF3 dissociation.[22] In eukaryotes, more regulatory factors are
involved; this increases the complexity of this step by an order
of magnitude.[23]


Is Substrate Positioning always Apt for Peptide
Bond Formation?


Progression of the mRNA by one codon at a time along itsACHTUNGTRENNUNGdefined path from the A- to the P-site in the 3’-to-5’ direction
is guided by the ribosome’s architecture, which provides the
geometrical means for preventing backwards or sideways slip-
page of the mRNA, namely a kink in the mRNA path that sepa-
rates the A-site from the P-site in the decoding center.[7–8, 12–14]


Large-scale lateral movements of two large subunit stalks,
which are called L7/L12 and L1 (Figure 2 A) assist A-site tRNA
entrance and E-site tRNA exit, respectively.[5, 11, 14, 19] A-toP-site
passage of the mRNA and the two tRNAs that are bound to it
that occurs in each elongation cycle is driven by the GTPase
activity of two elongation factors Tu (EF-Tu) and G (EF-G). The
peptide bond is formed in the large subunit simultaneously
with the advancement of the mRNA/tRNA along the mRNA
path in the small subunit. This process involves the transloca-
tion of the tRNA 3’-end from the A- to the P-site within the
PTC concurrently with mRNA progression, detachment of the
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P-site tRNA from the growing polypeptide chain, passage of
the deacylated tRNA molecule into the E-site and subsequent
release of the tRNA molecule.


At the early stages of ribosome research, ribosomal proteins
were believed to perform most ribosomal functional tasks, in-
cluding the catalysis of peptide bond formation. At that time


Figure 2. Architectural elements that facilitate peptide bond formation and nascent chain elongation. The A-site tRNA (or its mimic) and the derived P-site
tRNA are shown in blue and green, respectively. A) The interface face of the large subunit, D50S,[11] is shown as ribbons. The rRNA is grey, except for bridge
B1a (the A-finger), which is shown in yellow. The r-proteins are blue, green, and purple, except for CTC, which is shown in orange. The mobile structural fea-
tures that participate in the translation process (L1 and L7/12 stacks) are marked. B) Top: The location of the symmetrical region and its extensions within the
large subunit, indicating its central role in connecting all of the ribosomal functional regions that are involved in amino acid polymerization, including L7/L12,
which acts as the A-site tRNA entrance site, and L1, which serves as the E-tRNA exiting gate, both known to undergo a coordinated lateral movements dur ACHTUNGTRENNUNGing
elongation. Bridge B2a extends towards the decoding center in the small subunit (not shown). The two symmetrical subregions that contain the A- and the
P-sites are shown in blue and green, respectively, and the extensions, which comprise the L1 and L7/12 stalks are shown in gold. The red “snowflake” indi-
cates the position of protein CTC and of bridge B1a that is adjacent to it. Bottom: The PTC region is enlarged. The ribosomal RNA is shown in grey, except for
the two anchoring–propelling nucleotides, A2602 and U2585, which are shown in magenta and orange, respectively. The void that is available for the tRNA
3’-end translocation is in light blue (constructed by simulation of the rotatory motion). The approximate positions of the A and the P-sites as well as of the
quantum-mechanical-computed transition state of this reaction (TS) are indicated. C) The tRNA-synchronized motions are comprised of a sideways shift,
which is performed as a part of the overall mRNA/tRNA translocation, and the rotatory motion of the A-tRNA 3’-end along a path confined by the PTC walls.
The rRNA nucleotide comprises the PTC walls that confine the rotatory motion are shown in gray. The directions of the two components of the tRNA motions
are indicated by blue-green arrows, and the imaginary twofold symmetry axis is in red. D) The flexibility of nucleotide A2602. Two conformations of this nu-
cleotide, rotated 1808 apart, as obtained in native D50S[11] and in its complex with sparsomycin[33] (called: SPAR). A-site tRNA mimic (ASM in ref. [8]) and the
derived P-site tRNA are shown in blue and green, for orientation.
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ribosomal RNA was thought to provide the scaffold that holds
the numerous ribosomal proteins in an orientation that allows
them to perform their tasks.[24, 25] In the late 1980s the impor-
tance of ribosomal RNA (rRNA) became evident,[26] and in the
1990s the dominance of rRNA in ribosome functional activity
was proven biochemically.[27] All available crystal structu-
res[9, 11–14, 18] show that in the assembled bacterial ribosomes,
the intersubunit interface surfaces are rich in rRNA. Because
both the decoding center and the site of peptide bond forma-
tion (called the PTC) reside in proximity to the intersubunit in-
terface, they are located in rRNA-predominant environments.
Based on the high sequence conservation of the interfacingACHTUNGTRENNUNGribosomal regions, it is conceivable that the intersubunit inter-
faces of all ribosomes throughout evolution, are rich in rRNA.
Hence, unlike typical polymerases, which are pure protein en-
zymes, the major, albeit not the only, player in the polymerase
activity of the ribosome is rRNA. Thus, although a single pep-
tide bond can be formed in a protein-free environment, a few
proteins (L2, L16, L27) seem to assist the subsequent steps like
the sequential repetition of this reaction, or, in other words,
amino acids polymerization (reviewed in refs. [10], [19] and
[28]).


Despite the extensive studies aimed at the identification of
the chemical nature of the initial step in protein biosynthesis
(namely the creation of the first peptide bond), the fine details
of this step and the precise contribution of the ribosome to it
have remained controversial, and are still not fully character-
ized (reviewed in ref. [29]). The initial suggestion that three
specific rRNA nucleotides catalyze peptide bond formation by
the general acid–base mechanism that was based on the crys-
tal structure of complexes of the large ribosomal subunit from
Haloarcula marismortui (H50S), which was detemined under far
from optimal functional conditions,[18] was quickly challenged
by a battery of biochemical and mutational studies.[30–32]


It appears that the choice of substrate analogues is partially
responsible for the misinterpretations. Thus, although amino-ACHTUNGTRENNUNGacylated tRNA molecules are the natural substrates of ribo-
somes, “minimal substrates”, which are also called “fragment
reaction substrates” and are capable of producing only a
single peptide bond, are commonly used biochemically. Typical
“minimal substrates” are derivatives of puromycin (O-methylACHTUNGTRENNUNGtyrosine that is linked to N6-dimethyl adenosine through an
amide bond). They resemble the tip of the aminoacylated-
tRNA CCA end, but lack the hydrolysable ester function. Their
small size leads one to the assumption that such substrates
can readily diffuse into the PTC in a more efficient fashion than
full-length tRNA molecules. However, biochemical and kinetic
studies indicate that the peptide bond formation by “minimal
substrates” is significantly slower than that of full-length ami-
noacylated-tRNAs. This unpredictable finding was one of the
intriguing issues to which no suitable explanation was avail-
able before the crystal structures of ribosomes in complex with
various substrate analogues were determined.


Architectural elements that contribute to peptide bond for-
mation were identified in the structures of a complex of D50S
with different-sized constructs that mimic specific parts of ami-
noacylated tRNA. One of those is an analogue of the tRNA ac-


ceptor stem and its aminoacylated 3’-end (ASM), which is the
entire fraction of A-site tRNA that binds to the large subunit.
The other structure is a minimal substrate that mimics the ami-
noacylated tRNA CCA end.[33–34] Although both complexes
were obtained under the same conditions, which were opti-
mized for efficient protein biosynthesis, these two substrate
analogous bind to the PTC in different orientations. Thus, ASM,
which resembles a full-length tRNA, is aligned by an extensive
net of interactions between its acceptor stem and the cavity
that leads to the PTC.[33] These interactions govern its accurate
positioning in the PTC at the precise orientation that is re-
quired for efficient and smooth peptide bond formation. In
contrast, only a few interactions are created by the “minimal
substrate.” These few interactions enable the minimal sub-
strate to utilize the space of the A-site tRNA 3’-end, but at a
slightly different orientation; similar to those obtained for
H50S complexes with various minimal substrates, most of
which require additional positional rearrangements to reach
the precise orientation that is required for peptide bond for-
mation.[35, 36] Thus, the D50S–ASM complex demonstrates the
significance of the interactions between the tRNA acceptor
stem and the walls of the cavity that leads to the PTC. Compar-
isons between the positioning of ASM and the “minimal sub-
strates” in complexes with D50S as well as with H50S shed
light on the PTC’s ability to accommodate substrates at ap-
proximate orientations.[36] Consistently, the overwhelming dif-
ferences in the duration of the formation of single peptide
bonds by “minimal substrates” and by full-length tRNAs areACHTUNGTRENNUNGrationalized by the requirement of the latter to undergo posi-
tional rearrangements due to their approximate position-
ing.[35, 36]


Incorporating structural data that was obtained from addi-
tional ribosomal crystal forms highlights the PTC’s remarkable
ability to rearrange itself upon substrate binding[12, 36] and veri-
fies the findings that the peptidyl transfer reaction is modulat-
ed by conformational changes at the active site.[37–40] Notably,
the D50S–ASM complex[33] is so far the only complex with an
A-site tRNA mimic that extends beyond the tip of the tRNA 3’-
end, although crystals supposedly containing assembled ribo-
somes with two and/or three tRNA molecules have been sub-
jected to crystallographic analysis.[12–13] The current conclu-
sions, which are based on comparing the structures of ribo-
somes with substrate analogues of various lengths, advanced
the comprehension of peptide bond formation significantly.
They indicate that rather than participating chemically in pep-
tide bond formation, the ribosomal architecture positions its
natural substrates in an orientation that is suitable for peptide
bond formation, thus providing positional catalysis.[33–34] Impor-
tantly, peptide bonds can be formed in a semiefficient manner
by compounds that possess various conformations, some of
which mimic approximately parts of the tRNA sub-
strates,[18, 27, 35, 37, 41] and hence require ribosomal and/or sub-
strate rearrangements for proper substrate positioning[5, 34] and
for promoting substrate-mediated chemical acceleration of
peptide bond formation.[40–42] This is in accord with the finding
that rapid and smooth peptide bond formation requires full-
length tRNA in both the A and P sites, as observed by chemi-
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cal,[40, 42–43] atomic,[44] and molecular mutagenesis,[45, 46] computa-
tional,[47–49] and kinetic[38, 39, 50, 51] methods.


The currently accepted view of the mechanism of peptide
bond formation is consistent with ribosomal positional cataly-
sis that is accelerated and assisted by its P-site tRNA substrate.
However, despite intensive efforts to elucidate the details of
peptide bond formation by various noncrystallographic meth-
ods (review in ref. [52]) the detailed mechanism of peptide
bond formation is still a mystery, and may be revealed by X-
ray structures of ribosomes that contain both the aminoacylat-
ed and the peptidyl tRNAs in the PTC.


From Peptide Bond Formation to Amino Acid
Polymerization


If time is not an issue, single peptide bonds can be formed
with no assistance whatsoever, but the repetition of this re-ACHTUNGTRENNUNGaction requires elaborate architecture. As the ribosome’s main
task is amino acid polymerization; it provides the means not
only for the mere formation of peptide bonds, but also for the
progression of the reaction.


Both peptide bond formation and the ribosomal polymerase
activity are governed by the striking architecture of the ribo-
some. Although the ribosome is asymmetric, it contains a
highly conserved region of 180 nucleotides (Figure 2 B), in
which the rRNA fold and the orientations of its nucleotides,
but not their sequences, are related by pseudo twofold sym-
metry.[33–34] This sizable intraribosomal symmetrical region has
been identified in all known structures of large ribosomal sub-
units, regardless of their source (mesophilic, thermophilic, radi-
ophilic, and halophilic bacteria), their kingdom of life (eubacte-
ria and archaea), their functional state (assembled ribosome or
unbound subunit, and their complexes with substrate ana-
logues or inhibitors). Remarkably, despite the significant size
differences between ribsomes from various kingdoms of life,
the functional regions of the ribosomes are rather well con-
served, with the highest level of sequence conservation at
their central core, and the largest structural differences located
at the periphery. The core contains the symmetrical region in
which 98 % of the nucleotides are found in >95 % of sequen-
ces (from 930 different species from the three domains of life),
but, remarkably, only 36 % of all E. coli nucleotides, excluding
the symmetrical region, can be categorized as such. Important-
ly, 75 % of the 27 nucleotides that lie within 10 � of the sym-
metry axis are highly conserved. Among them, seven are com-
pletely conserved.[34]


The universality of the symmetrical region and the high level
of sequence conservation that was detected even in mitochon-
drial ribosomes, in which half the ribosomal RNA is replaced
by proteins, and the ability of this region to provide all of the
structural elements required for performing polypeptide elon-
gation, suggest that the ribosome evolved by gene fusion or
duplication. Furthermore, the preservation of the three-dimen-
sional structure of the two halves of the ribosomal frame,ACHTUNGTRENNUNGregardless of the sequence, demonstrates the rigorous stereo-
chemical requirements for accurate substrate positioning
during peptide bond formation. This, as well as the universality


of the symmetrical region, led to the assumption that the an-
cient ribosome contained a similar pocket that was confined
by two RNA chains.


The symmetrical region is located in and around the PTC,
and connects, either directly or by is extensions, all ribosomal
functional regions that are involved in amino acid polymeri-
zation, including the tRNA entrance/exit dynamic stalks, the
PTC, and the bridge that connects the PTC cavity with the vi-
cinity of the decoding center in the small subunit and the nas-
cent protein exit tunnel (Figure 2 B). Hence, it can serve as the
central feature for signaling between all the functional regions
that are involved in protein biosynthesis, that are located re-
motely from each other (up to 200 � away), but must “talk” to
each other during elongation,[34] thus guarantying smoothACHTUNGTRENNUNGsuccession of amino acid polymerization. A suitable example is
the direct connection between peptide bond formation in the
large subunit and the association of the mRNA with the small
subunit.[53]


The linkage between the elaborate PTC architecture and the
A-site tRNA position that was observed crystallographically[33]


indicates that the translocation of the tRNA 3’-end is per-
formed by a combination of two independent, albeit synchron-
ized motions: a sideways shift, which is performed as part of
the overall mRNA/tRNA translocation, and a rotatory motion of
the A-tRNA 3’-end, around the bond connecting it with the
tRNA helical regions along a path that is confined by the PTC
walls (Figures 2 B and C). This bond coincides with an imagina-
ry axis that passes through the symmetry-related region. The
rotary motion is guided by a rRNA scaffold along an exact pat-
tern (called the PTC “rear wall”) and results in stereochemistry
that is optimal for peptide bond formation, and in a geometry
that ensures the entrance of nascent proteins into their exit
tunnel. While the PTC rear wall confines and guides the rotato-
ry path, two universal nucleotides A2602 and U2585 (E. coli no-
menclature throughout) of the PTC “front wall”, which bulges
towards the twofold symmetry axis and do not obey the two-
fold symmetry, anchor this motion. Both nucleotides are highly
flexible (Figure 2 D), and their mobility appears to play major
roles in the rotatory motion. The nucleotide A2602 seems to
propel the motion, and potential rearrangements of U2585
seem to facilitate chirality discrimination and ensure proper
chirality by prohibiting d-amino acid incorporation.[54]


The rotatory motion positions the proximal 2’-hydroxyl of
the P-site tRNA A76 in the same position and orientation that
is found in crystals of the entire ribosome with mRNA,[12–13] and
allows for chemical catalysis of peptide bond formation by A76
of the P-site tRNA.[42] It therefore appears that the ribosomal
architecture and its mobility provides all of the structural ele-
ments that enable the ribosome to function as an amino acid
polymerase, including the formation of two symmetrical uni-
versal base pairs between the tRNAs and the PTC,[33–34] thus al-
lowing for a prerequisite for substrate-mediated acceleration[42]


and for the direction of the nascent protein into the exit
tunnel.


Simulation studies indicated that during the rotatory
motion, the rotating moiety interacts with ribosomal nucleo-
tides and confines the rotatory path along the PTC “rear
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wall.”[34] Some of those interactions are made with the bases of
these nucleotides. Other contact exploits the rRNA backbone,
and thus, despite the key contributions of these nucleotides to
smooth translocation and efficient amino acid polymerization,
their bases can be mutated, as found by comprehensiveACHTUNGTRENNUNGmutagenesis.[46] Consistently, quantum mechanical calculations
based on the D50S structural data and the quantification of
the interactions between the rotating moiety indicated that
the transition state (TS) is being formed during the rotatory
motion and is stabilized by hydrogen bonds with rRNA nucleo-
tides of the PTC “rear wall”.[49]


This mode of operation allows the aminoacylated tRNA to
move into the P-site, while the deacylated former P-site tRNA
moves toward the E-site. Simultaneously, the PTC A-site is
gradually evacuated by its former occupant, and hence can
host the next substrate, which approaches as a result of the
global mRNA/tRNA progression along its path in the small sub-
unit. Importantly, the transition state (TS) found by quantum
mechanical computations is within the space available be-
tween the A and the P-sites, but closer to the latter (Fig-
ure 2 B). This TS position and orientation are similar to the one
found experimentally in the crystal structure of a complex of
the large subunit from a ribosome from a different source,
H50S, with a transition state analogue that was designed
chemically.[37] The correlation between the rotatory motion and
amino acid polymerization rationalize the apparent contradic-
tion that is associated with the location of the growing protein
chain. Thus, traditional biochemical methods for the detection
of ribosomal activity were based on the reaction between sub-
strate analogues, which were designed for producing a single
peptide bond, and do not involve an A-to-P-site translocation.
However, elongation requires substrates that are suitable to
perform the A-to-P-site passage and the entrance to the ribo-
some tunnel, near the location of the properly designed TSACHTUNGTRENNUNGanalogues[37] as well as the calculated TS position.[49]


Mobility and Remote Networks FacilitateACHTUNGTRENNUNGAntibiotics Selectivity


As it is a key player in cell vitality, the ribosome is targeted by
many useful antibiotics. These hamper protein synthesis in
bacterial pathogens by diverse mechanisms (for review see
refs. [5] , [20] , [55] and [56]). Because no crystal structures of ri-
bosomes from genuine pathogens are available yet, the struc-
tures of ribosomes from D. radiodurans and T. thermophilus,
two eubacteria that have been proven to serve as suitable
pathogen models, have been investigated in complex with var-
ious antibiotics. These show that among the modes of action
of ribosomal antibiotics, the antibiotics cause miscoding, mini-
mize essential mobility, interfere with substrate binding at the
decoding center and at the PTC, and block the protein exit
tunnel. Binding sites that are composed primarily of rRNA and
coincide with functional centers of the ribosome are common
to ribosomal antibiotics.


Although prokaryotic and eukaryotic ribosomes differ in size
(~2.4 and 4 MDa, respectively), they are highly conserved func-
tionally. Therefore the imperative distinction between eubacte-


rial pathogens and eukaryotes, the key for antibiotics useful-
ness, is achieved mainly, albeit not exclusively, by subtle struc-
tural differences within the antibiotic’s binding pockets. A strik-
ing example for subtle discrimination between eubacteria and
higher organisms is the minute difference between adenine
and guanine in position 2058, which was found to govern the
binding of macrolides. The macrolides are a prominent family
of antibiotics that obstruct the progression of the nascent pro-
teins along their tunnel.[57] As this tunnel plays a multifunction-
al role, tunnel blocking might have more consequences than
the mere blockage of nascent proteins’ progression. The
tunnel provides co-translational protection to newly born pro-
teins, its dynamic properties facilitate its involvement in the
nascent chain’s sequence-specific gating, and may possess
chaperoning properties at a crevice for transient cotranslation-
al folding (review in ref. [5]). Comparisons of crystal structures
of the eubacterial large ribosomal subunit, D50S,[56–57] and
large subunits of the archaeon that share properties with eu-
karyotes, H50S, as well as of a H50S mutant, G2058A,[60] verified
that the nucleotide at position 2058 is responsible for macro-
lide binding. These structures also showed, however, that mere
binding is not sufficient for clinical effectiveness, and indicated
the significance of additional structural elements[20] that dictate
the level of inhibitory activity; this is consistent with A!GACHTUNGTRENNUNGmutagenesis in yeast at a position equivalent to E. coli A2058,
which do not confer erythromycin susceptibility.[61]


The core catalytic center, and especially the PTC, of the ribo-
some is highly (or completely) conserved, the mechanisms for
acquiring selectivity are rather complex. Nevertheless, several
clinically useful antibiotics bind to the PTC of eubacterial ribo-
somes (Figure 3 A) with high affinity and great specificity, with-
out significant effect on the eukaryotic host. Examples are
chloramphenicol, clindamycin, pleuromutilins, streptogramins,
oxazolidinones,[20, 58, 62–68] as well as potentially useful antibiotics
from the lankacidin family.[69] Crystal structures showed that al-
though almost all PTC antibiotics act by blocking a part or the
entire PTC, they use different binding modes, and consequent-
ly, they possess different inhibitory mechanisms. Chloramphe-
nicol hampers the binding of the A-site tRNA, pleuromutilins,
linezolid, and streptograminsA occupy both the A and P-site
tRNAs, and clindamycin interferes with peptide bond forma-
tion. Assuming that most PTC antibiotics use similar structural
principles for selectivity and resistance, comprehending the
factors that allow for selectivity provides powerful tools toACHTUNGTRENNUNGunderstand many of the mechanisms that are exploited forACHTUNGTRENNUNGacquiring resistance.


Among the PTC antibiotics, the streptograminsA (group A)
are of a special interest because they all exhibit rather weakACHTUNGTRENNUNGinhibitory effects if used alone, but can become very potent
when used together with their mates from the streptograminsB


(group B), which are also weakly active on their own. Group A
compounds (SA) are highly modified cyclopeptides with multi-
ple conjugated double bonds, whereas the group B (SB) com-
pounds are cyclic hexadepsipeptides that act as low-affinity
macrolides. An impressive synergetic effect is demonstrated by
synercid�, a two-component drug (dalfopristin and quinupris-
tin). Crystal structures showed that the synergetic mechanism


ChemBioChem 2009, 10, 63 – 72 � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org 69


Ribosomal Stereochemistry



www.chembiochem.org





is based on a dramatic alteration in the orientation of the very
flexible PTC nucleotide, U2585, which plays a principal role in
the A-to-P-site rotatory motion. Thus, the binding of dalfopris-
tin, the SA component, to the PTC causes 1808 rotation of
U2585. This motion seems to be reversible until quinupristin,
the SB component, is added. This leads to the fixation of
U2585 at the altered conformation by hindering its motion as
well as by blocking the tunnel entrance and preventing the
escape of the SA component.[20, 64]


The contribution of the same flexible nucleotide, U2585, to
antibiotics that bind with clinical relevance has been observed


by structural investigation of the mode of action of the pleuro-
mutilin family. This revealed a unique inhibitory mechanism
alongside a novel selectivity and resistance strategy. In particu-
lar, the elaborate binding mode of the pleuromutilins demon-
strates how selectivity and resistance are acquired despite
almost full conservation.[62, 67] Because all nucleotides in the im-
mediate vicinity of the binding site are highly conserved, the
selectivity of the pleuromutilins is determined by nucleotides
that are located remotely from the antibiotic binding site,
hence are less conserved. Thus, pleuromutilins binding triggers
an induced-fit mechanism by exploiting the flexibility of the


Figure 3. Ribosomal antibiotics. A) The positions of most of the ribosomal antibiotics are shown on the interface surfaces of the two ribosomal subunits,
T30S[8] and D50S,[11] which are represented as gray (RNA) and colorful (protein) ribbons. Note that all of the antibiotics are bound to ribosomal functional cen-
ters. B) Induced fit and remote interactions of the PTC antibiotics pleuromutilins. All views show only the variable extension (highlighted by the colored bal-
loons). Left : the locations and the induced conformational rearrangements induced by three members of this family are shown. Right: the conformational re-
arrangements of the rRNA that allow for the accommodation of the drug and creation of the remote interaction network (wild-type rRNA is shown as black
frames empty space, and the modified positions are shown in green).
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rRNA nucleotides that reside in and around the PTC, as well as
a network of interactions with less-conserved remote nucleo-
tides, hence allowing for drug selectivity.[67]


In short, the pleuromutilins exploit the mobility of the ex-
tremely flexible nucleotides U2585 and U2506 that participate
in navigating and anchoring the rotatory motion. The coordi-
nated motions of these nucleotides evacuate the binding re-ACHTUNGTRENNUNGgion, and, by triggering additional motions of remote nucleo-ACHTUNGTRENNUNGtides they tighten the binding pocket on the bound antibiotic
molecule without interacting with it (Figure 3 B). This remark-
able finding explains the similarity in the inhibitory pattern of
members of the pleuromutilin family that have a dramatically
different chemical nature, and has opened the way for the
design of a large number of new members.[70] Furthermore, be-
cause most mutations within the PTC should be lethal, resist-
ance to pleuromutilins requires modifications of nucleotides
that can be selected from a rather limited pool of less-crucial
PTC nucleotides. Alternatively, resistance might be mediated
by nucleotides that reside at remote locations from the PTC,
but that nevertheless influence its shape by induced fit and/
or allosteric mechanisms;[62, 67, 71] Such allosteric motions could
be similar to the expected consequences of modification in
r-proteins L22 and L4, which cause resistance to macrolidesACHTUNGTRENNUNGalthough they do not interact with them.[72]


Conclusions and Future Prospects


Ribosomal crystal structures, in conjunction with numerous
biochemical, kinetic and genetic findings, show that the ribo-
some provides the framework for the proper positioning of
the participants of the biosynthetic process and is actively in-
volved in the translation process. Furthermore, the research on
ribosomal antibiotics revealed common traits, identified un-ACHTUNGTRENNUNGexpected binding features, led to new insights into ribosomal
functional flexibility, and indicated the existence of an allosteric
network around the PTC. The value of these findings is far
beyond their potential clinical usage, because they highlight
basic issues like reshaping of binding pockets by remote net-
works, and shed light on the fashion that ribosome inhibitors
benefit from ribosome functional flexibility. Finally, careful
cross-examination of the basic concepts in protein biosynthesis
in bacteria showed that they can be connected to properties
of higher organisms, like signal transduction and oncogene-
sis,[73] hence the value of these studies opened the path for
future studies on protein biosynthesis in the eukaryotic king-
dom.
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Protein Recognition of Platinated DNA
Peter J. Sadler*[a]


Platinum-based drugs are widely used
for the treatment of cancer.[1] They in-
clude the first- and second-generation
drugs cisplatin and carboplatin, which
are used for treating various types of
cancers, including sarcomas, carcinomas
and lymphomas. More recently oxalipla-
tin (Scheme 1) was introduced, and is
mainly used for the treatment of colorec-
tal cancer in combination with fluoroura-
cil. Oxaliplatin is already a billion-dollar
earner, an indication of the success of
platinum drugs in the clinic.


The mechanism of action of platinum
drugs revolves around attack on cancer-
cell DNA. Bonds between PtII and gua-
nine N7, which is readily accessible in
the major groove of DNA, are very
strong, and intrastrand crosslinking of
two adjacent guanines by square-planar
PtII results in bending and unwinding of
the DNA.


This dramatic structural change in
DNA induced by platination triggers pro-
grammed cell death (apoptosis), a series
of downstream events that result from
protein and enzyme recognition of the
damaged DNA.[2]


An elegant example of one initial pro-
tein-recognition event is the complex
between GG-platinated DNA and high
mobility group (HMG) protein. HMG pro-
tein binds to bent DNA and inserts a
phenylalanine side chain between the G
bases in the platinated crosslink.[3]


Protein recognition of platinated DNA
does not only lead to cell death, but also
to cell survival, to resistance. Nucleotide-
excision-repair, for example, provides a
mechanism for removing platinated ad-
ducts from DNA.


Hence it becomes critical to gain a
better understanding of which proteins
recognise platinated DNA and how they


process it. Such knowledge can contrib-
ute to the design of more effective
drugs, to drugs which avoid cross-resist-
ance, have fewer side effects and are
active against a wider spectrum of can-
cers.


Lippard et al.[4] have addressed the
problem of detecting and identifying
proteins that bind to platinated DNA in
a range of cancer cells by synthesising a
cisplatin analogue in which one of the
NH3 ligands is replaced by an amine
with a tail containing benzophenone
(Scheme 1), which can be photoactivated
with 365 nm-wavelength light.


The authors platinated oligonucleo-
tides site-specifically so as to form 1,2-
or 1,3-intrastrand GG crosslinks, exposed
them to nuclear extracts from cervical,
testicular, pancreatic and bone cancer
cells, and then irradiated them to induce
the protein–DNA crosslinks. The benzo-
phenone fragment gives rise to a diradi-
cal that attacks any nearby protein back-
bone or side chain.


In general, protein recognition of plati-
nated DNA was similar for cells with dif-
ferent sensitivities to cisplatin; this sug-
gests that the variable responses of cells
are due to more than just DNA-damage
recognition.


The proteins identified include DNA
repair factors as well as HMG proteins,
including some that preferentially recog-
nise either 1,2-d ACHTUNGTRENNUNG(GpG) or 1.3-d ACHTUNGTRENNUNG(GpTpG)
crosslinks (Scheme 2). For example, the
nucleotide-excision-repair protein RPA1
appears only to recognise the latter. Par-
ticularly interesting is the finding that
poly(ADP-ribose) polymerase-1 (PARP-1)
binds to both types of intrastrand cross-
link. PARP-1 can recruit DNA ligase III to
the damage site and might facilitate
repair of the platinated DNA. This finding
is relevant to the use of cisplatin and
PARP-1 inhibitors in combination thera-
py.


The reported work was carried out on
relatively short platinated DNA duplexes
(25–40 base pairs), and it is interesting
to ask whether the same proteins recog-
nise platinated DNA in cells where the
DNA is wrapped around histone proteins
in nucleosomes. The histones in nucleo-
somes are thought to modulate DNA
platination.[5] The photoaffinity technolo-
gy should also allow detection at low
levels of proteins involved in processing
platinum-induced DNA damage in cells.


It will also be interesting to apply this
photoaffinity method to the recognition
of other types of platinum-induced DNA


Scheme 1. Some platinum drugs in clinical use, and the structure of the cisplatin analogue bearing
a photoactivatable pendant benzophenone cross-linker. This agent forms intrastrand d ACHTUNGTRENNUNG(GpG) and
d ACHTUNGTRENNUNG(GpTpG) crosslinks (chloride substitution by G).
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damage. For example to DNA adducts
with di- and trinuclear platinum com-
plexes,[6] trans diamine complexes[7] and
photoactivated PtIV diazido complexes,[8]


all of which are capable of producing
distinctly different types of DNA lesions.


It is clear that protein recognition of
platinated DNA plays a major role in the
cellular processing of platinum anticanc-
er complexes. It seems likely that the
specific identification of the proteins and


enzymes involved will eventually lead to
the design of even more effective plati-
num drugs and to improved understand-
ing of the molecular basis for their
mechanism of action, including new in-
sights into platinum resistance and un-
wanted side effects.


Keywords: antitumor agents · cisplatin ·
DNA · proteins
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Scheme 2. Some of the proteins identified by photocrosslinking reactions as recognising platinated
DNA.
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Structure-Based Pharmacophore Screening for Natural-Product-Derived
PPARg Agonists


Yusuf Tanrikulu,[a] Oliver Rau,[b] Oliver Schwarz,[c] Ewgenij Proschak,[a] Karsten Siems,[c] Lutz M�ller-Kuhrt,[c]


Manfred Schubert-Zsilavecz,[b] and Gisbert Schneider*[a]


Peroxisome proliferator-activated receptors (PPARs) are tran-
scription factors that play a critical role in lipid signalling and
immunomodulation and functionally interact with other nucle-
ar receptors, like PXR and NF-kB, in the regulation of lipid me-
tabolism.[1] Therefore, agonists of PPARa and PPARg serve as
therapeutic agents for the treatment of dyslipidaemia, type II
diabetes and artherosclerosis, while their effects on the regula-
tion of cell proliferation are under investigation.[2] Several natu-
ral compounds have been identified that activate PPARs, in-
cluding the tetrahydrocannabinol (THC) metabolite THC-11-oic
acid,[3] carnosic acid and carnosol,[4] and resveratol.[5] These can
provide a starting point for the combinatorial exploration of
natural-product-derived compounds for lead discovery and de-
velopment,[6] with the aim of substituting existing PPAR ago-
nists with potentially safer drugs containing novel scaffolds.[7]


Here, we present a virtual screening protocol that led to a
PPARg agonist from a combinatorial compound library that
was derived from the scaffold structure of a-santonin, a natural
sesquiterpene lactone found in mugwort.[8] We demonstrate
that it is possible to find lead candidates in small combinatorial
compound collections with minimal experimental effort by
“fuzzy” pharmacophore screening.


For the generation of a pharmacophore query, we superim-
posed four high-resolution X-ray structures of the PPARg


ligand binding domain in complex with agonists (PDB[9] ID:
1nyx with Ragaglitazar,[10] 1knu with YPA,[11] 1i7i with Tesaglita-
zar,[12] 1zgy with Rosiglitazone,[13] Figure 1 A). The resulting
ligand alignment served as the basis for pharmacophoric point
assignment by our software LIQUID, as described previously.[14]


Briefly, LIQUID represents potential pharmacophoric points (lip-
ophilic, hydrogen-bonding) in a molecule by Gaussian densi-
ties. These densities are converted to probabilities for the pair-
wise matching of compounds. As a result of LIQUID matching
and scoring, a screening library is sorted so that the best
matching compounds appear at the top of the ranked list.
From this list, the most promising screening candidates are
picked. For the generation of the LIQUID descriptors from 3D


molecular conformations, we used cluster radii of 1 � for lipo-
philic centres and 2 � for hydrogen-bonding centres (donors,
acceptors, and donor + acceptor). No other pharmacophoric
features were considered to obtain a coarse-grained model
that allowed for scaffold hopping to occur. The resulting phar-
macophore query is depicted in Figure 1 B. This procedure was
performed in order to obtain a “receptor-relevant” pharmaco-
phore model of PPARg agonists instead of using a ligand-
based spatial alignment of artificially generated conformers.
This structure-based alignment of multiple ligands allowed us
to compute “fuzzy” pharmacophoric feature points, so that we
obtained a probability-weighted consensus model. It is note-
worthy that the explicit consideration of “voids” or “forbidden
regions” is not required, as the probabilities for the presence
of a pharmacophoric feature adopt values close to zero in the
vicinity of the model.


We then searched the AnalytiCon Discovery collection of
natural-product-derived combinatorial compounds (version 01/
2007, 15 590 entries) for hits matching the LIQUID pharmaco-
phore query. A single 3D conformation was computed for each
compound by using Corina v3.2 (Molecular Networks GmbH,
Erlangen). This concept was shown to be sufficient for first-


Figure 1. A) Structural superimposition of four PPARg-agonist complexes;
B) The alignment-derived LIQUID pharmacophore query. In the pharmaco-
phore model, lipophilic centres are shown in green, potential hydrogen-
bond donor sites are shown in blue, and potential hydrogen-bond acceptor
sites are shown in red. Approximate locations of helix 3 and the AF2-helix
are indicated. The trivariate Gaussians are shown with widths of one stan-
dard deviation in each direction.
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pass virtual screening, in comparison to more demanding mul-
ticonformer approaches.[15] LIQUID descriptors were generated
from these conformers and compared to the query descriptor
with the Euclidean distance metric. Among the top-scoring
semisynthetic natural-product analogues, scaffolds S1 and S2
dominated (475 compounds in total ; Scheme 1). Both scaffolds


were derived from a-santonin by means of chemical modifica-
tions.[8] Notably, a-santonin itself was inactive in our PPAR
assays. We decided to focus on scaffold S1, which had the
higher ligand efficiency[16] of the two prevalent scaffolds, and
manually selected eight compounds from two small series for
activity testing (Table 1). The manual selection aimed at com-
pounds containing carboxyl groups in positions R1 or R2, as an
acidic ligand moiety has been shown to be important for PPAR
activation.[1]


Two compounds exhibited PPAR activation in a cell-based
reporter gene assay (Table 1). Compound 1 was the more
potent, activating PPARg with an EC50 value of approximately
15 mm and only slightly but measurably activating PPARa


(Figure 2). Compound 2, stemming from the same series, was
a weak PPARg agonist, but did not activate PPARa due to the
additional piperidine linker. It is noteworthy that compounds
containing the tetrahydronaphtole S1 are known to inhibit 5-
lipoxygenase (5-LO).[17] This observation supports the hypothe-
sis that natural-product-derived scaffolds might represent “bio-
phores”, that is, preferred molecular frameworks for protein
binding.[18] Different side-chain decorations can be explored to
yield ligands with an affinity towards different protein targets.
The scaffold S1 seems to orient side chains in such a way that
lipid-binding receptors are preferably addressed. It is important
to realise that biophores represent a general theoretical frame-
work for promiscuous binding behaviour, but the individually
decorated compounds might well be selective ligands.


Based on EC50 values as a very crude approximation of Kd


values, the computed ligand efficiency[16] of compound 1 is
Dg = (DG8/number of non-hydrogen atoms)��1.3 kJ mol�1


per non-hydrogen atom, and for Farglitazar, Dg��1.2 kJ mol�1


per non-hydrogen atom. This finding leaves room for the opti-
misation of 1 as a favourable lead structure, bearing in mind


that the maximally achievable affinity per non-hydrogen atom
has been estimated to be �4.2 kJ mol�1.[19]


As a final test and to gain a preliminary understanding of
the ligand-receptor interaction, we performed automated
docking of 1 into the binding site of PPARg using the software
GOLD (version 3.2).[20] Figure 3 shows the docking pose of 1
suggested by the best score (GoldScore = 59) in comparison to
the cocrystallised binding conformation of Farglitazar (Ki =


1 nm
[21]), which was chosen as an independent reference (not


part of the pharmacophore query). The carboxylic head group
forms hydrogen bridges to amino acid side chains that are
known to be involved in agonist binding, including Tyr473,


Scheme 1. Chemical structures of two molecular scaffolds derived from a-
santonin. Both scaffolds were found among the top-scoring virtual hits ob-
tained by LIQUID pharmacophore searching in the AnalytiCon Discovery
compound collection.


Table 1. Activity of compounds tested in a cellular reporter gene assay[7]


at a concentration of 30 mm. Values give PPARa activation relative to the
selective agonist GW7647 (EC50 = 6 nm) and PPARg activation relative to
the selective agonist Pioglitazone (EC50 = 0.27 mm). Structures were
aligned according to the a-santonin-derived scaffold.


No. Chemical structure PPARa PPARg


1 16�3 % 110�31 %


2 0 % 33�8 %


3 inactive


4 inactive


5 inactive


6 inactive


7 inactive


8 inactive
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which is part of the activation function 2 (AF2-helix, helix 12), a
critical structural domain for PPAR function.[1, 22] The docking
study supports our experimental findings and suggests that
compound 1 is a full agonist of PPARg, as binding to the AF2-
helix of the ligand-binding site is required for full agonist activ-
ity, and partial agonists function via an independent mecha-
nism.[23] Due to its comparably small lipophilic tail, compound
1 does not embrace helix 3 (Figure 3); this might explain its
lower potency compared to classical full PPARg agonists. Re-
cently, a structure-based virtual screening approach was fol-
lowed by Salam et al. ,[24] who identified y-baptigenin (EC50 =


2.9 mm) and other flavonoids as PPARg agonists by fully flexi-
ble, induced-fit docking of 200 natural products into the bind-
ing pocket of PPARg. Compound 1 (290 Da) and y-baptigenin
(282 Da) exhibit a similar pharmacophoric pattern and an ap-
parently similar binding mode. The head groups of y-baptige-
nin (hydroxyl) and 1 (carboxyl) presumably interact with the
same residues (Ser289, His323, Tyr473). Both docking methods
place the compounds in the left proximal pocket of the PPARa


binding site,[25] although in the rigid docking approach the re-
ported p-p stacking interaction with Phe363[24] could not be
observed. This observation additionally corroborates our fuzzy
pharmacophore approach as a complementary technique to
automated ligand docking, as it implicitly considers receptor
flexibility. A main advantage of the pharmacophore technique
is the fact that virtually millions of compounds can be
screened for candidate compounds, which may either be
tested directly—as in this study—or serve as input for flexible,
structure-based docking as a second filtering step in a virtual-
screening triage. In the case of PPARg, the ligand-binding
domain can bind a ligand in several slightly different confor-
mations, as shown for the dual-acting PPARa/g agonist Raga-
glitazar by Ebdrup et al.[26] The authors also demonstrated that
both PPARg and PPARa contain a lipophilic interaction surface
in the hydrophobic tail pocket, which is in agreement with our
docking pose of 1 (Figure 3).


In summary, we have demonstrated that natural-product-
derived combinatorial libraries can be efficiently screened by
structure-based pharmacophore matching and scoring to give
novel bioactive substances. For “fuzzy” pharmacophore query
generation, we used the alignment of cocrystal structures of
PPARg with potent agonists, rather than a ligand-based align-
ment. This concept provides a straightforward route to finding
novel bioactive agents with minimal experimental effort. Here,
we have identified a new chemotype of PPAR agonists that
could serve as a starting point for lead-structure generation
and optimisation.


Experimental Section


Receptor activation was tested in a luciferase reporter gene assay
as described.[4] In brief, Cos7 cells were seeded in 96-well plates at
a density of 30 000 cells per well (100 mL) and transfected with lipo-
fectamine (Gibco), the Gal4-dependent reporter vector pFR-luc, the
Gal4-PPAR-LBD fusions pFA-CMV-PPAR of the respective subtype,
and pRL-SV40 for normalisation. Four hours after transfection, cells
were incubated with the test compound in triplicate wells. Lucifer-
ase activity was determined the following day with Dual-glo (Prom-
ega). Each experiment was repeated at least three times. TheACHTUNGTRENNUNGaverage relative activation was calculated relative to a reference
compound (Pioglitazone (1 mm) for PPARg and GW7647 (1 mm) for
PPARa). The determination of EC50 values was carried out with
SPSS2001 (SPSS, Chicago).
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Figure 2. Dose response curve of 1 for the activation of PPARg, determined
in a Gal4-dependent luciferase reporter gene assay in Cos7 cells. The plot
gives activities �SD relative to the reference compound Pioglitazone
(n�3).


Figure 3. Docking pose of 1 (in orange) in a crystal structure of PPARg in
complex with Farglitazar (PDB ID: 1fm9[27]). Potential hydrogen bonds are
drawn as dashed lines.
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Pentafluorosulfanyl as a Novel Building Block for Enzyme Inhibitors:
Trypanothione Reductase Inhibition and Antiprotozoal Activities of
Diarylamines


Bernhard Stump,[a] Christian Eberle,[a] W. Bernd Schweizer,[a] Marcel Kaiser,[b] Reto Brun,[b] R. Luise Krauth-
Siegel,[c] Dieter Lentz,[d] and FranÅois Diederich*[a]


The pentafluorosulfanyl (SF5) group is a perfectly stable build-
ing block under physiological conditions. Pioneering work on
the synthesis and properties of SF5-containing aromatic com-
pounds was carried out by Sheppard half a century ago.[1–3]


Thereafter, this novel substituent had been largely ignored by
the chemical community for several decades. Due to theACHTUNGTRENNUNGincreased availability of SF5-substituted derivatives,[4–10] the or-
ganic chemistry of SF5-containing derivatives has come recent-
ly under more widespread investigation and has lead to multi-
ple applications in material sciences.[11–13] Fueled by the knowl-
edge of the pronounced influence of fluorine on the physical
and chemical properties[14, 15] and therefore on the bioactivity
of molecules, the interest of the life science industry in novel
fluorine containing substituents is nowadays prevalent. Ac-
cordingly, the SF5 group has gained the attraction of cropACHTUNGTRENNUNGscience in the recent years, as underlined by the growing
number of patents[16] and research articles[5, 17, 18] for mainly
agrochemicals containing this functional group.


The SF5 group bears much similarity to the CF3 substituent,
but it is even more electronegative (Hammett substituent con-
stants: SF5 : sp =++0.68; CF3: sp =++0.54)[3] and has a higher lipo-
philicity (Hansch hydrophobicity constants: SF5 : p= 1.51, CF3 :
p= 1.09).[19] In addition, the SF5 group is distinguished by a
higher thermal and chemical stability than its carbon rela-
tive[1, 2] and has been characterized as a “super-trifluoromethyl”
group in the literature.[4] Its strong polarity in combination
with high lipophilicity and thermal stability renders the SF5


group a highly interesting structural motif in medicinal chemis-
try.


To the best of our knowledge, no structure–activity relation-
ship (SAR) data on the target level have been reported for SF5-


containing derivatives to date. We selected the flavoenzyme
trypanothione reductase (TR, EC 1.6.4.8), found in parasites of
the trypanosomatid family, as a target for the design of SF5-
bearing inhibitors. Trypanosomatid parasites possess trypano-
thione [N1,N8-bis(glutathionyl)spermidine] and the enzyme TR
instead of the nearly ubiquitous glutathione system composed
of glutathione and the flavoenzyme glutathione reductase (GR,
EC 1.6.4.2).[20] TR, which is the key enzyme of the trypano-
thione-based antioxidant defence systems of parasitic trypano-
somes and Leishmania, has been shown to be essential ; this
renders the enzyme a promising target for the development of
new drugs against antiparasitic drugs. Trypanosoma brucei is
the causative agent of human African trypanosomiasis (African
sleeping sickness), which threatens millions of people in ~36
countries of sub-Saharan Africa with an estimated number of
current cases between 50 000 and 70 000.[21] Trypanosoma cruzi
is the pathogen of Chagas’ disease (American trypanosomiasis),
an infection widespread in central and southern America and
is responsible for 14 000 deaths each year.[22] Another trypano-
somatid-caused disease, leishmaniasis, is provoked by various
species of Leishmania. The different forms of the disease range
from cutaneous to visceral infections with millions of people
infected. Around 50 000 deaths per year are quoted mainly
due to L. donovani.[22] New and improved drugs to fight these
diseases are urgently needed, as current therapy for all forms
of trypanosomiases and leishmaniases is problematic due to
the severe adverse effects of the drugs in use, the long dura-
tion and high costs of treatment, and an increasing number of
drug resistant pathogens.[23, 24]


In the search for new drugs against trypanosomatid-induced
diseases, TR has become an increasingly popular target. Vari-
ous compounds have been discovered over the last decade
that moderately inhibit TR.[24] Noticeably, several of them fea-
ture a basic or quaternary nitrogen connected through a flexi-
ble alkyl chain to a hydrophobic core. One of the prototypes
of this inhibitor class are diaryl sulfide-based compounds, first
reported by Sergheraert et al.[25] and further explored by Doug-
las et al.[26] In order to explore the eligibility of SF5 as a building
block for TR inhibitors and to compare it with the correspond-
ing CF3 or C ACHTUNGTRENNUNG(CH3)3 analogues, we designed and synthesized di-
arylamine derivatives 1–6, which are structurally related to the
known class of diphenyl sulfide inhibitors (Scheme 1).


In order to synthesize the diphenylamine core of the inhibi-
tor scaffold, para-CF3-substituted aniline 7 was reacted with
2,5-dichloronitrobenzene, which delivered the desired diphe-
nylamine 8 together with a considerable amount of triphenyl-ACHTUNGTRENNUNGamine 9. This twofold coupled side product of the nucleophilic
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aromatic substitution (SNAr) reaction could largely be avoided
by using 2,5-difluoronitrobenzene instead of 2,5-dichloronitro-
benzene as an electrophile, yielding the desired diphenylamine
10. To obtain the SF5-containing diarylamine core, p-nitrophe-
nylsulfur pentafluoride (11), which in the meantime is commer-
cially available, was hydrogenated as described in the litera-
ture.[5] The Supporting Information contains the first crystal
structure of this valuable precursor (11) that can be used for
the introduction of aryl-SF5 residues. The obtained aniline (12)
was reacted with 2,5-difluoronitrobenzene, which delivered the
desired diphenylamine 13 as well as the corresponding triphe-
nylamine 14 in low yields. The structures of triarylamines 9
and 14 were confirmed by X-ray analysis (see the SupportingACHTUNGTRENNUNGInformation). To generate the C ACHTUNGTRENNUNG(CH3)3 derivative, p-(tert-butyl)-ACHTUNGTRENNUNGaniline (15) was converted as described above to yield diphe-
nylamine 16.


Reduction of the nitro group of diphenylamines 10, 13, and
16, followed by acylation and subsequent reduction of theACHTUNGTRENNUNGobtained amide functionality, delivered alkyl chlorides 17–19,


which were transformed into the potential TR inhibi-
tors 1–3 by treatment with N-methylpiperazine.


In order to access the quaternary analogues, chlor-
ides 17–19 were treated with dimethylamine. Quater-
nization of the obtained tertiary amines 20–22 by
using 3,4-dichlorobenzyl chloride yielded the desired
benzylammonium cations 4–6.


The ability of these compounds to inhibit T. cruzi
TR was investigated using a photometric assay (Sup-
porting Information). Low solubility of the N-methyl-
piperazine derivatives 1–3 in the assay buffer pre-
vented an accurate kinetic analysis (data not shown).
Enhanced solubility of derivatives 4–6, which feature
a quaternary ammonium ion-terminated alkyl chain,
allowed the determination of the TR inhibition con-
stants. The kinetic analysis demonstrated fully com-
petitive inhibition towards trypanothione disulfide
(TS2) for the CF3 substituted diarylamine 4 with a Kic


(competitive inhibition constant) of 24 mm (Table 1).
Exchange of the CF3 with the SF5 substituent resulted
in a very similar inhibition potency but changed the
mode of inhibition from purely competitive for 4 to
mixed competitive-uncompetitive for 5 (Kic = 28 mm ;
Kiu [uncompetitive inhibition constant] = 72 mm). The
same kinetic pattern was observed for 6, while the af-
finity for the parasite enzyme was ACHTUNGTRENNUNGsignificantly re-
duced upon the incorporation of the sterically de-
manding tert-butyl substituent into the diarylamine
core (Kic = 84 mm ; Kiu = 158 mm). In comparison to
structurally related diaryl sulfide-based inhibitors, the
replacement of the diaryl sulfide by a diarylamine
core led to a decrease in affinity. For the sulfur
analog of the CF3-substituted diarylamine 4, a Kic of
6 mm was previously reported.[27]


Potential inhibitors were manually docked in the
empty active site structure of T. cruzi TR cocrystallized
with trypanothione (PDB code: 1BZL).[28] The enzyme
structure was fixed (except for the Glu18 side chain),


and the energy of the system was minimized using the MAB
force field as implemented in the computer program


Table 1. Inhibition of T. cruzi TR by the quaternary diarylamine-basedACHTUNGTRENNUNGderivatives 4–6.


R Kic [mm][a] Kiu [mm][a] Mode of inhibition


4 CF3 24�5 – competitive
5 SF5 28�4 72�16 mixed
6 C ACHTUNGTRENNUNG(CH3)3 84�15 158�34 mixed


[a] 5–10 mU cm�3 T. cruzi TR, 25 8C. Mixed: mixed competitive-uncompeti-
tive. The assay was run in triplicate.


Scheme 1. Synthesis of diarylamine-based TR inhibitors. a) H2 (5 bar), Raney-Ni, MeOH,
65 8C, 12 (97 %); b) 2,5-dichloronitrobenzene, tBuOK, Me2SO, 14 h, 8 (20 %), 9 (9 %); c) 2,5-
difluoronitrobenzene, tBuOK, Me2SO, 14 h, 10 (35 %), 13 (25 %), 14 (16 %), 16 (38 %);
d) 1. Zn, NH4Cl, MeOH, 65 8C, 1–5 h; 2. 3-chloropropionyl chloride, THF, 1 h; 3. BH3·THF,
THF, 66 8C, 4–16 h, 17 (55 %), 18 (74 %), 19 (62 %); e) N-methylpiperazine, MeCN, 60–
70 8C, 12–14 h, 1 (92 %), 2 (86 %), 3 (93 %); f) NHMe2 (40 %, in H2O), DMF, 60 8C, 14–16 h,
20 (91 %), 21 (91 %), 22 (92 %); g) 3,4-dichlorobenzyl chloride, Et2O, acetone, 50 8C, 16 h,
4 (55 %), 5 (67 %), 6 (60 %). DMF = N,N-dimethylformamide; THF = tetrahydrofuran.
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MOLOC.[29] Evaluation of different binding conformations of
the inhibitors was based on 1) avoidance of unfavorable steric
contacts, 2) forming of H-bonding contacts, and 3) optimal fill-
ing of the space within binding pockets by use of maximal ca-
pacity for hydrophobic contacts between enzyme and ligand.


Adopting the binding mode proposed for structurally closely
related diaryl sulfide inhibitors,[27] the phenylamine moiety
bearing a CF3, SF5, or tBu substituent occupies the hydropho-
bic “mepacrine binding site” roughly framed by Trp21, Tyr110,
and Met113. Furthermore, the 1,2-diaminophenyl motif should
act as a ligand for Glu18 whereas the cationic nitrogen may in-
teract electrostatically with Glu465’/Glu466’. The 3,4-dichloro-
benzyl unit points into the Z-site, as proposed by Douglas
et al. for phenothiazine derivatives[30] (Figure 1).


The observed changes in binding affinities in this series can
be rationalized by the steric as well as electronic properties of
the CF3, SF5, and C ACHTUNGTRENNUNG(CH3)3 substituents. The mixed competitive-
uncompetitive inhibition pattern hints at the undefined bind-
ing mode of inhibitor 6, as the bulky CACHTUNGTRENNUNG(CH3)3 groups may pre-
vent the efficient occupation of the mepacrine binding site.
According to the modeling study, the introduction of the C-ACHTUNGTRENNUNG(CH3)3 substituent pushes the phenylamine ring away from the
surface of the protein, which results in a loss of favorable
edge-to-face contacts of this aromatic inhibitor moiety with
Trp21 and also weakens the sulfur-p interaction with Met113
(Figure 2). The CF3 substituent is considerably smaller and
allows for better accommodation of the phenylamine moiety
in this region of the TR active site. The size of the SF5 group
lies between those of the CF3 and the C ACHTUNGTRENNUNG(CH3)3 group. However,
the strong electron-withdrawing nature of the SF5 substituent
might strengthen the T-shaped interaction of inhibitor 5 with
the electron-rich Trp21, Tyr110, and Met113 residues, which ex-
plains the comparable binding affinity of the bulkier inhibitor
5 compared to its CF3 analogue 4. The loss of affinity of the di-
arylamine compared to the diaryl sulfide inhibitors might arise
from the less favorable conformation of the diarylamine core
for binding to the TR active site.


The newly synthesized dimethylamine-, piperazine-, and
benzylammonium derivatives were tested in vitro for their abil-


ity to inhibit the growth of trypanosomatids L. donovani,
T. cruzi, and Trypanosoma brucei rhodesiense as well as against
the malarial parasite Plasmodium falciparum. While none of the
diarylamines showed a significant effect on the growth of
axenic L. donovani, the nonquaternized piperazine and dime-
thylamine derivatives 1, 2, 3, 21, and 22 moderately inhibited
the growth of T. cruzi. The most active compound against this
intracellular parasite is the tert-butyl derivative 3, which has an
IC50 (concentration of an inhibitor that results in 50 % growth
inhibition) value of 42.3 mm. Much stronger activities were ob-
served for the nonquaternized derivatives against T. b. rhode-
siense, with IC50 values between 2.4 and 3.7 mm for piperazines
1, 2, and 3 and 2.4 mm for diphenylamine 22 (Table 2). Any ac-
tivity against T. b. rhodesiense is abolished upon introduction of
the quaternary 3,4-dichlorobenzylammonium substituent as
headpiece of the flexible alkyl chain, as earlier shown for di-
phenyl sulfide-based TR inhibitors,[31] and might be due to in-ACHTUNGTRENNUNGefficient uptake of the permanently charged scaffolds.


Although P. falciparum does not possess the unique trypano-
thione metabolism, simultaneous activities against T. b. rhode-
siense and P. falciparum have been observed recently for diaryl
sulfide-based TR inhibitors.[26, 27] The same pattern emerged
with the series of diphenylamines presented here. The non-
quaternary derivatives, with the exception of the trifluorometh-
yl compound 20, exhibit decent activities with IC50 values be-
tween 1.2 and 2.8 mm. Incorporation of a quaternary ammoni-
um center does not affect the activity against the malaria para-
site, as underlined by the IC50 values for the diphenylamines 4
and 5. The observed activity against P. falciparum shows that
the diarylamines must have a different mode of action, other
than TR inhibition, for these parasites. Therefore, the activity
against T. b. rhodesiense may also be due to other cellular tar-
gets.


The cytotoxicity IC50 values on myoblast cells are in most
cases at least ten-fold higher compared to the IC50 values
against the protozoan parasites. Interestingly, in the series of
piperazine derivatives, replacement of the CF3 or tert-butyl sub-
stituent (as in 1 or 3) by SF5 (as in 2) increased the selectivity


Figure 1. Inhibitor 5 is shown docked into the trypanothione disulfide binding site of T. cruzi TR (PDB ID: 1BZL) using the modeling package MOLOC.[29] Cys52
and Cys57 form the redox active dithiol/disulfide of the enzyme that is involved in catalysis together with the FAD cofactor (not shown). Glu465’ and Glu466’
are residues provided by the second subunit of the homodimer.


ChemBioChem 2009, 10, 79 – 83 � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org 81



www.chembiochem.org





against the parasites considera-
bly. Both SF5 derivatives 2 and 5
exhibit the lowest cytotoxicity
of all compounds tested.


Finally, we measured the
membrane permeability of pi-
perazine 2 using a parallel arti-ACHTUNGTRENNUNGficial membrane permeation
assay (PAMPA).[32] The partition
of the SF5 derivative between a
donor well and acceptor well
separated by a egg lecithin
mimic phospholipid layer at
pH 6.5 was measured by UVACHTUNGTRENNUNGabsorption. The SF5-derivative 2
displays good passive mem-
brane permeability (0.22 �
10�6 cm s�1). Its logarithmic dis-
tribution coefficient at pH 7.4
(log D value) of 3.56 lies in the
desirable range, and its pKa


values of 7.31 and 3.72 suggest
that the piperazine moiety is
partially protonated under phys-
iological conditions.


In summary, we report here
that SF5 is a suitable substituent
for novel diarylamine-based TR
inhibitors with micromolar affini-
ties for the parasite’s enzyme. A
preference of the mepacrine
binding site for CF3 and SF5 sub-
stituents over the bulkier tBu
residue, can be rationalized by
molecular modeling. In vitro
studies on different trypanoso-
matides as well as with theACHTUNGTRENNUNGapicomplexan P. falciparum re-
vealed micromolar activities for
the piperazine- and dimethyl-ACHTUNGTRENNUNGamine-bearing ligands against


T. b. rhodesiense as well as against P. falciparum. An exclusive
activity against the malaria parasite was found for diarylamine
derivatives with quaternary ammonium-terminated alkyl
chains. Finally, it should be noted that the ligands with SF5


substituents display the lowest cytotoxicity among all com-
pounds tested and show good membrane permeability.
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Figure 2. Modeled binding of diphenylamine inhibitors 4–6 to T. cruzi TR (PDB ID: 1BZL).


Table 2. In vitro activity against T. b. rhodesiense and P. falciparum as well
as cytotoxicity of diphenylamine derivatives.


T. b. rhodesiense P. falciparum Cytotoxicity
IC50


[a] [mm] IC50
[b] [mm] IC50


[c] [mm]


1 2.4 n.d. 27.9
2 4.4 n.d. >192.1
3 2.5 1.6 31.9
4 n.d. 1.5 22.1
5 n.d. 1.2 53.2


21 154.4 3.2 9.7
22 2.4 1.3 11.7


Assays were run in duplicate and repeated once. [a] STIB900 T. b. rhode-
siense strain, trypomastigote stage [b] at K1 P. falciparum strain, intra-er-
ythrocytic form (IEF). [c] Rat myoblast cells to assess cytotoxicity. n.d. : not
determined: less than 50 % growth inhibition at 0.8 mg inhibitor per mL.
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Biosynthesis and Stability of Coiled-Coil Peptides Containing (2S,4R)-5,5,5-
Trifluoroleucine and (2S,4S)-5,5,5-Trifluoroleucine


Jin Kim Montclare,[b] Soojin Son,[a] Ginevra A. Clark,[c] Krishna Kumar,[c, d] and David A. Tirrell*[a]


Introduction of noncanonical amino acids into proteins is a
powerful method for the creation of macromolecules with
novel properties.[1–3] In particular, 5,5,5-trifluoroleucine (TFL, 2)
has been utilized as a more hydrophobic surrogate of leucine
in various contexts (Figure 1).[4, 5] When incorporated into the
hydrophobic cores of certain coiled-coil proteins, TFL triggers
an increase in stability and renders proteins more resistant to


thermal and chemical denaturation.[6, 7] Furthermore, despite
the larger volume of CF3 compared to CH3, protein structure
and activity can be retained upon replacement of leucine (Leu,
1) by TFL.[8, 9]


Leu contains one stereocenter (Ca), which has the S configu-
ration. Replacement of a methyl group by a trifluoromethyl
group at Cg introduces an additional stereocenter and yields
the two diastereoisomers (2S,4S)-5,5,5-trifluoroleucine (3) and
(2S,4R)-5,5,5-trifluoroleucine (4 ; Figure 1). Here we report the
effects of TFL stereochemistry on coiled-coil peptide biosyn-
thesis and stability. We demonstrate that both 3 and 4 are acti-
vated and incorporated into recombinant peptides prepared in
E. coli. Coiled-coil homodimers of peptides bearing 3 or 4 ex-
hibit increased stability when compared to dimers of the Leu
form of the peptide. An equimolar mixture of the two fluori-
nated peptides forms a heterodimer of modestly enhanced
thermal stability relative to the homodimers.


The fidelity of translation is governed in large part by the ac-
tivation of amino acids by their cognate aminoacyl–tRNA syn-
thetases (AARS).[10] Although some AARSs are known to toler-
ate noncanonical substrates, amino acid activation can be
acutely sensitive to side-chain stereochemistry. For example,
isoleucine contains two stereocenters, both of S configuration,
one at Ca and another at Cb. The 2S,3R isomer (allo-isoleucine)
is not incorporated into proteins, although there is evidence
that it is bound and activated by isoleucyl–tRNA synthetase
(IleRS).[11–14] Stereochemistry can also determine the fate of
noncanonical amino acids as possible substrates for protein
synthesis in E. coli. For instance, the isoleucine analogue, 2-
amino-3-methyl-4-pentenoic acid, is accepted only in its 2S,3S
form, while the valine (or isoleucine) analogue, 4,4,4-trifluoro-
valine (TFV), is active only in its 2S,3R form.[15, 16] We sought
to explore whether leucyl–tRNA synthetase (LeuRS) exhibits aACHTUNGTRENNUNGstereochemical preference with respect to activation of TFL.


Coiled-coil peptides constitute simple model systems for in-
vestigation of protein biosynthesis and stability.[17–20] Stereoiso-
mers 3 and 4 were prepared (Scheme S1 in the SupportingACHTUNGTRENNUNGInformation) and evaluated for incorporation into coiled-coil
peptide A1[18] (Figure 1) in an E. coli strain that is auxotrophic
for leucine. The A1 peptide was also expressed in media sup-
plemented with 1 or 2. Following purification on Ni–nitrilo-ACHTUNGTRENNUNGtriacetic acid affinity columns, protein yields were determined
to be (18�4) mg L�1and (9�3) mg L�1 upon incubation with 3
and 4, respectively, compared to (45�6) mg L�1 for A1 pre-
pared with 1. Peptides containing 3 and 4 were designated SS-
A1 and SR-A1, respectively.


Matrix-assisted laser desorption/ionization (MALDI) mass
spectrometry analysis of A1 fragments obtained by trypsin di-
gestion was performed to assess the extent of substitution by
3 or 4. Fragment LKNEIEDLKAEIGDLNNTSGIR, which corre-


Figure 1. The A1 peptide sequence and helical wheel diagram of the dimer
in which leucines are highlighted in bold. Structures of leucine (1) and the
trifluoromethyl analogues (2–4) are also shown. The asterisk in structure 2
denotes unresolved stereochemistry at the 4-position.
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sponds to residues 46–67 in A1, contains three leucine residues
(shown in bold type). Fragments that correspond to replace-
ment at 0, 1, 2, and 3 sites by either 3 or 4 were observed
(Figure 2). The expected mass increment of 54 Da was visible
for each leucine residue that was replaced by TFL. Incomplete
replacement of 1 most likely reflects a persistent pool of the
natural amino acid replenished by cellular protein turnover.[19]


The distribution of peak intensities (though not simply related
to the relative abundances of fragments) is roughly consistent
with unbiased substitution of 3 or 4, and suggests a slight
preference for incorporation of 3 (90 % replacement of Leu in
SS-A1) versus 4 (82 % in SR-A1). Quantitative amino acid analy-
sis was consistent with the MALDI results and showed 91 %ACHTUNGTRENNUNGreplacement in SS-A1 and 80 % in SR-A1.


The relative rates of activation of 1 and fluorinated ana-
logues 2–4 by LeuRS were determined by an in vitro ATP–PPi


exchange assay. The kinetic parameters are shown in Table 1.


The relative kcat/Km values show that 3 is a slightly better sub-
strate than 4 ; this is consistent with the modest differences in
yield and incorporation levels described above. As expected,
the apparent kcat/Km for 2 fell between the values for 3 and 4
(Table 1). The activation rates for both 3 and 4 are within the
range of rates that have been shown to support protein syn-
thesis in conventional hosts cultured with other noncanonical
amino acids.[21] Although a slight stereochemical preference is
observed with respect to activation of 3 versus 4, this result
stands in sharp contrast to the absolute selectivity imposed by
IleRS and ValRS in the activation of TFV, in which only the
2S,3R isomer is tolerated.[15, 16] Furthermore, the fact that both
3 and 4 can be incorporated into proteins in E. coli is consis-
tent with previous work showing that hexafluoroleucine is acti-
vated by LeuRS.[21] All of these results indicate that fluorination
at either of the Cd positions is tolerated by LeuRS.


The secondary structures of all four A1 peptides were exam-
ined by circular dichroism (CD) spectroscopy. Because the pep-
tides can form dimers, Leu-A1, SR-A1 and SS-A1 represent ho-
modimers whereas the equimolar mixture of SR-A1 and SS-A1
can form either homo- or heterodimers. All four spectra were
nearly identical at 1 8C, and indicated about 90 % helical con-
tent in each peptide as judged from the molar ellipticity at
222 nm (Figure 3 A).[22, 23] The CD spectra showed no evidence
that fluorination affects the secondary structure of A1.


Previous studies have shown that incorporation of fluorinat-
ed amino acids into coiled-coil peptides and a-helical bundles
results in enhanced stability;[7, 8, 19, 20, 24] the extent of stabiliza-
tion varies depending on the identity of the fluorinated ana-
logue.[19, 24] To determine whether the stereochemistry of TFL
effects the extent of stabilization of A1, thermal denaturation
was monitored by CD spectroscopy (Figure 3 B). For both SR-
A1 and SS-A1, the thermal melting temperature (Tm) was 65 8C,
10 8C higher than that of Leu-A1 (Tm = 55 8C). The equimolar
mixture of SR-A1 and SS-A1 exhibited a Tm of 68 8C. This addi-
tional 3 8C increase in Tm suggests that SR-A1 and SS-A1 form
heterodimers rather than a mixture of homodimers (Table S1).
When a mixture of the 2S,4S and 2S,4R forms of TFL was used
for expression of A1, DTm was 13 8C,[6] which is nearly identical
to that observed for equimolar mixtures of SS-A1 and RR-A1.


The results reported here demonstrate that both the S,R and
S,S isomers of TFL are incorporated into proteins expressed in
E. coli ; the S isomer is activated at a slightly higher rate by
LeuRS. The higher activation rate leads to higher protein yields
for SS-A1 relative to SR-A1 and to increased levels of incorpora-
tion of the fluorinated analogue. Neither stereoisomer appears


Figure 2. MALDI mass spectra of a tryptic fragment of A1 (residues 46–67)
containing three leucine positions. A1 was expressed in media supplement-
ed with either A) 1, B) 3, or C) 4. Fragments corresponding to 0, 1, 2 and 3
sites of substitution are represented as ~2442, 2497, 2551 and 2605 Da, re-
spectively.


Table 1. Kinetic parameters for activation of 1–4 by E. coli LeuRS.[a]


Substrate Km [mm] kcat [s�] kcat/Km [rel]


1 16.9�4.5 4.22�0.35 1
2 659�103 0.40�0.03 1/412
3 252�92 0.59�0.05 1/107
4 708�280 0.19�0.02 1/933


[a] Substrate 1 was used as the l-isomer; 2 as a mixture of 2S,4S, 2S,4R,
2R,4S and 2R,4R forms; 3 as the 2S,4S form and 4 as the 2S,4R form.
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to alter the coiled-coil structure of A1. Replacement of Leu by
either isomer enhances the thermostability of A1; the heterodi-
mer of SS- and SR-A1 shows an additional modest increase in
stability. Experiments are underway to extend these findings
and explore more fully the influence of side-chain fluorination
on protein stability.


Experimental Section


Synthesis of 3 and 4 : Amino acids 3 and 4 were prepared as de-
scribed previously (see the Supporting Information).[25–27]


Protein biosynthesis and purification : Leucine auxotrophic strain
LAM1000 transformed with pREP4 (Qiagen) was used as the E. coli
host to express A1, which was encoded within pQEA1 under the
control of a lac promoter. Protein expression and purification were
performed as described previously.[7] Protein concentrations were
determined by UV spectroscopy.


Protein characterization : CD data were collected by using an
Aviv 62DS spectropolarimeter (Lakewood, NJ, USA) with a 1 mm
pathlength cell. Wavelength scans were taken from 195 to 250 nm,
with points taken every 1 nm. Temperature scans were performed
from 0–95 8C in 1.5 8C steps. Each plot represents an average of
three scans.


Activation kinetics : An N-terminal His6–LeuRS fusion was ex-
pressed and purified as previously reported.[21] Measurement of the
rates of activation of leucine and analogues was performed by
using an ATP–PPi exchange assay. The assay buffer conditions were
HEPES (30 mm, pH 7.4), MgCl2 (10 mm), DTT (1 mm), ATP (2 mm)
and [32P]-PPi (2 mm ; 0.5 TBq mol�1). A fixed concentration of His6–
LeuRS (75 nm) was used. Depending on the activity of the enzyme
toward the substrate, the following substrate concentration ranges
were used: 1: 0.6–312.5 mm ; 2, 3, 4 : 6.1–6250 mm. Once the re-ACHTUNGTRENNUNGaction was complete, the reaction mixture was quenched by the
addition of inorganic pyrophosphate (PPi; 200 mm), HClO4 (7 %,
w/v) and activated charcoal (3 %). The charcoal was washed twice
and measured by using a scintillation counter. Kinetic data were
fitted by using nonlinear regression analysis.


Acknowledgements


This work was supported by the NIH grants GM62523 and
5FM GM67375-2 (D.A.T. and J.K.M.), and GM65500 (K.K.), NSF
graduate fellowship (S.S.), GAANN fellowship (G.A.C.), and a
NSF CAREER award (K.K.).


Keywords: biosynthesis · noncanonical amino acids · protein
engineering · stereochemical control · thermostability


[1] a) A. J. Link, M. L. Mock, D. A. Tirrell, Curr. Opin. Biotechnol. 2003, 14,
603–609; b) R. E. Connor, D. A. Tirrrell, Polym. Rev. 2007, 47, 9–28; N.
Budisa, Angew. Chem. 2004, 116, 6586–6624; Angew. Chem. Int. Ed.
2004, 43, 6426–6463.


[2] a) T. L. Hendrickson, V. de Crecy-Lagard, P. Schimmel, Annu. Rev. Bio-
chem. 2004, 73, 147–176; b) L. Wang, P. G. Schultz, Angew. Chem. 2005,
117, 34–68; Angew. Chem. Int. Ed. 2005, 44, 34–66.


[3] a) B. Bilgicer, K. Kumar, J. Chem. Educ. 2003, 80, 1275–1281; b) C. J�ckel,
B. Koksch, Eur. J. Org. Chem. 2005, 4483–4503.


[4] O. M. Rennert, H. S. Anker, Biochemistry 1963, 2, 471–476.
[5] E. Neil, G. Marsh, Chem. Biol. 2000, 7, R153–R157.
[6] Y. Tang, G. Ghirlanda, W. A. Petka, T. Nakajima, W. F. DeGrado, D. A. Tir-


rell, Angew. Chem. 2001, 113, 1542–1544; Angew. Chem. Int. Ed. 2001,
40, 1494–1496.


[7] B. Bilgicer, A. Fichera, K. Kumar, J. Am. Chem. Soc. 2001, 123, 4393–4399.
[8] Y. Tang, G. Ghirlanda, N. Vaidehi, J. Kua, D. T. Mainz, W. A. Goddard, W. F.


DeGrado, D. A. Tirrell, Biochemistry 2001, 40, 2790–2796.
[9] a) T. Panchenko, W. W. Zhu, J. K. Montclare, Biotechnol. Bioeng. 2006, 94,


921–930; b) J. K. Montclare, D. A. Tirrell, Angew. Chem. 2006, 118, 4630–
4633; Angew. Chem. Int. Ed. 2006, 45, 4518–4521; c) N. Voloshchuk,
M. X. Lee, I. C. Tanrikulu, J. K. Montclare, Bioorg. Med. Chem. Lett. 2007,
17, 5907–5911.


[10] S. Cusack, A. Yaremchuk, M. Tukalo, EMBO J. 2000, 19, 2351–2361.
[11] R. B. Loftfield, Biochem. J. 1963, 89, 82–92.
[12] J. Flossdorf, M. R. Kula, Eur. J. Biochem. 1973, 36, 534–540.
[13] R. B. Loftfield, E. A. Eigner, Biochim. Biophys. Acta 1966, 130, 426–448.
[14] H. Polet, M. E. Conrad, Proc. Soc. Exp. Biol. Med. 1969, 130, 581–586.
[15] M. L. Mock, T. Michon, J. C. M. van Hest, D. A. Tirrell, ChemBioChem


2006, 7, 83–87.
[16] P. Wang, A. Fichera, K. Kumar, D. A. Tirrell, Angew. Chem. 2004, 116,


3750–3752; Angew. Chem. Int. Ed. 2004, 43, 3664–3666.
[17] E. K. O’Shea, J. D. Klemm, P. S. Kim, T. Alber, Science 1991, 254, 539–544.
[18] W. A. Petka, J. L. Harden, K. P. McGrath, D. Wirtz, D. A. Tirrell, Science


1998, 281, 389–392.
[19] a) Y. Tang, D. A. Tirrell, J. Am. Chem. Soc. 2001, 123, 11089–11090; b) S.


Son, I. C. Tanrikulu, D. A. Tirrell, ChemBioChem 2006, 7, 1251–1257.
[20] a) C. J�ckel, W. Seufert, S. Thust, B. Koksch, ChemBioChem 2004, 5, 717–


720; b) C. J�ckel, M. Salwiczek, B. Koksch, Angew. Chem. 2006, 118,
4305–4309; Angew. Chem. Int. Ed. 2006, 45, 4198–4203.


[21] K. L. Kiick, R. Weberskirch, D. A. Tirrell, FEBS Lett. 2001, 502, 25–30.
[22] The software CDNN was employed to calculate the percent helical con-


tent from the CD wavelength data. This program is available at : http://
bioinformatik.biochemtech.uni-halle.de/


[23] Protein concentrations were determined by using the Bradford assay
(BioRad, Hercules, CA, USA).


[24] a) K. H. Lee, H. Y. Lee, M. M. Slutsky, J. T. Anderson, E. N. G. Marsh, Bio-
chemistry 2004, 43, 16277–16284; b) H. Y. Lee, K. H. Lee, H. M. Al-Hashi-
mi, E. N. G. Marsh, J. Am. Chem. Soc. 2006, 128, 337–343; c) L. M. Gottler,
R. de La Salud-Bea, E. N. G. Marsh, Biochemistry 2008, 47, 4484–4490.


[25] X. Xing, A. Fichera, K. Kumar, J. Org. Chem. 2002, 67, 1722–1725.
[26] K. Weinges, E. Kromm, Liebigs Ann. Chem. 1985, 90–102.
[27] S. Yamada, C. Hongo, R. Yoshioka, I. Chibata, J. Org. Chem. 1983, 48,


843–846.


Received: March 14, 2008


Figure 3. CD spectra of Leu-A1 (*), SR-A1 (~), SS-A1 (+), and an equimolar
mixture of SR-A1 and SS-A1 (&). A) Wavelength scan at 1 8C, 10 mm protein
concentration, PBS buffer, pH 7.4. B) Thermal denaturation (1.5 8C interval,
1 min equilibration time, 10 s averaging time) at 10 mm protein concentra-
tion, PBS buffer, pH 7.4.
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The enzyme HIV-1 integrase catalyzes the integration of pro-ACHTUNGTRENNUNGviral DNA into the host genome through a process that is
unique to the virus and absent in the host. Therefore, inhibi-
tion of this specific catalytic activity is an attractive strategy for
antiretroviral drug design. A large number of HIV-1 integrase
inhibitors from different chemical families,[1] including pep-
tides,[2] have been described. Nevertheless, the emergence of
resistant viral strains requires continued effort towards the dis-
covery of novel inhibitor leads.


A few years ago, some of the co-authors of the present
work reported the primary structure of the naturally-occurring
integramide A, a 16-amino-acid-long, effective peptide inhibi-
tor of HIV-1 integrase.[3] They were also able to show that the
a-carbons of the (2S,4R)-4-hydroxyproline (Hyp, Figure 1), Ile
and Leu residues are all l (or S), whereas three of the five iso-
valine (Iva) or Ca-methyl, Ca-ethyl glycine residues are l and


two are d. More specifically, Iva1, Iva4, and Iva11 were identi-
fied as d, l, and l, respectively. However, despite careful analy-
sis of a partial acid hydrolysate of the peptide inhibitor, the
chirality sequence of the two C-terminal Iva14 and Iva15 resi-
dues (one l and one d) could not be assigned. An additional
motivation for our interest to study integramide A stems from
the observation that its primary sequence is closely related to
those of peptaibols[4]/peptaibiotics,[5a–c] a class of natural, mem-
brane active, peptides characterized by the presence of a large
amount of the overwhelmingly 310/a-helicogenic,[6] Ca-tetrasub-
stituted a-amino acids such as a-aminoisobutyric acid (Aib) or
Ca,a-dimethylglycine[7] and Iva.[8]


To solve the unsettled stereochemistry of the Iva14-Iva15 di-
peptide of integramide A, and to assess completely its primary
structure-bioactivity relationship, we decided to perform the
total chemical independent syntheses of both l-d and d-l 16-
mer diastereomers and compare their physicochemical, analyti-
cal, and biological properties with those of the natural com-
pound. As up to nine sterically hindered, poorly reactive, Ca-
tetrasubstituted a-amino acid residues, including di- and tri-
peptide stretches, precluded an optimal preparation of the
two 16-mer peptides by the solid-phase approach, we were
forced to synthesize them by a more time-consuming combi-
nation of step-by-step and segment condensation methods in
solution.[9a,b] (For details of the strategy of synthesis and re-
agents used see Scheme S1 in the Supporting Information).
The yields of each individual coupling step were from moder-
ate to good (50–85 %), and approximately 15–20 mg of each
final diastereomer was produced. For the large scale produc-
tion of the enantiomerically pure a-amino acids l- and d-Iva,
we exploited an economically convenient and extensively ap-
plicable chemoenzymatic synthesis developed by DSM Phar-
maceutical Products a few years ago.[10] Characterization of the
two 16-mer peptides and their synthetic intermediates using
HPLC, NMR and mass spectrometry, and chiral chromatography
(with Chirasil-l-Val) analysis on the total acid hydrolyzates con-
firmed the chemical and optical purities of all compounds,
with the single exception of a small amount (<4 %) of epimeri-
zation observed only at the Leu5 residue for the l-Iva14-d-
Iva15 diastereomer.


For a stringent comparison between integramide A and the
two synthetic diastereomers and an unambiguous stereochem-
ical assignment of the natural product, we relied heavily on
HPLC and NMR techniques. After a variety of attempts to chro-
matographically distinguish the two diastereomers by exploit-
ing different stationary phases and elution conditions, we
eventually succeeded using an analytical reversed-phase Kro-
masil C18 column. Figure 2 shows the HPLC profiles obtained
by co-elutions of the natural integramide A and the synthetic


Figure 1. Amino acid sequence of integramide A and chemical structures of
Aib, Iva, and Hyp.
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l-Iva14-d-Iva15 and d-Iva14-l-Iva15 diastereomers. From this
analysis we conclude that the d-Iva14-l-Iva15 16-mer exhibits
a chromatographic behavior significantly different
from that of integramide A (their retention times di-
verge by about 1.8 min; Figure 2c), whereas the inte-
gramide A and l-Iva14-d-Iva15 16-mer peaks perfect-
ly co-elute (Figure 2a). This finding is corroborated
by the HPLC profile of the ternary mixture (panel II).


Conclusive information on the complete chiral se-
quence of integramide A was obtained from com-
bined 1D and 2D NMR (600 MHz) experiments in
[D2]-2,2,2-trifluoroethanol (TFE). In the 1D spectrum,
the proton NH resonances are reasonably dispersed
and minimally overlapped (Figure 3). The positions of
the signals of Aib12, Iva14, Iva15, and Gly16 are the
most informative. The spectra of integramide A and
the l-Iva14-d-Iva15 diastereomer match very closely.
(However, at this point we are still unable to explain
the observation that the Gly16 triplet is slightly
better resolved in the spectrum of the natural com-
pound, whereas in the synthetic material it overlaps
more with the Aib7 singlet). In contrast, the spec-
trum of the d-Iva14-l-Iva15 diastereomer is remarka-
bly different. More specifically, upon going from the
d-Iva14-l-Iva15 diastereomer to integramide A, the
NH peaks of the Aib12, Iva14 and Gly16 residues
move significantly upfield (particularly, the last two
peaks), whereas that of Iva15 is shifted markedly
downfield.


For the chemical shift assignment of all proton
and carbon resonances, a combination of HMBC,
HMQC, NOESY, and TOCSY[11] experiments were used.
Figure 4 shows a comparison between the aliphatic
regions of the bC-selective HMQC spectra of the nat-
ural integramide A and the two synthetic 16-mer dia-


stereomeric peptides; this comparison sheds further light on
the chiral sequence of the 14-15 dipeptide segment. The peaks
of the 13Cb atoms of the b-methyl groups of the two C-terminal
(14 and 15) Iva[12] residues shift considerably, almost exchang-
ing their positions in the spectrum, on going from integrami-
de A (and the l-Iva14-d-Iva15 synthetic 16-mer) to the d-Iva14-
l-Iva15 16-mer peptide. This finding is of particular interest,
and we consider it to be definitive proof that the stereochem-
istry of natural integramide A can be assigned as l-Iva14-d-
Iva15.


The natural and synthetic integramides were evaluated as in-
hibitors of HIV-1 integrase in the coupled and strand transfer
reactions of proviral DNA into host cell DNA.[3] Natural integra-
mide A, remeasured in parallel with the synthetic samples,ACHTUNGTRENNUNGinhibits coupled and strand transfer reactions with IC50 values
of 10 and 30 mm, respectively. The IC50 values of the synthetic
l-Iva14-d-Iva15 peptide are 7 and 34 mm, while those of its
d-Iva14-l-Iva15 diastereomer are 8 and 55 mm for the two bio-
assays, respectively, which clearly shows that both synthetic
peptides exhibit very tight activities that are quite comparable
to those of the natural compound. (Data were collected in du-
plicate and average data are reported). These results show that
the stereochemical inversion in the Iva14-Iva15 natural se-


Figure 2. HPLC profiles for artificial mixtures of the natural integramide A
(A), and the two synthetic diastereomers l-Iva14-d-Iva15 (l-d) and d-Iva14-l-
Iva15 (d-l). A) Mixture of l-d and A. B) Mixture of l-d, d-l, and A. C) Mixture
of d-l and A. Conditions: Kromasil C18 column (250 � 4.6 mm i.d. ; particle
size: 5 mm; pore size: 100 �); eluant systems: 1) 0.05 % TFA/90 % H2O/CH3CN
and 2) 0.05 % TFA/10 % H2O/CH3CN, gradient 65 to 90 % 2) in 30 min.; flow
rate: 1 mL min�1; room temperature; absorbance detector at 226 nm.


Figure 3. Comparison of the mono-dimensional 1H NMR spectra of natural integramide A
(A), and the two synthetic diastereomers l-Iva14-d-Iva15 (l-d) and d-Iva14-l-Iva15 (d-l)
in [D2]TFE solution at 300 K (recorded using a Bruker Avance 600 MHz spectrometer).
Only a selected part of the NH proton resonance region is shown. The resonances of the
Aib12, Iva14, Iva15, and Gly16 residues are highlighted. The NH chemical shift values for
Iva1, Iva4, and Iva11 are observed below 7.15 ppm.
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quence is in general not detrimental, and might be slightly
beneficial for activity against the strand transfer reaction.


In summary, using a multistep solution-phase strategy,
which includes the preparation and combination of four seg-
ments, we synthesized two 16-mer diastereomeric linear pep-
tides with the amino acid sequence of the non-ribosomal in-
hibitor of HIV-1 integrase, integramide A. Through HPLC and
NMR comparison with an original sample of the purified fungal
extract, we were able to solve the open issue of the Iva14-
Iva15 stereochemistry in favor of the l–d chirality sequence.
The segment-condensation synthetic strategy described here
will allow in the future a relatively fast preparation of addition-
al, appropriately designed, integramide A analogues, including
a simplified version which incorporates achiral Aib residues.
These residues are apparently unnecessary for bioactivity, but
certainly more expensive than their chiral Iva counterparts. A
detailed conformational investigation of integramides A and
B,[3] the two 16-mer synthetic peptides and their shorter-se-
quence intermediates is currently in progress by use of com-
bined FTIR absorption, CD, NMR and X-ray diffraction tech-
niques.


Keywords: HIV inhibitor · HPLC · NMR spectroscopy ·
peptides · stereochemistry elucidation
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Metal Binding Properties of Fluorescent Analogues of
Trichogin GA IV: A Conformational Study by Time-Resolved
Spectroscopy and Molecular Mechanics Investigations
Mariano Venanzi,*[a] Gianfranco Bocchinfuso,[a] Emanuela Gatto,[a] Antonio Palleschi,[a]


Lorenzo Stella,[a] Fernando Formaggio,[b] and Claudio Toniolo[b]


Introduction


Trichogin GA IV (TrGA) is the prototype molecule of lipopeptai-
bols, a unique group of naturally occurring oligopeptidesACHTUNGTRENNUNGexhibiting a remarkable antimicrobial activity.[1–3] The primary
structure of TrGA, that is, Oct-Aib-Gly-Leu-Aib-Gly-Gly-Leu-Aib-
Gly-Ile-Lol (Oct = 1-octanoyl; Aib = a-aminoisobutyric acid;
Lol = leucinol), which comprises three Aib and four Gly resi-
dues, anticipates the peculiar structural and dynamic proper-
ties of this peptide. The Aib residues, due to the gem-dimethyl
substitution on their Ca atom,[4–7] are well known to favour the
formation of 310/a-helical structures[8] and b turns,[9] while the
Gly residues confer conformational flexibility to the peptide
backbone. X-ray diffraction data showed that the first four resi-
dues at the N terminus attain a right-handed 310-helix, while
the C-terminal segment, next to the Gly5-Gly6 motif, populates
a right-handed a-helix.[10] NMR spectroscopy and CD studies
suggested that this 310/a-helix mixed conformation is basically
maintained in solution, although the C-terminal region was
found to be in equilibrium with unordered states.[11–13] Recent-
ly, we investigated the conformational and dynamic properties
in solution of fluorescent labelled TrGA analogues by time-
resolved optical spectroscopies and molecular mechanics (MM)
calculations, and showed that a conformational transition from
an elongated, helical conformation to a family of compact,
folded structures that mimic a helix-turn-helix motif, takes
place in the microsecond time regime.[14, 15]


The close similarity of these folded conformers to the helix-
loop-helix motif of a number of calcium-binding proteins and
peptides[16, 17] urged us to investigate the metal-ion binding
properties of these TrGA analogues. Besides CaII, we selected
GdIII for its well-known properties as a magnetic probe and be-
cause due to its similar radius and coordination properties is
the best substitute for calcium.[18] Furthermore, the efficiency
of GdIII in NMR contrast imaging has been shown to greatly in-
crease when embedded in a membrane phase.[19] Our ultimate


goal is therefore to exploit the extremely high affinity of TrGA
for the lipid phase in the transport of paramagnetic GdIII ions
into the membrane for achieving better contrast conditions in
magnetic imaging.


Here, we report on the structural and dynamic properties of
the ion–peptide complexes formed by two different fluores-
cent analogues of TrGA with CaII and GdIII. The peptides investi-
gated, denoted as F0 and F0T8 (Scheme 1), were both func-
tionalized with a fluorescent molecule (Fmoc: fluoren-9-yl-ACHTUNGTRENNUNGmethyloxycarbonyl), which replaced the Oct group at the N
terminus of TrGA. In F0T8 a TOAC (4-amino-1-oxyl-2,2,6,6-tetra-ACHTUNGTRENNUNGmethylpiperidine-4-carboxylic acid) residue, a Ca-tetrasubstitut-
ed a-amino acid bearing a nitroxide radical species in the side
chain, was used to replace Aib at position 8. It has already
been reported that while substitution of the Fmoc group does
not affect the conformational properties of the trichogin ana-
logues, inclusion of TOAC in the C-terminal segment slightly
stabilizes the helical conformation.[15] Permeabilization experi-
ments on phospholipid bilayers proved that the above substi-
tutions do not perturb the membrane activity of the peptides
investigated.[14]


The metal ion binding properties of two fluorescent analogues of
trichogin GA IV, which is a natural undecapeptide showing signifi-
cant antimicrobial activity, were studied by circular dichroism,
time-resolved optical spectroscopy, and molecular mechanics cal-
culations. Binding of CaII and GdIII to the peptides investigated
was shown to promote a structural transition from highly helical
conformations to folded structures characterized by formation of


a loop that embedded the metal ion. Time-resolved spectroscopy
revealed that peptide dynamics is also remarkably affected by
ion binding : peptide-backbone motions slowed down to the mi-
crosecond time scale. Finally, molecular mechanics calculations
emphasized the role of the central Gly5-Gly6 motif, which al-
lowed for the twisting of the peptide segment that gave rise to
the formation of the binding cavity.
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The well-established distance dependence of the Fmoc···-
TOAC excited-state interaction allowed us to investigate the
conformational and dynamic properties of F0T8 in methanol
by combining fluorescence resonance energy transfer (FRET)
experiments and MM calculations.[14, 15] Information on the pep-
tide dynamics in the microsecond time region was
also obtained from time-resolved transient absorp-
tion measurements by analysing the quenching of
the Fmoc triplet state decay by TOAC. Summarising
the principal findings of our previous investigations,
we showed that the F0T8 dynamics in the microsec-
ond time region is determined by a conformational
transition from an extended helical conformation,
similar to the 310/a-helix mixed conformation re-
vealed by X-ray diffraction and NMR spectroscopy
studies, to a family of compact, folded structures
characterized by a b bend involving the Aib4-Gly5-
Gly6 motif.[15] This transition requires an activated
torsional motion, that is, a + 1208 rotation around
the Gly6 f torsional angle, which is characterized by
a rate constant of 3.1 � 106 s�1 (320 ns).[7] This ap-
proach was applied here for investigating the confor-
mational and dynamic properties of the ion–peptide
complexes formed by CaII and GdIII with the afore-
mentioned TrGA fluorescent analogues.


Results and Discussion


CD measurements


CD spectra in acetonitrile of both TrGA analogues F0
and F0T8 show a negative band at 204–205 nm and
a weaker negative band at 220–230 nm (Figures 1
and 2); this profile is typical of oligopeptides popu-
lating preferentially helical conformations.[20, 21] Bind-
ing of CaII and GdIII gives rise to a conformational
transition for both of the peptide analogues, as clear-
ly revealed by the CD spectra of F0–CaII, F0–GdIII,
F0T8–CaII and F0T8–GdIII at the different metal ion–
peptide total molar concentration ratios (r = [Me]t/
[P]t) reported in Figures 1 and 2. At high r values, the
CD curves of all ion–peptide complexes investigated
show a positive maximum at 214–218 nm, which is


typical of structures rich in type II b turns.[22–24] Gurunath and
Balaram[25] analyzed the conformational features of the C-ter-
minal heptapeptide segment of TrGA by CD spectroscopy and
NMR Overhauser effect experiments, and concluded that the
positive CD signal at 212 nm could be assigned to nonhelical,
folded structures generated by multiple b turns, as proved in
particular by the occurrence of a series of NMR contacts. Most
probably, ion binding selects the appropriate values out of the
many possible torsional angles and stabilizes b-turn structures.
The quasi-isodichroic point found for all systems between 196
and 202 nm indicates that the CD spectra essentially result
from the overlap of two spectral contributions. This conclusion
is strengthened by the observation that the CD signal at all
wavelengths can be accounted for by weighting appropriately
the CD curves typical of the free peptide (r = 0) and of the
ion–peptide complex at high r. It is worth noting that, while
the peptide complexes with CaII show molar ellipticities at
214–216 nm around 3 � 104 deg cm2 dmol�1, the GdIII–peptide
complexes exhibit definitely higher CD values ([V]


Scheme 1. The primary structures of the two trichogin GA IV analogues, F0
and F0T8, investigated. The molecular structures of fluoren-9-ylmethyloxy-
carbonyl (Fmoc) and 4-amino-1-oxyl-2,2,6,6-tetramethylpiperidine-4-carbox-
ylic acid (TOAC) are also shown; Aib: a-aminoisobutyric acid.


Figure 1. CD spectra of F0 in acetonitrile with increasing concentrations of A) CaII and
B) GdIII ; [F0] = 10�4


m, [CaII] = 0–5.7 � 10�4
m, [GdIII] = 0–2.2 � 10�4


m, r = [metal ion]/ ACHTUNGTRENNUNG[peptide]
total molar concentration ratio.


Figure 2. CD spectra of F0T8 in acetonitrile with increasing concentrations of A) CaII and
B) GdIII ; [F0T8] = 10�4


m, [CaII] = 0–2.7 � 10�4
m, [GdIII] = 0–1 � 10�4


m, r = [metal ion]/ ACHTUNGTRENNUNG[pep-
tide] total molar concentration ratio.
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�105 deg cm2 dmol�1) ; this suggests a larger conformational
effect of the threefold charged GdIII.[26] Interestingly, titration
experiments with alkaline ions (Na+ , K+) did not reveal pertur-
bations in the CD spectra of either the F0 or F0T8 analogue
(see the Supporting Information), thus revealing the specific
character of the ion–peptide interaction. The normalized CD
molar ellipticities at 218 nm versus r (= [Me]t/[P]t) are reported
in Figure 3 for the complexes that F0T8 formed with CaII and


GdIII. These data show that the peptide conformational transi-
tion is almost completed at r = 1; this indicates the formation
of a 1:1 metal ion–peptide complex at saturating conditions.
From the same Figure, some differences in the binding of the
two ions to F0T8 can be noticed, in contrast to what wasACHTUNGTRENNUNGobserved for F0 (data not shown). This finding could indicate a
structural role for the TOAC group of F0T8 in the proximity of
the ion binding site.


Fluorescence experiments


We have recently investigated the distance dependence of the
excited state interaction between the fluorescent Fmoc group
and the TOAC nitroxide quencher for a series of TrGA ana-
logues.[14, 15] It has been shown that for Fmoc···TOAC centre-to-
centre distances longer than 4–5 �, the Fçrster dipole–dipole
interaction model[27] adequately describes the excited state in-
teraction between the aromatic molecule and the nitroxyl radi-
cal quencher.[28] At shorter distances, the overlap of the elec-
tronic distributions gives rise to ultrafast relaxation mecha-
nisms that completely deplete the fluorescence emission.
Time-resolved fluorescence experiments have been performed
to study the peptide conformational and dynamic properties
in the nanosecond time region. The singlet excited-state time
decays is usually described by a sum of exponential time com-
ponents [Eq. (1)]:


IðtÞ ¼
Xn


i¼1


ai expð� t
ti
Þ ð1Þ


where ai is the weight associated to the ith lifetime, ti. Provid-
ed that the different conformers do not interconvert in the
nanosecond time scale so that dynamic averaging of the in-
stantaneous relative positions of the donor and acceptor pair
cannot take place, each decay time component can be associ-
ated to a specific conformer.[15] Furthermore, in the absence of
ground-state interactions, the experimental pre-exponential
factor, ai, can be directly associated to the Boltzmann-weight-
ed population of each conformer.[29] An alternative procedure
describes the experimental time decays by continuous lifetime
distributions, each representing a family of structurally similar
conformations.[30]


Besides structural factors, the width of the distribution de-
pends on the interconversion dynamics among the different
conformers pertaining to the same family.


Fluorescence steady-state quantum yields and time decay
parameters (t1 and t2) for F0 and F0T8 and their complexes
with CaII and GdIII in acetonitrile at saturating ion–peptide con-
centration ratios are reported in Table 1. It can be seen that for


F0 the binding of both metal ions does not affect the Fmoc
emission. The absence of excited state interactions between
the Fmoc fluorene chromophore and CaII or GdIII was con-
firmed by independent fluorescence quenching experiments
performed with a Fmoc derivative and the two metal ions
freely diffusing in solution. Hence, we can safely conclude that
the effect of the ion binding on the time decay observed for
F0T8 is not ascribable to a photophysical interaction between
the fluorene group and the metal ion, but it reflects the
changes in the relative distances and orientations of the
Fmoc···TOAC donor (D)–acceptor (A) pair in the free F0T8 and
in the F0T8 complexes with GdIII or CaII ; this finding corrobo-
rates the structural changes of the peptide backbone revealed
by CD experiments. From the data reported in Table 1, it can
be seen that the fluorescence time decays of F0T8 and its
complexes with CaII and GdIII can be described by two lifetime
components. A lifetime distribution analysis (those for F0T8
and F0T8–GdIII are reported in Figure 4) confirms that—in close
similarity with F0T8—the ion–peptide complexes populate two
distinct families of conformers. This finding, together with the
CD results, supports the view of the onset of a conformational


Figure 3. Relative variation of the CD molar ellipticity at l = 218 nm in re-
sponse to various metal ion–peptide concentration ratios, r ; A) F0T8–CaII ;
B) F0T8–GdIII.


Table 1. Fluorescence parameters for the two trichogin GA IV analogues
and their complexes with CaII and GdIII in acetonitrile.


Peptide Quantum a1 t1 a2 t2 E1 E2


yield [ns] [ns]


F0 0.42 – 5.9 – –
F0–CaII 0.46 – 5.9 – –
F0–GdIII 0.44 – 5.9 – –
F0T8 0.26 0.14 2.4 0.86 4.7 0.59 0.20
F0T8–CaII 0.27 0.27 2.1 0.73 5.4 0.64 0.08
F0T8–GdIII 0.26 0.47 1.85 0.53 5.5 0.69 0.07
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equilibrium between two conformers (or two families of very
similar conformers interconverting on the nanosecond time
scale) characterized by a longer and a shorter lifetime (or life-
time distributions), as a result of the different relative distances
and orientations of the Fmoc···TOAC D···A pair. This situation is
reminiscent of that we already found for F0T8 in methanol so-
lution.[14, 15] From the data reported in Table 1 and from inspec-
tion of Figure 4, we can also argue that this conformational
equilibrium is strongly affected by the ion binding process. In
particular, the pre-exponential factor a1 increases from 0.14 for
the free peptide (a2 = 0.86) to 0.27 for the F0T8–CaII complex
(a2 = 0.73) and 0.47 for F0T8–GdIII (a2 = 0.53). Furthermore, the
ion binding moves the long and short time components of the
F0T8 fluorescence decay to longer and shorter lifetimes, re-
spectively, as a result of the structural changes of the peptide
scaffold upon ion coordination. The last two columns of
Table 1 report the experimental quenching efficiencies (E1 and
E2) associated with the two time decays (it is worth noting that
the maxima of the lifetime distributions shown in Figure 4 co-
incide, within the experimental resolution, with the discrete
lifetimes reported in Table 1) according to Equation (2):


Eexp
m ¼ 1� tm


t0
ð2Þ


where t0 is the lifetime of the reference compound F0. These
experimental quantities can be directly compared with theACHTUNGTRENNUNGtheoretical efficiencies computed from the molecular structures
obtained by the MM calculations described below.


Conformational analysis by molecular mechanicsACHTUNGTRENNUNGcalculations


MM calculations were carried out to obtain structural informa-
tion on the conformations predominantly populated in solu-
tion by the ion–peptide complexes. In a series of papers we
have shown that time-resolved FRET experiments and theoreti-
cal conformational analysis can be jointly applied to determine
the conformational properties of sterically constrained oligo-
peptides in solution.[28] According to the Fçrster model,[27] the
energy transfer quenching efficiency is given by Equation (3),


where Rm and k2
m are the D···A centre-to-centre distance and


the D···A orientation factor in the mth conformer, respectively.


Eth
m ¼


1


1þ
2


3k2
m
ð


Rm


R0
Þ6 ð3Þ


R0 is a pure spectroscopic quantity characteristic of the D···A
pair and represents the distance at which 50 % transfer of exci-
tation energy takes place for a randomly oriented energy
transfer pair (k2


m = 2=3).[15, 29] For the Fmoc···TOAC pair in acetoni-
trile, R0 is equal to 10.7 �, as determined by spectroscopic
measurements. Therefore, the comparison of experimental
[Eq. (1)] and theoretical [Eq. (3)] quenching efficiencies allow us
to validate the conformational structures provided by MM cal-
culations. A detailed MM analysis of the conformational fea-
tures of F0T8 in methanol, which were performed previously,
showed that this peptide maintains the mixed 310/a-helix
structure observed by X-ray diffraction and NMR spectroscopy
experiments on TrGA (denoted in the following as confor-
mer A).[15] Compact 3D structures, in which the two N-terminal
(1 to 4) and C-terminal (7 to 11) helical segments are brought
to close proximity by the turn formed around the Aib4-Gly5-
Gly6 residues, were also found to be significantly populated
(conformer B).[15] These conformers were associated with the
longer and shorter lifetime components of the F0T8 fluores-
cence time decay, respectively. MM calculations on the metal
ion–peptide complexes show that ion binding causes a partial
disruption of the helical segment at the C terminus of confor-
mer A. The terminal residues strongly coordinate the metal
ion, and form a loop that encloses the positive charge through
interactions with the peptide C=O groups positioned in a
pseudo-octahedral arrangement (Figure 5 for the F0T8–CaII


complex; Figure 6 for the F0T8–GdIII complex). The role of the
Gly5-Gly6 residues is particularly relevant for conformer B and
gives rise to a twist of the backbone that brings the C- and N-
terminal helices to collapse in a compact structure that
embeds the ion ligand (Figure 5, lower panel for the F0T8–CaII


complex; Figure 6, lower panel for the F0T8–GdIII complex) ;
this arrangement mimics the helix-turn-helix motif usually
found in calcium-binding proteins and peptides.[16, 17]


In Table 2 we report the centre-to-centre distance (dm) and
relative orientation (k2


m) of the Fmoc···TOAC pair, along with
the theoretical efficiency (Eth


m) and the Boltzmann-weighted
population (Pm) for the low-energy conformers of the bare
peptide and the peptide complexes with CaII and GdIII. While
the calculated quenching efficiencies are in very good agree-
ment with the associated experimental quantities, the relative
populations of the two conformers are somewhat more scat-
tered with respect to the experimental data, due to the sensi-
tivity of the Boltzmann factor weighting the conformational
energies. In the computed structures of the ion–peptide com-
plexes the GdIII ion appears to be deeply embedded in the
peptide scaffold and coordinates more tightly to a larger
number of carbonyl groups, as clearly shown in the structures
reported in Figure 6 for both conformers A and B. This finding,
which most likely reflects the larger electrostatic contribution
of the threefold charged GdIII with respect to CaII, could explain


Figure 4. Lifetime distributions from time-resolved fluorescence experiments
in acetonitrile; c : F0T8; a : F0T8–Gd.
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the differences between the complexes that F0 and F0T8 form
with the two ion ligands, as revealed by CD experiments and,
for the latter peptide, by time-resolved fluorescence experi-
ments as well. It should be noted here that, despite the struc-
tural differences revealed by the CD and fluorescence time-
resolved experiments, the topology of the two conformations
differently populated by the bare peptides and the ion–pep-
tide complexes is essentially the same, as indicated by the
quasi-isosbestic point in the CD experiments, the similar time
distributions in the time resolved fluorescence experiments
and the conformational features obtained by MM calculations.


Transient absorption experiments and peptide dynamics


The quenching process of the Fmoc triplet state by TOAC al-
lowed us to obtain information on the peptide dynamics in
the microsecond time scale. This is because the triplet state
quenching mechanism requires that the Fmoc···TOAC pair ap-
proaches contact distances and is therefore governed by diffu-
sional motions of the peptide chain.[31] The Fmoc···TOAC bimo-
lecular quenching constant, as determined by intermolecular
quenching experiments in solution, is 1.3 � 109


m
�1 s�1, that is,


close to the diffusion limit. Therefore, once the two probes
attain a short separation distance, quenching of the Fmoc trip-


let state occurs almost instantaneously; this allows one to de-
termine the rate for achieving contact distances between the
two probes in F0T8.[14] Binding of CaII or GdIII to F0T8 dramati-
cally affects the peptide dynamics, as it is clearly shown by the
time decays reported in Figure 7. The associated kinetic param-
eters, as obtained by a bi-exponential fit of the kinetic trace at
a fixed wavelength (Table 3), reveal that in the F0T8 complexes
with CaII and GdIII the observed decay constants are strongly
depleted and become almost equal to the values obtained for
the complexes that GdIII and CaII form with the reference pep-
tide F0, which lacks the TOAC quencher. The faster decay com-
ponent was unambiguously assigned to the Fmoc triplet state


Figure 5. The most stable conformers of F0T8–CaII from MM calculations
(top panel : conformer A; lower panel: conformer B). White spheres: carbon
atoms; dark grey: nitrogen; light grey: oxygen. The position of the metal
ion is also indicated. Hydrogen atoms are omitted for clarity. To the right a
ribbon representation of the backbone structure is also shown.


Figure 6. The most stable conformers of F0T8–GdIII from MM calculations
(top panel : conformer A; lower panel: conformer B). White spheres: carbon
atoms; dark grey: nitrogen; light grey: oxygen. The position of the metal
ion is also indicated. Hydrogen atoms are omitted for clarity. To the right a
ribbon representation of the backbone structure is also shown.


Table 2. Centre-to-centre distance (dm), relative orientation (k2
m), theoreti-


cal quenching efficiency (Eth
m), and population (Pm) of the low-energyACHTUNGTRENNUNGconformers A and B for the two trichogin GA IV analogues and theirACHTUNGTRENNUNGcomplexes with CaII and GdIII from MM calculations.


Peptide dm [�] k2
m Eth


m Pm


F0T8 (A) 14.5 0.79 0.16 0.58
F0T8 (B) 10.0 0.53 0.54 0.38
F0T8–CaII (A) 11.6 0.02 0.02 0.85
F0T8–CaII (B) 9.7 0.79 0.68 0.12
F0T8–GdIII (A) 12.6 0.04 0.02 0.60
F0T8–GdIII (B) 8.1 0.32 0.72 0.37
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decay by oxygen quenching experiment.[6] Assuming kobs = k0 +


kd, where k0 is the triplet decay rate constant in the absence of
the quencher and kd is the unimolecular rate characterizing
the diffusional motions that bring the Fmoc···TOAC pair to very
close proximity, it turns out that the F0T8 dynamics (k�1


d =


480 ns) is markedly slowed down for both the F0T8 complexes
with CaII (kd


�1 = 3.6 ms) and GdIII (kd
�1 = 3.7 ms). Most likely, the


binding of CaII and GdIII slows down the torsional motions of
the peptide backbone and brings the Fmoc···TOAC pair into
close proximity; this rigidity, however, inhibits the quenching
of the Fmoc triplet state. The ion–peptide structures reported
in Figures 5 and 6 clearly support this finding and emphasize
the role of the hinge residues Gly5-Gly6 in the formation of
the peptide loop that embeds the ion ligands.


Water–membrane partition experiments


Binding experiments, which were based on the enhancement
of Fmoc emission when inserted in an apolar environment,
were performed by adding a liposome formulation to F0 and
the complex F0–GdIII. The water–membrane partition proper-
ties of the peptide are not affected by coordination of the
metal ion, the association constant to the liposomes being K =


(1.6�0.1) � 103 for F0 and (1.7�0.1) � 103 for the complex F0–
GdIII.


To verify that GdIII effectively penetrates the liposome, a
spectrophotometric assay based on Arsenazo III was carried
out.[32] This dye exhibits a very high affinity to GdIII and anACHTUNGTRENNUNGextremely sensitive variation of its absorption spectrum to ion
binding. In brief, the experiment consists of preparing two lip-
osome solutions dipped in the upper section of two different
centrifugal filter devices. Upper and lower sections are separat-
ed by a cellulose membrane that is only permeable to mole-
cules with molecular weights lower than 100 kDa. The complex
F0–GdIII is added to one of the filter devices, while in the other
only GdIII at the same concentration is inserted. Then, ultracen-
trifugation is applied to both solutions to separate the aque-
ous layer from the lipids. Finally, the concentration of GdIII


passed to the lower section of both filters is measured by com-
plexation with Arsenazo III. A definitely lower concentration of
GdIII was found in the case of F0–GdIII (1.56 mm) with respect
to that measured in the reference cell (2.67 mm). This resultACHTUNGTRENNUNGindicates that an important fraction of the complex F0–GdIII


was segregated in the upper section, bound to the liposome
phase.


Conclusions


Two fluorescent peptide analogues of TrGA were synthesized
and their binding properties with CaII and GdIII ions were char-
acterized by CD, time resolved optical spectroscopy, and MM
calculations. The last methodology revealed that both of the
conformers predominantly populated by the bare peptide are
able to bind the two metal ions. Ion binding promotes a shift
in the conformational equilibrium and gives rise to a peptide
loop that embeds the metal ion into a binding cavity formed
by carbonyl groups. Peptide dynamics is also strongly affected
by ion binding: the peptide torsional motions were slowed
down to the microsecond time scale. The effective coordina-
tion with CaII and GdIII of the TrGA analogues investigated, and
their high affinity to the lipid phase strongly suggest that
these peptides could be used as Trojan horses to insert GdIII,
which is a well-known magnetic probe, into the membrane.
These properties are particularly important for the high con-
trast capacity of GdIII ions in NMR imaging when embedded in
a lipid phase.[33] Preliminary, unpublished results (Arsenazo III
assay) have confirmed the feasibility of this approach. In addi-
tion, by taking advantage from the presence of the Fmoc
group, these peptides could also be of real interest in biologi-
cal and medical assays by using optical (fluorescence) imaging.


Experimental Section


The synthesis and chemical characterization of the TrGA analogues
F0 and F0T8 were already reported.[34] CD spectroscopy experi-
ments were carried out by using a Jasco J-600 (Tokyo, Japan) di-
chrograph. The reported CD signals were normalized with respect
to peptide molar concentrations. Fluorescence spectra were re-
corded by using a Jobin Yvon Fluoromax-2 (Longjumeau, France)
spectrofluorimeter operating with single photon counting (SPC)
detection. Fluorescence time decays were measured by a CD900
SPC apparatus from Edinburgh Analytical Instruments (Edinburgh,
Scotland, UK). UV excitation was achieved by a flashlamp filled


Figure 7. Transient absorption decays of A) F0T8; B) F0T8–[CaII] ; C) F0T8–
[GdIII] in acetonitrile; l = 370 nm, T = 25 8C.


Table 3. Fmoc transient absorption decay parameters in acetonitrile for
the two trichogin GA IV analogues and their complexes with CaII and GdIII.


Peptide a1 k1 a2 k2ACHTUNGTRENNUNG[105 s�1] ACHTUNGTRENNUNG[104 s�1]


F0 0.28 1.9 0.72 4.1
F0–CaII 0.15 1.9 0.85 3.0
F0–GdIII 0.09 2.6 0.91 3.1
F0T8 0.72 22.8 0.28 19.2
F0T8–CaII 0.62 4.7 0.38 5.9
F0T8–GdIII 0.45 5.3 0.55 9.6
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with ultrapure hydrogen (300 mm Hg; 40 kHz repetition rate; full
width at half maximum: 1.1 ns). The experimental decays were
fitted through iterative reconvolution of discrete exponential func-
tions or continuous lifetime distributions by using standard soft-
ware licensed by Edinburgh Analytical Instruments. Transient ab-
sorption experiments were performed with an Applied Photophy-
sics LKS60 instrument (Leatherhead, UK), by using a Quantel Bril-
liant B Nd:YAG Q-switched laser (Les Uils, France) for pump excita-
tion. A fourth-harmonic generator module was employed to obtain
a 266 nm excitation wavelength (4 ns pulse width; 10 mJ energy).
All solutions for spectroscopy experiments were freshly prepared
before measurement. Spectrograde solvents (Carlo Erba, Rodano,
Italy) were exclusively used. To determine the GdIII concentration
associated to liposomes, a spectrophotometric assay, based on Ar-
senazo III, was carried out by measuring the absorption of the ion–
dye complex at 660 nm. Centrifugation was performed with an
ALC PK110 centrifuge at 6000 rpm for 50 min by using Microcon
Eppendorfs with a regenerated cellulose filter. Phospholipids were
purchased from Avanti Polar Lipids (Alabaster, AL, USA). The proce-
dure for liposome preparation has already been reported.[35] MM
calculations were carried out by using a homemade program
linked to Hyperchem 7.0,[36] with a MM + force field implemented
with the TOAC parameters.[37]
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Introduction


Members of the Ras family play a crucial role in signal trans-
duction processes involved in cell division or differentiation. In
this context, they function as molecular switches—a role that
is strictly linked to their location in endogenous membranes.[1]


While earlier concepts presented a more static view, recent
studies emphasize that the dynamic translocation of Ras iso-
forms between different endomembranes spatiotemporally
controls their biological activity.[2] In this view, H-, N-, and K-Ras
possess reversible membrane-binding motifs. Both H- and N-
Ras are equipped with hydrolysable palmitoyl thioesters, the
cleavage of which results in drastic weakening of Ras anchor-
age in lipid bilayers,[3] while phosphorylation of a serine in the
polybasic stretch of the K-RasB C terminus perturbs the elec-
trostatic interaction with the negatively charged inner leaflet
of the plasma membrane.[4] Farnesylation of the most C-termi-
nal cysteine, which occurs in all Ras isoforms, is the second
modification that contributes to membrane association. Due to
the stable character of the thioether between the isoprenoid
and the protein, farnesyl-binding chaperones might mask this
hydrophobic motif for intracellular translocation.[5]


One candidate for such a farnesyl chaperone is phospho-
diesterase d (PDEd), which has been described as an interac-
tion partner of isoprenoid-modified small molecules or preny-
lated proteins in several studies.[6–11] Over-expression of PDEd


interferes with Ras trafficking; this has led to the idea that
PDEd might be involved in the delivery of prenylated proteins
to endomembranes.[9] However, knowledge about the molecu-
lar details of prenyl binding by PDEd, in particular the amino
acids decisive for interaction with Ras, is scarce.


In order to gain insight into the structural requirements for
the binding of PDEd to isoprenylated Ras, we utilized semisyn-
thetic Ras lipoprotein from a bacterially expressed Ras core,


which was ligated to a chemically synthesized lipopeptide at
the C terminus.[12–15] We have shown previously that N-Ras lipo-
proteins with a geranyl benzophenone (GerBP) modification
retain their biological activity in cellular setups.[16] Their use re-
sults in enhanced activity of the exchange factor Sos, as simi-
larly reported for farnesylated Ras.[17] Substitution of the natu-
ral farnesyl with a photoactive GerBP moiety allowed the resi-
dues in PDEd that form the putative isoprenoid binding
pocket to be mapped (Figure 1).


Results


Synthesis and ligation


To characterize the putative isoprenyl binding pocket of full
length PDEd, a semisynthetic N-Ras lipoprotein with a photo-
activatable group in the farnesyl moiety for crosslinking to


Biologically functional Ras isoforms undergo post-translational
modifications starting with farnesylation of the most C-terminal
cysteine. Combined with further processing steps, this isoprenyla-
tion allows for the anchoring of these proteins in endomem-
branes, where signal transduction events take place. The specific
localization is subject to dynamic regulation and assumed to
modulate the activity of Ras proteins by governing their spatio-
temporal distribution. The d subunit of phosphodiesterase (PDEd)
has attracted attention as a solubilization factor of isoprenylated
Ras. In this study, we demonstrate that critical residues in the


ACHTUNGTRENNUNGputative isoprenoid pocket of PDEd can be mapped by coupling
with a semisynthetic N-Ras lipoprotein in which the native farne-
syl group of the processed protein was replaced by a photoacti-
vatable geranyl benzophenone moiety. The crosslinked product
included parts of b-sheet 9 of PDEd, which contains the highly
conserved amino acids V145 and L147. Modeling of the PDEd–
geranyl benzophenone (GerBP) complex supports the conclusion
that the photolabeled sequence is embedded in the putative iso-
prenoid pocket of PDEd.
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PDEd was required. To this end, a N-Ras ACHTUNGTRENNUNG(1–181)-MIC-aca-Gly-
Cys-Met-Gly-Leu-Pro-Cys ACHTUNGTRENNUNG(GerBP)-OMe (N-Ras–GerBP) construct
was designed and synthesized. In this construct, the natural
farnesyl moiety at the carboxymethylated C-terminal cysteine
was replaced by a photoactive GerBP residue. In order to as-


semble the C-terminal peptide on the solid phase, a Fmoc-pro-
tected cysteine building block (8) that incorporated the GerBP
residue needed to be generated (Scheme 1). The synthesis fol-
lowed well-established steps for modification of the geranyl
group.[16, 18] The free thiol of unprotected cysteine was alklyated


Figure 1. Overview of the crosslinking reaction of semisynthetic wt-N-Ras ACHTUNGTRENNUNG(1–181)-MIC-aca-GCMGLPC-GerBP-OMe and PDEd. The N-Ras C terminus was ligated
to a chemically synthesized carboxymethylated, lipidated, and chemically tagged (MIC-aca-GCMGLPC-GerBP-OMe) heptapeptide.


Scheme 1. a) DIPEA (2 equiv), TBDMS (1 equiv) in CH2Cl2, 0 8C; b) SeO2 (0.1 equiv), tBu-OOH (0.1 equiv), salicylic acid (4 equiv) in CH2Cl2, 0 8C; c) P(Ph)3


(1.5 equiv), DIAD (1.5 equiv), benzophenone (1.2 equiv) in THF, 0 8C; d) TBAF (1.2 equiv) in THF, 0 8C; e) NCS (1.1 equiv), Me2S (2 equiv) in CH2Cl2, �40 8C;
f) NH3/MeOH (7 m, 16 equiv), Cys·HCl (1.2 equiv) in MeOH, 0 8C; g) Fmoc-OSu (3.2 equiv), Et3N (3.2 equiv) in CH2Cl2, 20 8C.
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with geranyl chloride 6[18] . The amine functionality of the re-
sulting cysteine derivative, 7, was Fmoc protected to yield the
desired building block 8. Peptide 12 was assembled from 8 on
solid support by using the hydrazine linker (Scheme 2).[19] Pure
peptide 12 was thus obtained in 41 % yield. The peptide was
subsequently ligated under buffered conditions to the wild-
type (wt) N-Ras ACHTUNGTRENNUNG(1–181) construct, which featured a C-terminal
cysteine.[12–15]


Photocrosslinking and analysis


To shed light on the contribution of the prenyl moiety of N-
Ras and its interaction with PDEd, photocrosslinking (PCL) ex-
periments were performed. A stable crosslinked product of the
N-Ras lipoprotein and PDEd might be expected after photoac-
tivation, if the prenyl moiety directly and specifically interacts
with PDEd. Indeed, a new defined band at 38 kDa was ob-
served in the SDS-PAGE analysis after UV-light exposure of N-


Scheme 2. a) 1: DMF/piperidine (1:1) ; 2: 8 (4 equiv), HOBt (4 equiv), HBTU (4 equiv), 2,4,6-collidine (4 equiv) in DMF; b) SPPS; deprotection: DMF/piperidine
(1:1), coupling: HBTU (4 equiv), HOBt (4 equiv), Fmoc-AA-OH (4 equiv), DIPEA (8 equiv) in DMF; c) Cu ACHTUNGTRENNUNG(OAc)2, (0.55 equiv), pyridine (35 equiv), MeOH
(215 equiv) in CH2Cl2 ; d) buffered solution of 11 % Triton X-114 (20 equiv), 30 mm Tris·HCl, 100 mm NaCl (1 mL), 4 8C.
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Ras–GerBP and PDEd (Figure 2). This band had the expected
mass of the coupled product of N-Ras–GerBP (21 kDa) and
PDEd (17 kDa). The amount of both starting proteins decreased
compared to the bands in the unexposed sample (Figure 2,
lane 4 vs. lane 5). The lower (less intense) band of N-Ras–GerBP
represents about 10 % uncoupled N-Ras ACHTUNGTRENNUNG(1–181) as confirmed
by SDS-PAGE analysis and mass spectrometry (Figure S1 in the
Supporting Information). The intensity of this band was not at-
tenuated compared to the unexposed sample; this demon-
strates the necessity of GerBP for the reaction. As a control for
the specificity of photoproduct formation, an additional cross-
linking experiment with N-Ras–GerBP and GST, which is a non-
Ras-binding reaction partner, was performed (Figure 2, lanes 7–
9). When using identical protein concentrations and PCL condi-
tions, no N-Ras-GST crosslink product was observed. Further-
more, no PCL products were identified after illumination of a
pure N-Ras-MIC–GerBP solution. PCL N-Ras–GerBP–PDEd was
separated from the starting proteins by gel filtration and ana-
lyzed by silver staining after SDS-PAGE (Figure S2).


After purification, the PCL product was proteolytically
cleaved with trypsin and chymotrypsin for at least 12 h at
37 8C (trypsin) and 25 8C (chymotrypsin). Mass spectrometric
analysis was performed by MALDI-TOF-MS after proteolytic di-
gestion and conditioning of the peptide mixture. Products of
proteolysis were identified with PAWS software by taking into
consideration the specific digestion conditions and factors,


such as carboxymethylation and
miscleavage. Sequence cover-
age of up to 79 % for N-Ras–
GerBP and 45 % for PDEd could
be achieved after trypsin diges-
tion. However, a distinct frag-
ment for a crosslinked product
of PDEd with the N-Ras-MIC-
GerBP C terminus could not be
assigned (Figure 3 A). The se-
quence coverage after digestion
with chymotrypsin was 33.7 %
for the N-Ras–GerBP and 23.3 %
for the PDEd sequence (Fig-
ure 3 B), again without direct
correlation of a putative cross-
link fragment. Controls without
protein revealed no peptide
fragments due to potential au-
todigestion of the proteases ap-
plied (data not shown); this in-
dicates that all peptides detect-


Figure 2. SDS-PAGE analysis of the photocrosslinking (PCL) reaction. Lanes 1, 6, 10: protein marker (SDS-7); lane 2:
N-Ras ACHTUNGTRENNUNG(1–181)–GerBP; lane 3: PDEd ; lane 4: reaction mixture before photoirradiation; lane 5: sample after 30 min
of photoirradiation. Green box: PCL product (38 kDa); red and blue boxes: starting materials ; lane 7: N-Ras ACHTUNGTRENNUNG(1–
181)–GerBP alone, and lane 8: in the presence of GST (24 kDa, yellow box) after UV exposure. Lane 9: GST.


Figure 3. MS analysis of the crosslinking product of PDEd and N-Ras–GerBP.
After gel filtration the PCL product was cleaved with either trypsin or chy-
motrypsin for 12 h. Resulting fragments were analyzed by MALDI-TOF-MS
after disulfide bond reduction with DTE and alkylation with IAA. All signals
were verified by using PAWS software, which assumed specific theoretical
protease cleavage sites, and modifications, such as miscleavage, alkylation,
etc. A) Results from trypsin digestion; fragments attributed to 1) N-Ras,
2) PDEd. B) Results from chymotrypsin digestion; fragments attributed to
1) N-Ras, 2) PDEd, 3) photocrosslinked products.
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ed in the digestion reactions originated from the crosslinked
product.


Analytical mass spectrometry of the isolated MIC-aca-
GCMGLPC-GerBP-OMe lipopeptide 12 yielded relevant informa-
tion for the correct assignment of the unassigned signals in
the peptide mixture obtained after PCL. ESI-MS of 12 revealed
nonenzymatic breakage of the lipopeptide between leucine
and proline (Figure 4 B), which resulted in a PC-GerBP-OMe
fragment with an apparent mass of 565.22 Da (565.27 Da for
the calculated monoisotopic mass). Reanalysis of the original
data for the presence of putative coupling products, whichACHTUNGTRENNUNGincluded the PC-GerBP-OMe fragment after the mass-induced
leucine–proline break, revealed a signal at 2201.35 Da in the
chymotrypsin digested PCL sample (Figure 4 A). This fragment
could be attributed to the covalent linkage of the PC-GerBP-
OMe fragment with a C-terminal peptide fragment of PDEd


(D135–F148), which contributed an additional mass of
1635.8 Da. The fragment was unambiguously identified in in-
dependent experiments by MALDI-TOF-MS. A scheme for the
formation of the coupling fragment and the PDEd secondary
structure is given in Figure 5.


In silico evaluation


To support the findings of the PCL studies with a molecular
model, the GerBP residue was docked in silico into the farnesyl
binding pocket of PDEd. First attempts to find a binding mode
of GerBP within the hydrophobic pocket of the ArL2-GTP–
PDEd crystal structure[8] were unsuccessful. The putative isopre-
noid binding pocket of PDEd, when compared to the geranyl-
geranyl (GerGer) moiety in the RhoGDI–Cdc42*GDP complex,[20]


is smaller than in RhoGDI. Crucial residues in PDEd that restrict
the binding pocket for a farnesyl or GerBP residue are M20
and I129, respectively. For this reason we introduced a ~2.5 �
conformational shift for I129 in silico, towards a position that
corresponds to the structural orientation of the analogous resi-
due I177 of RhoGDI in the RhoGDI–Cdc42 complex. Further-
more, the position of M20 was rearranged by ~2.5 � so that its
sulfur atom did not point into the binding pocket. I129 is con-
served between RhoGDI and PDEd and the corresponding I177
in RhoGDI is located in the hydrophobic pocket of the GDI ap-
proximately in the center of the GerGer chain.[20] The highest
ranking solutions from docking of flexible GerBP into the al-


Figure 4. MS analysis of the crosslinked product. A) Chymotrypsin digestion of the product resulted in a fragment with a monoisotopic mass of 2201.35 Da
([M+H]+) in the MALDI-TOF analysis, which could be attributed to a PDEd peptide with amino acids D135–F148 coupled to Pro-Cys-GerBP-OMe. The masses
in red belong to fragments of the N-Ras–GerBP and in blue to PDEd. B) A corresponding specific nonenzymatic fragmentation was observed for the MIC-
GCMGLPC–GerBP peptide 12, which showed a break of the fragment at the N terminus of proline with a monoisotopic mass of 565.22 Da ([M+H]+) in an ESI
spectrum.
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tered PDEd structure resulted in only one strictly defined bind-
ing mode (Figures 6 A–C). In the final step the PDEd structure
was allowed to relax during energy minimization, while the
docked GerBP structure with the highest score value of the
previous calculation remained fixed. The nine best ranked
binding modes from docking of GerBP to relaxed PDEd with
scoring values comparable to the best solutions from the pre-
vious docking run resulted in two distinct final binding modes.
They were similar to the previous mode with the carbonyl
group of GerBP pointing in the same direction. Residues in the
neighborhood of the benzophenone carbonyl included M20,
W32, A47, I129, V145, and L147. V145 and L147 were oriented
towards the GerBP residue (Figure 6) and in particular faced
the benzophenone carbonyl, which is part of the C�C crosslink
after photoreaction. Interestingly, a closer look at the pocket
structure with the best score revealed that the two hydropho-
bic residues, V145 and L147 (Figures 6 B–C), are in a close
enough proximity to crosslink with the activated benzophe-
none group. Both amino acids are located at the C terminus of
PDEd. The shortest distances between the side chains of V145
and L147 on the one side and the carbonyl of the benzophe-
none molecule on the other are 3.4 � and 3.1 �, respectively.
The orientation and the short distances between the two hy-
drophobic amino acids and the crosslinking ability of benzo-
phenone allow formation of covalent bonds during the photo-
reaction and support the experimental results. Further putative
candidates for prenyl binding and crosslinking are located in


the b-sheets 2, 3, and 8 of PDEd (W32 4.3 �, A47 3.6 �, I129
4.1 �; Figure 6 B), but were not identified with their corre-
sponding fragments in the mass spectrometric analysis. Fur-
thermore, successful docking of a farnesyl group to a relaxed
structure of PDEd showed that the farnesyl binding mode (Fig-
ure 6 D) is similar to the binding mode of GerBP, although
more flexible due to the smaller molecular volume.


Discussion


The PDEd fragment D135–F148 crosslinked by the photoacti-
vated benzophenone consisted of 14 C-terminal amino acids
including three conserved aspartates (D135, D136, D137) in-
volved in the interaction of RhoGDI and Cdc42, which are sur-
prisingly conserved between PDEd and all RhoGDIs. This acidic
stretch plays an important role in stabilizing the interaction of
the amino-terminal helix–loop–helix region of RhoGDI and the
switch II domain of Cdc42.[20] The prenyl binding pocket of
PDEd is highly conserved in nature. The amino acid sequence
of the frog homologue of mammalian PDEd was aligned and
compared with nine vertebrate and six invertebrate species.[21]


Conserved hydrophobic amino acids contribute to the pocket
and form favorable van der Waals contacts along the length of
the prenyl group (Figure 6). Thirteen out of sixteen residues of
the hydrophobic cavity are identical in at least 14 of the 15
species compared. The PDEd structure features an immunoglo-
bulin-like b-sandwich fold with two b sheets packed against


Figure 5. A) Sequence of the N-Ras–GerBP–PDEd fragment identified by MALDI-TOF MS after crosslinking and proteolytic cleavage with chymotrypsin. B) Se-
quence and secondary structure of PDEd crystal form 2.[8] Red- and green-colored amino acids represent trypsin and chymotrypsin cleavage sites, respectively.
Hydrophobic amino acids (highlighted in purple) form the hydrophobic pocket of PDEd. The aspartates marked in yellow are conserved between PDEd and
all RhoGDI.
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Figure 6. In silico docking of GerBP to the putative binding site of PDEd (stereo representations). A) Binding of a flexible GerBP group (red sticks), within the
rearranged structure of PDEd (gray ribbon model). Hydrophobic residues V145 and L147 of PDEd are in green and in blue, respectively. B) Nine best scored
docked GerBP groups in the pocket of relaxed PDEd. Additional residues of the pocket that contact GerBP are showed in purple (A47), yellow (W32), and
brown (I129). C) Distances (indicated in �) from the benzophenone carbonyl of the best scored binding mode of GerBP to the closest methyl residues.
D) Result of farnesyl residue (red sticks) docked to the relaxed PDEd structure.
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each other (b1, b2, b4, b7, and b3, b5, b6, b8, b9), which is pro-
ceeded by an N-terminal a helix (a1). Only a short 310 helix is
located in one of the loop regions. RhoGDIs and PDEd differ in
their N-terminal regions.[8] In particular, the short 310 helix of
PDEd might be responsible for the interaction with Ras pro-
teins.


The PCL PDEd fragment identified in our study includes two
of the conserved hydrophobic residues, V145 and L147. These


residues correspond to the amino acids W194 and L196 in
RhoGDI, which belong to the so called “hydrophobic triad”
(W194, L77, and F102) or are involved in hydrophobic contacts
(L196) with the prenyl residue in RhoGDI.[8, 22] Our in silico dock-
ing supports the idea that the orientation of the functional car-
bonyl group of the GerBP for PCL is oriented towards the
amino acids in PDEd that are putatively crosslinked in the cou-
pling fragment identified (L147 and V145; Figures 5 A–C). The


Figure 6. (Continued)
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corresponding residues L196 and W194 in RhoGDI are bothACHTUNGTRENNUNGinvolved in hydrophobic contacts with the GerGer residue of
Cdc42 in the binary complex.[20] The docking of the farnesyl
group indicates that PDEd is able to anchor naturally modified
Ras (Figure 6 D) in a conformational and positional mode very
similar to bound Ras–GerBP.


Conclusions


Several studies have identified b-barrel shaped PDEd as anACHTUNGTRENNUNGinteraction partner for isoprenoid-modified proteins and pep-
tides.[8–10] It has also been observed that PDEd binds prenyl
side chains (farnesyl and GerGer groups) with a stoichiometry
of 1:1.[11] However, the exact organization of the interface be-
tween the immunoglobulin-like PDEd and the isoprene side
chain of a binding partner have not been characterized yet.
The crystal structure of PDEd[8] revealed a b-propeller structure
with a shape very similar to that seen for RhoGDI in complex
with Cdc42,[20] but the putative PDEd prenyl binding pocket
was significantly shorter than the RhoGDI GerGer binding
structure. Over-expression of PDEd results in increase of the cy-
tosolic pool of both Ras and Rho proteins[9] and further small
GTPases. Beside Ras, Rab13, Rap, and Rho6 were identified to
interact with PDEd.[6, 10, 23] Therefore, PDEd was suggested to be
a solubilization factor for Ras proteins.


In this study, we confirmed that the hydrophobic pocket
visible in the PDEd structure is indeed involved in the specific
recognition of farnesylated proteins. For this purpose, a semi-
synthetic N-Ras lipoprotein containing a carboxymethylated
and isoprenylated C-terminal cysteine was utilized, and the last
isoprene monomer of the natural farnesyl was replaced by a
benzophenone moiety. The resulting GerBP modification was
accepted as a functional substitution for the farnesyl side
chain in both protein interactions[17] and cellular signaling[16]


and is a well-suited tool for mapping isoprene-sensitive pro-
teins. The farnesyl binding pocket of PDEd was mapped
through application of a Ras lipoprotein with a photoactivata-
ble functionality in the isoprenoid residue. This approach can
be extended to other isoprenoid-sensitive binding partners of
Ras and other post-translationally farnesylated or geranylgera-
nylated proteins. Moreover, benzophenone-modified baits are
promising tools for cellular photolabeling studies since they
are chemically stable and their activation (350–360 nm) does
not damage proteins.[24–26] Future investigations, therefore, can
address yet unidentified membrane-embedded binding part-
ners of Ras proteins that might regulate localization of the
small GTPase in heterogenous membrane compartments.[27]


Experimental Section


Protein expression, purification, and synthesis of lipoproteins :
Generation of semisynthetic lipoproteins has been described in
detail before.[28] For the photoactivatable N-Ras construct, the hep-
tapeptide MIC-GCACHTUNGTRENNUNG(StBu)MGLPC-GerBP-OMe, which mimics the N-
Ras C terminus, was utilized.[17]


Full-length PDEd cDNA was subcloned into the pProEx-HTb vector
by using BamHI–EcoRI restriction sites. The expression construct in-


cludes an N-terminal His-tag followed by a Tev-cleavage side. The
plasmid coding for N-terminal His-tagged full-length PDEd was se-
quenced to determine correct fragment boundaries and then
transformed into the Escherichia coli strain BL21-CodonPlus-(DE3)-
RIL (Stratagene). Culture and expression was performed in LB
medium containing ampicillin (100 mg L�1) and incubation at 37 8C.
Expression was induced with IPTG (isopropyl-b-d-thiogalactopyra-
nosid; 250 mm) at a cell density absorbance of A600 0.6, and incuba-
tion was continued at 20 8C, overnight. Bacteria pellets were resus-
pended in Tris·HCl (50 mm, pH 7.4), NaCl (150 mm), glycerol (10 %,
v/v), b-mercaptoethanol (2 mm). PMSF (phenylmethylsulfonyl fluo-
ride; up to 1 mm) and DNase I (0.5 mg) were added, and the cells
were lysed by using a microfluidizer (Microfluidics). Cell debris was
removed by centrifugation and clear supernatant was loaded onto
a Ni2+-NTA column (25 mL of Ni2+-NTA resin; Qiagen) after centrifu-
gation for 30 min at 30 000 g. The column was pre-equilibrated
with the buffer, as described above, with additional imidazole
(30 mm, pH 7.4). After purification with ten column volumes of
buffer, elution of His-tag–PDEd protein was performed by using a
linear gradient from 30 to 150 mm imidazole over eight column
volumes. His–PDEd-containing fractions were identified by SDS-
PAGE, pooled, and concentrated with amicon ultra microcons (Milli-
pore, Bedford, MA, USA) at 4000 g. His–PDEd was dialyzed against
Tris·HCl (50 mm, pH 7.4), NaCl (150 mm), glycerol (10 %, v/v), b-mer-
captoethanol (2 mm), and the N-terminal His-tag was cleaved with
Tev protease (1 mg Tev: 500 mg protein) by incubation at 4 8C for
14 h. PDEd was depleted of the protease and uncleaved fragments
by a second round of Ni2+-NTA affinity chromatography. The pro-
tein-containing flow-through was concentrated in amicon ultra mi-
crocons (MW CO 10 000) in Tris·HCl (50 mm, pH 7.4), NaCl (150 mm),
glycerol (10 %, v/v), and b-mercaptoethanol (2 mm).


All protein masses were checked by MALDI mass spectrometry. All
purification steps were carried out at 4 8C. Purified protein was
stored at �80 8C. Protein concentration were determined by using
the Bradford assay.


General procedure for the synthesis of lipidated and labeled
peptides : Commercially available Fmoc-4-hydrazinobenzoyl Nova-
Gel resin was used for solid-phase reactions. Anhydrous solvents
were used for each reaction. The reaction flask (50 mL) had a frit at
the bottom, a stopcock to permit rapid filtration and washing of
the resin, and a side arm to allow access to the supply of argon.
Resin loading was determined by measuring the Fmoc-groups. All
amino acids were coupled by using HBTU/HOBt chemistry. Typical-
ly, the Fmoc-amino acid (AA; 4 equiv) was treated for two minutes
with HBTU (4 equiv), HOBt (4 equiv) in DMF, then DIPEA (8 equiv)
was added and stirred for two more minutes. Finally, the solution
was added to the resin, which was then agitated for 2–3 h at room
temperature. The completeness of the reaction was monitored by
the bromophenolblue-test. The Fmoc group was removed by com-
mercially available redistilled piperidine in anhydrous DMF (DMF/
piperidine, 1:1; 3 times 5 min). Then the resin was washed five
times with DMF, and the next coupling was carried out. Cysteine
building blocks were coupled by using HBTU/HOBt/Collidine
(4:4:4) in CH2Cl2/DMF (1:1). The last step was incorporation of the
6-maleimidohexanoic acid. After Fmoc removal, it was coupled by
using HBTU/HOBt/DIPEA (4:4:8). The cleavage of the peptide was
carried out by washing the resin three times with anhydrous
CH2Cl2 and then adding a cocktail of Cu ACHTUNGTRENNUNG(OAc)2 (0.55 equiv), pyridine
(35 equiv), and MeOH (215 equiv) in anhydrous CH2Cl2. The mixture
was agitated for 2.5 h, and the resin was washed 5 times with
CH2Cl2. After washing the organic layer with water, the final pep-
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tide was purified by normal phase chromatography (CH2Cl2/MeOH,
5 %) and obtained in pure form in 41 % yield.


Photocrosslinking (PCL) procedure : Before incubation and PCL
with PDEd, the StBu-protection group of wt-N-RasACHTUNGTRENNUNG(1–181)-MIC-GC-
(StBu)MGLPC-GerBP-OMe was reduced and deprotected with DTE
(50 mm) by incubation for up to 16 h at 4 8C on a rotary shaker. Af-
terwards DTE was removed by using HiTrap�-desalting column.


The PCL reaction was performed in NH4HCO3 (50 mm), CaCl2


(10 mm, pH 8.0). PDEd and the semisynthetic N-Ras lipoprotein
were incubated for 2 h at 4 8C (shaker) followed by illumination in
a photoreaction chamber (Rayonet RPR-100, Connecticut, USA)
with UV-light exposure (350 nm) by using central adjusted quartz
photochemical reaction vessels. The total power consumption of
eight UV lamps was approximately 200 W. The maximum time
frame for the photoreaction did not exceed 30 min at 4 8C. Proteins
were applied in a 1:1 ratio and a total volume of 0.1 mL (concen-
tration 50 mm for each protein).


PCL products and reactants were separated by gel filtration in cou-
pling buffer with a multicomponent Waters 626 LC system on a
10/30 HiLoad Superdex 75 column at a flow rate of 0.5 mL min�1.
The column was calibrated with dextran blue (Sigma) for the void
volume and the protein standards thyroglobulin (670 kDa), bovine
g-globulin (158 kDa), chicken ovalbumin (44 kDa), equine myo-ACHTUNGTRENNUNGglobin (17.8 kDa), and vitamin B12 (1.35 kDa, all standards from
Biosil2000, Bio-Rad). Furthermore, the educts N-RasACHTUNGTRENNUNG(1–181)-MIC-
GCMGLPC-GerBP-OMe and PDEd were applied as pure compounds
(50 mm, 100 mL) and finally the reaction mixture after crosslinking
was separated (N-Ras and PDEd with 50 mm starting concentration
each, 100 mL injection volume). Protein-containing fractions were
identified by SDS-PAGE and silver staining. Fractions with purified
PCL product were pooled, concentrated by acetone precipitation,
then resolved in coupling buffer, and used for protease digestion
and mass spectrometry.


Proteolytic digestion of PCL products : Purified PCL products
were digested in solution with serine endopeptidases (trypsin pro-
teomics grade and chymotrypsin sequencing grade; Roche). Diges-
tion was performed as follows in coupling buffer. First, cysteine�
cysteine bonds of proteins were reduced by addition of DTE (final
concentration 10 mm) and incubation at 50 8C for 30 min. After
being cooled to room temperature, the reduced cysteine sulfides
were alkylated with iodacetamide (IAA, final concentration
180 mm) for 20 min at room temperature in the dark. This step
prevents the cysteine residues from oxidation and recombining to
disulfide bonds. Stable S-carboxyamidomethyl derivatives were
formed.


Trypsin was activated in HCl (1 mm) and diluted by addition of
coupling buffer immediately prior to addition to samples. Incuba-
tion with trypsin was done at 37 8C for at least 12 h. Chymotrypsin
was activated and diluted by addition of coupling buffer immedi-
ately prior to addition to samples. Incubation with chymotrypsin
was performed at 25 8C for at least 12 h.


Working concentrations of enzymes were 1/200 to 1/20 of the
quantity of protein by weight.


Mass spectrometrical analysis : Protein fragments after protease
digestion were subject for the subsequent MALDI-TOF-MS analysis
in a Voyager-DE� MALDI-TOF-MS PRO BioSpectrometry� worksta-
tion (PerSeptive, Applied Biosystems) with delayed extraction[29, 30]


and a nitrogen laser (337.1 nm) in the linear mode. External mass
calibration typically resulted in ~1.0 Da mass tolerance on the MS;


this allowed for the unequivocal assignment of a high percentage
of the proteolytic fragments.


HPLC-ESI-MS spectra for MIC-GCMGLPC-GerBP-OMe were recorded
by using a Finnegan LCQ spectrometer (Advantage MAX) connect-
ed to a Hewlett–Packard HPLC system equipped with a column
changer. Analytical C4 reversed-phase columns (Macherey–Nagel)
were used (CC250/4 Nucleosil 120–5C4; flow rate 1.0 mL min�1; sol-
vent A, 0.1 % HCOOH in H2O; solvent B, 0.1 % HCOOH in MeOH;
gradient program, 20 % B (0 min), 20 % B (2 min), 90 % B (30 min),
95 % B (37 min), 20 % B (38 min), 20 % B (45 min)).


Sequences of human full-length PDEd and wt-N-Ras ACHTUNGTRENNUNG(1–181) were
subjected to a theoretical protease digestion with the enzymes
used in this study (trypsin: C-terminal cleavage of R and K; chymo-
trypsin: C-terminal cleavage of F, W, and Y). Comparison of the
peptide masses found in the mass spectrum with the theoretically
expected masses after digestion of both used proteins was per-
formed with PAWS coverage analysis (Protein Analysis Work Sheet;
Genomic Solutions, Inc.). Fragment matches and distributions were
allowed for mass analysis by PAWS under different factors like mis-
cleavage, alkylation (carbamidomethylation of C), and protease re-
sistant cleavage sides (trypsin: K–P). Unexpected mass fragments,
for example, nonenzymatic breaks (C-terminal proline breaks)
could not be identified automatically by the proteomics software,
but were analyzed manually.


In silico docking and modeling of a GerBP binding site in PDEd :
The putative isoprenoid binding site in PDEd was assumed to be
on the base of the crystal structure of PDEd (PDB ID: 1KSH)[8] su-
perposed on the RhoGDI structure alone (PDB ID: 1KMT)[31] and in
complex with Cdc42 (PDB ID: 1DOA).[20] The latter was solved with
the GerGer side chain of Cdc42 bound in the hydrophobic pocket
of RhoGDI. Structural rearrangements in the PDEd structure were
introduced manually by using the program Maestro (Maestro, ver-
sion 7.5; Schrçdinger, LCC, New York, NY, 2006). The structure of
the GerBP moiety was generated with the help of build model of
Maestro. Docking of the flexible GerBP into the hydrophobic
pocket of the fixed PDEd structure was performed by the program
Glide (Glide, version 4.0; Schrçdinger, LCC, New York, NY, 2005) by
using the default parameter. To ensure that the benzophenone
moiety is bound to the pocket, positional constrain of 8.0 � be-
tween the hydroxyl oxygen of T131 and the terminal phenyl ring
was applied. Relaxation of PDEd with bound GerBP was done by
the minimization of complex energy in the program MacroModel
(Glide, version 9.1; Schrçdinger, LCC, New York, NY, 2005). Final
analysis of the calculated PDEd–GerBP complexes as well as the
distance analysis between incorporated GerBP and crosslinked resi-
dues for design of structural pictures was done in PyMOL� (http://
pymol.sourceforge.net/).
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Novel Diazirine-Containing DNA Photoaffinity Probes for
the Investigation of DNA-Protein-Interactions
Malte Winnacker, Sascha Breeger, Ralf Strasser, and Thomas Carell*[a]


Introduction


Genome maintenance is of fundamental importance for all or-
ganisms on Earth.[1] In order to remove DNA lesions, which are
produced in significant amounts every day, from the genome,
all organisms have evolved a set of DNA repair pathways in-
cluding base excision repair (BER)[2] and nucleotide excision
repair (NER).[3] BER recognizes structurally altered nucleobas-
es.[4] BER enzymes cleave the glycosidic bond between the
base heterocycle and the deoxyribose as the first step of a
complex base replacement reaction.[5] NER is primarily respon-
sible for the removal of bulky adducts from DNA. Bulky adduct
lesions are formed upon UV irradiation of cells or upon reac-
tion of the nucleobases with external carcinogens including
metabolically activated aromatic amines or polycyclic aromatic
molecules such as benz[a]pyrene. Currently the mechanism
through which these repair enzymes achieve the recognition
of the individual lesions within a largely undamaged genome
is not well understood. In particular for the NER process, the
lesion recognition step remains complex and enigmatic, and
many interactions between repair factors and the damaged oli-
gonucleotide substrate are of a
transient nature.[6]


Here we report the develop-
ment of photoaffinity probes
(Figure 1) composed of DNA du-
plexes that contain an incorpo-
rated, site-specific DNA lesion
(D) next to two photocrosslink-
ers (arrows in Figure 1). A biotin
tag (Bio) and a fluorescein tag
(Fl) were also introduced, to
allow for analysis of the binding
event and isolation of the protein responsible for lesion bind-
ing.[7] As repair enzymes are known to bind to weakened
duplex structures and nucleobases, one question that we
needed to address was: are the repair proteins specifically in-
teracting with the lesion in these probes or are they also bind-
ing to the photoaffinity labels?


Lesion recognition, particularly by NER proteins, frequently
requires reduced stability of the DNA around the lesion.[8] We
designed novel photocrosslinker nucleotides that induce nei-
ther a destabilization nor a structural change of the duplex. In
this way, we hoped to circumvent any unwanted binding of
repair factors to the photocrosslinkers and instead keep the
specific interaction with the damaged site. For this purpose we
used 3-fluoromethyl-substituted diazirines, moieties that are
known to be broadly applicable crosslinking species, as photo-
crosslinking units and attached them to the 5-position of the
pyrimidine bases (see below).[9–11] When irradiated with near
UV-light, these groups form reactive carbenes that are able to
insert into C�H bonds of nearby molecules. Many other photo-
crosslinking species for the investigation of DNA-protein inter-
actions have been described in literature in recent years, for
example, azido- or halogen-substituted nucleobases or benzo-
phenone derivatives.[12] Due to their chemical stability and
comparatively straightforward synthesis, diazirines have also
been used extensively in crosslinking experiments.[9–11]


An investigation of the precise interactions between damaged
DNA and DNA repair enzymes is required in order to understand
the lesion recognition step, which is one of the most fundamen-
tal processes in DNA repair. Most recently, photoaffinity labeling
approaches have enabled the analysis of even transient protein-
DNA interactions. Here we report the synthesis and evaluation of


oligonucleotides that contain two photoaffinity “catcher moiet-
ies” next to incorporated DNA lesions. With these DNA constructs
it is possible to analyze the interactions between DNA lesions
and the appropriate repair enzymes. The probes labeled the
repair protein efficiently enough to enable subsequent protein
analysis by mass spectrometry.


Figure 1. Schematic description of the photoaffinity probes designed for the investigation of interactions between
damaged DNA and DNA repair factors by using photocrosslinking. D = DNA lesion, Fl = Fluorescein label, Bio = Bio-
tin label. The arrows symbolize nucleotides that are modified with a photocrosslinking unit.
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As a DNA lesion we initially incorporated a cyclobutane-pyri-
midine-dimer (CPD), which is formed upon UV irradiation of
DNA and is a typical substrate for DNA photolyase repair en-
zymes.[13] Then we investigated recognition of the major oxida-
tive guanine lesion (8-oxo-dG), which is a substrate for BER.[14]


The repair factors formamidopyrimidine glycosylase (Fpg/
MutM) from Lactococcus lactis and the DNA photolyase from
Escherichia coli were studied either in pure form or from cell
extracts. We also investigated the yeast Rad14 protein as a rep-
resentative member of NER machinery.


Results


Synthesis of the photoactive DNA probes


Our photoaffinity probes were designed to contain the DNA
lesion in one strand and all the additionally needed modifica-
tions—the photocrosslinking nucleosides, the biotin and a
fluorescence label—in the counter strand. We placed the cross-
linking nucleotides close to the lesion to optimize the chance
that these probes would covalently bind to proteins attached
to the lesion (Figure 2).


For the synthesis of the DNA probes, we used a commercial-
ly available biotin carrier to incorporate the biotin molecule
into DNA. A fluorescein phosphoramidite (FAM) was used as
the final coupling partner to attach the fluorescent label to the
DNA. These modifications and the 8-oxo-dG phosphoramidite
coupling were carried out according to the procedure de-
scribed in the Experimental Section. The synthesis and incorpo-


ration of the CPD (TT) lesion analogue were performed as re-
ported elsewhere.[13, 15, 16] For synthetic simplicity, we used the
formacetal-bridged T=T-dimer shown in Figure 2. In all previ-
ous studies this compound was a perfect mimic of the natural
lesion.[13, 16] To incorporate the diazirine crosslinker, we attached
the diazirine to a deoxyuridine base through an alkyne spacer.
In this way, a modified base was generated that did not dis-
turb duplex geometry or change the stability of the duplex.
The corresponding phosphoramidite 1 was synthesized accord-
ing to Scheme 1. We achieved the synthesis of 1 starting with
5-iodo-desoxyuridine (2), which was first TBDMS-protected to
give 3. After Sonogashira coupling of 3 with 4-pentyne-1-ol
(4), the substituted sugar 5 was obtained.[17] It was then trans-
formed with diazirine iodide 6, to give the diazirine substituted
nucleoside 7. The diazirine compound 6 was synthesized using
an eight-step procedure according to Brunner et al.[18] AfterACHTUNGTRENNUNGdeprotection of 7 with TBAF, the unprotected nucleoside 8
was finally transformed into phosphoramidite 1 by reaction
with dimethoxytritylchloride to give nucleoside 9. Conversion
of 9 with 2-cyanoethyl-N,N,N’,N’-tetraisopropylphosphorodiami-
dite[19] provided phosphoramidite 1. Compound 1, which was
ready for solid-phase DNA synthesis, was obtained with an
overall yield of about 25 %.


The synthesis described above allowed the preparation of
the crosslinking phosphoramidite 1 on a 100 milligram scale,
which was a sufficient amount for solid phase DNA synthesis.
The integrity of the diazirine unit of 1 was confirmed by UV
spectroscopy and showed a significant 365 nm absorption,
which is characteristic for the presence of the diazirine


moiety.[9] Due to the modular
synthesis, further variation and
adjustment of spacer length and
composition was readily possi-
ble. Incorporation of the phos-
phoramidite 1 into DNA oligo-ACHTUNGTRENNUNGnucleotides was achieved using
standard conditions. Despite the
bulk of the crosslinking phos-
phoramidite, the coupling of
compound 1 proceeded with
high efficiency after double cou-
pling. Cleavage of the highly
modified (with biotin, fluores-
cein, and photocrosslinkers) oli-
gonucleotides from the solid
support was performed using
standard procedures. All DNA
strands were subsequently puri-
fied by high performance liquid
chromatography (HPLC). Typical-
ly, two HPLC purification steps
were needed to reach a purity of
>98 % (see Figure 3). The integ-
rity of the prepared DNA strands
was confirmed by MALDI-TOF or
ESI measurements and in all
cases these measurements


Figure 2. Synthesized DNA photoaffinity probes 1–3 and incorporated modifications. T = photocrosslinker, G = 8-
oxo-dG lesion, TT = cyclobutane-pyrimidine-dimer (CPD) lesion, Fl = fluorescein tag (before deprotection), Bio =


biotin tag (before deprotection).
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showed the expected correct molecular weight. Further analy-
sis was performed by UV spectroscopy of the DNA strands. In
all cases, the presence of the 365 nm absorption band, which
is characteristic for the intact trifluoromethyldiazirine moiety,


was observed in agreement with a report from Marx
et al.[10] Figure 3 A shows the HPL-chromatogram of
the purified crosslinker-containing strand of DNA
probe 2; figure 3 B shows the corresponding MALDI-
TOF spectrum. The data show the correct molecular
weight of the strand at m/z = 9589.75. In summary, all
three modifications—the biotin and fluorescein
labels and the crosslinking phosphoramidites—were
successfully incorporated into the DNA single strand.


The photocrosslinker-containing oligonucleotides
were subsequently hybridized in a 1:1 ratio (see Ex-
perimental Section) with the appropriate counter
strand that contained either the 8-oxo-dG or the T=T
lesion. To ensure that a double strand was formed
despite the many modifications present in the
duplex, UV melting curves of the DNA probes were
measured. One of the obtained curves is depicted in
Figure 3 C (above, for probe 2). The data show perfect
melting behavior. No hysteresis was observed. In
order to answer the question of how much the cross-
linking units influence the duplex stability, we mea-
sured the melting curve of a totally unmodified


duplex (Figure 3 C, below) in
comparison to our DNA probes.
The data show that the melting
point is only marginally reduced
(probe 2: 66 8C, corresponding
completely unmodified probe:
65 8C). This is a very important
finding as it proves that the
crosslinking nucleotides do not
disturb the helical structure. Fig-
ure 3 D shows a circular dichro-
ism (CD) spectrum of DNA probe
1.


CPD-lesion recognition by
E. coli DNA photolyase


We started our photoaffinity la-
beling experiments with DNA
probe 1, which contained the
surrogate of the UV-induced
lesion (CPD) and the purified
E. coli CPD photolyase protein.
This protein efficiently repairs
this lesion in a light dependent
reaction.[13] First, we incubated
50 pmol of DNA probe 1 (1 mm)
with an increasing amount of
the CPD photolyase protein (2,
5, or 10 mg) in a Tris-HCl buffer
for 20 minutes at 0 8C and then


irradiated the sample with near UV-light (365 nm) at 0 8C for
30 minutes. At this wavelength the diazirine is cleaved, yielding
a reactive carbene, which is thought to insert into nearby C�H
bonds of the protein. The solution was concentrated, SDS


Figure 3. A) HPL-chromatogram of the purified crosslinker strand of DNA probe 2. B) Corresponding MALDI-TOF
mass spectrum. C) Above: Melting curve of DNA probe 2 (conditions: 3 mm DNA, 150 mm NaCl, 10 mm Tris-HCl) ;
Below: Melting curve of a DNA probe 2 analogue, completely unmodified (conditions: same as part B). D) CD
spectrum of DNA probe 1.


Scheme 1. a) TBDMSCl, imidazole, DMF, 93 %; b) 4-pentyne-1-ol (4), Pd ACHTUNGTRENNUNG(PPh3)2Cl2, CuI,
DMF, 75 %; c) 6, NaH, THF, 76 %; d) TBAF, THF, 95 %; e) DMTCl, pyridine, 60 %; f) P-ACHTUNGTRENNUNG(NiPr2)2(OCH2CH2CN), diisopropylammonium tetrazolate, CH2Cl2, 84 %.
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loading buffer was added, and the resulting mixture was
heated for five minutes at 95 8C to denature all proteins. This
solution was finally loaded on a 12 % SDS gel for gel electro-
phoretic separation. The result of the experiment is depicted in
Figure 4 A. The figure shows the fluorescence image of the


ACHTUNGTRENNUNGresulting SDS-polyacrylamide gel (left) and the Coomassie
stained gel (right). Lanes 1 and 5 show the molecular weight
marker, and lanes 2, 3 and 4 the crosslinking experiments with
the CPD photolyase protein (2, 5, or 10 mg, respectively). It is
evident that the DNA probe specifically crosslinked the photo-
lyase protein; this shows that the crosslinking experiment func-
tioned as expected. The detected bands were visible at around
54 kDa, which is in perfect agreement with the expected value
of 44 kDa for the photolyase protein plus 10 kDa for the DNA
single strand (Figure 4 A, left, marked with an edge). Compari-
son with the bands of the non-crosslinked DNA at about
10 kDa using the image reader program showed crosslinking
yields of about 10–20 %. In the Coomassie stained gel, the free,
non-crosslinked protein is visible at about 50 kDa, which is
slightly below the DNA-protein crosslinks. Some bands with a
lighter mass probably result from decomposition products. The
fluorescence image shows no crosslinking of the decomposi-
tion products, which are obviously not able to bind to CPD
damaged DNA anymore, suggesting that the selective labeling


of the photolyase protein is linked to the activity of the com-
plete protein.


We next investigated the possibility of labeling DNA repair
proteins in cell lysates. As repair proteins are typically present
only in very low numbers, we expected that gel electrophore-
sis would not allow us to identify any crosslinking and that
later direct coupling to a sensitive mass spectrometer would
be required. In order to validate the method, we therefore
turned first to cell lysates obtained from E. coli cells that were
overexpressing the CPD photolyase (for the detailed protocol
see the Experimental Section). The E. coli cells were harvested,
lysed, and the cell extract was obtained after centrifugation.
We added probe 1 (50 pmol, 0.5 mm) to the cell extract
(100 mg) and irradiated the mixture at 0 8C for 30 min. The solu-
tion was concentrated and loaded onto the gel. The result of
the experiment is depicted in Figure 4 B. (Lane 1: molecular
weight marker, lane 2: crosslinking experiment with the puri-
fied CPD photolyase protein as well as the experiments shown
in Figure 4 A as comparison, lane 3: crosslinking experiment
with the cell lysate.) The presence of a strong protein band at
54 kDa is likely to be caused by the same DNA-protein cross-
linking already detected with the purified protein.


In order to prove that indeed the correct protein was ob-
tained from the cell lysate, we repeated the experiment on a
preparative scale using 1 nmol (1 mm) DNA and 1 mg of E. coli
extract (Figure 4 C, lane 2). After incubation and irradiation of
the resulting mixture, we added streptavidin-coated magnetic
beads. After a one hour incubation at room temperature (slow
shaking), the beads were removed from the solution, washed,
and heated for five minutes at 95 8C in SDS loading buffer (see
the Experimental Section) to cleave the biotin-streptavidin in-
teraction. Thus, the biotin-modified DNA probes were released
from the streptavidin-coated beads. The resulting solution was
again analyzed by SDS gel electrophoresis. The crosslinked
protein band was strong enough that we were able to excise
it. The crosslink was extracted from the excised gel band ac-
cording to a protocol described in the Experimental Section.
To this solution we added trypsin to achieve a full tryptic
digest of the protein-DNA crosslink. The peptide mixture that
we obtained was finally analyzed by MALDI-TOF mass spec-
trometry (Figure 5). After calibration to two trypsin autopro-
teolysis fragments (m/z = 2058.1 and 2223.7, marked with a
star), the peptide data that we obtained (marked with a dia-
mond) were compared with data in the NCBI database using
the MASCOT algorithm. The obtained data unequivocally iden-
tified the E. coli CPD photolyase as the parent protein (score
value = 73 for identification number gi j1827916, middle mass
aberrance = 0.48 kDa).


8-oxo-dG lesion recognition by the L. lactis Fpg (LlFpg)ACHTUNGTRENNUNGprotein


We next extended our studies to the BER system and ques-
tioned whether we could also detect the recognition of the
main oxidative DNA lesion 8-oxo-dG by the repair enzyme
Fpg/MutM from L. lactis with our probes. Fpg is a bifunctional
DNA glycosylase that excises oxidized purines such as 8-oxo-


Figure 4. A) Fluorescence image of a gel (left) and Coomassie staining of the
same gel (right) obtained after photoaffinity labeling experiments on an ana-
lytical scale (50 pmol DNA, 1 mm) with CPD-containing DNA probe 1 and
E. coli CPD photolyase protein (2, 5 and 10 mg, lanes 2, 3, and 4, respective-
ly). Lanes 1 and 5 show the molecular weight marker. Comparing the DNA-
protein crosslinks (edge) with the non crosslinked DNA at about 10 kDa (left
picture) or the crosslinked protein (edge) with the noncrosslinked protein
(right picture) shows crosslinking yields of about 10–20 %. B) Experiments
performed on an analytical scale (50 pmol DNA, 1 mm) with the purified pro-
tein (lane 2) and with a cell lysate obtained from overexpressing the photo-
lyase protein in E. coli cells (lane 3). Lane 1 shows the molecular weight
marker. C) Experiment performed on a preparative scale (1 nmol DNA, 1 mm).
The resulting DNA–protein crosslink was excised, the protein was digested
with trypsin and analyzed by MALDI-TOF mass spectrometry. Lane 1 shows
the molecular weight marker.
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dG and 2,6-diamino-4-hydroxy-5-formamidopyrimidine
(FaPydG) from damaged DNA. While the catalytic mechanism
of Fpg has already been extensively studied, the question of
how the protein discriminates between damaged and undam-
aged DNA is under intensive investigation.[14] For these experi-
ments, DNA probe 2 containing the 8-oxo-dG damage was
used (Figure 2). As a comparison, DNA probe 3 (Figure 2) was
utilized as a duplex containing the same sequence as duplex 2
but without any lesion present. We carried out experiments
with pure LlFpg protein and with an E. coli cell lysate in which
the LlFpg protein was overexpressed. In each experiment, the
DNA (1 mm) was incubated with the protein (5–10 mg) or the
lysate (200–300 mg) in a Tris-HCl buffer for 30 min and thenACHTUNGTRENNUNGirradiated with near UV-light (365 nm) again for 30 min at 0 8C.
After concentration and denaturation, the mixtures were sepa-
rated by SDS gel electrophoresis and the bands were visual-
ized with a fluorescence imager or by Coomassie staining. The
results of these experiment are shown in Figure 6.


Figure 6 A shows the fluorescence image of the resulting
polyacrylamide gel. Clearly defined bands can be seen under
fluorescence light after experiments performed both with the
pure Fpg protein (lanes 2 and 3) and with cell lysates of E. coli
cells overexpressing the Fpg protein (lanes 4 and 5). The group
of bands in the area around 40–45 kDa shows the crosslinks
between the Fpg protein (33 kDa) and the single crosslinker
strand (about 10 kDa). The fact that the crosslinking produces
more than just one band can be explained by the existence of
different reaction sites. In fact, all visible bands on the gel
result from proteins that are crosslinked to fluorescein-labeled
oligonucleotides. In the experiment with cell lysate (lanes 4
and 5), we were also able to detect other specific bands that
resulted from proteins crosslinked to our probes. Most impor-
tantly, however, is the comparison with the results obtained
from the control experiments. Here, in lanes 3 and 5 (DNA
probe 3), only slight bands are detectable in comparison to
the lanes 2 and 4 (DNA probe 2); this clearly shows the higher
affinity of the Fpg protein for damaged DNA. This result in
itself is very important because the specificity of this repair
protein for damaged DNA is still controversially discussed in
the literature.[14] Our experiments clearly show selective bind-
ing of the Fpg protein (MutM) to lesion-containing DNA. As
two additional controls, we performed an experiment in which
we did not irradiate (lane 6, only marginal crosslinking), and an
experiment with a heat-denaturated cell lysate (lane 7, no
crosslinking products). In both cases no crosslinks were ob-
tained. These additional control experiments show that the for-
mation of crosslinks strictly requires UV activation of the pho-
toactive oligonucleotides and the presence of properly folded,
and hence active, proteins. Figure 6 B shows the Coomassie
staining of lanes 1–3. Due to the much lower sensitivity of this
visualization method, the Fpg-DNA-crosslink appears, but is
very weak (edge). Most importantly, however, is the fact that
this method allows us to visualise the additional non-cross-
linked proteins. In fact, the non-crosslinked Fpg protein ap-
pears at its expected molecular weight at around 33 kDa in the
form of a rather thick band, showing that only a small portion
of the protein was indeed crosslinked to our photoaffinity
DNA. However, comparing the intensity of the crosslinks with


the intensity of the free DNA in
Figure 6 A shows crosslinking
yields of 10–20 %. More cross-
linking was observed when the
amount of DNA probe or of the
protein was increased (see also
the discussion concerning
Figure 4).


Next, we again wanted to
characterize the crosslinked pro-
tein. We conducted the experi-
ment at a much higher scale,
which again allowed direct isola-
tion of the DNA-protein crosslink
through the biotin affinity tag. A
subsequent nano-HPLC-ESI-MS/
MS analysis of the digested


Figure 6. A) Photoaffinity labeling experiments with 8-oxo-dG lesion-containing DNA probe 2 (50 pmol 1 mm,
lanes 2 and 4) and nonlesion-containing DNA probe 3 (50 pmol, 1 mm, lanes 3 and 5). Lane 1 shows the molecular
weight marker. We used the purified LlFpg protein (lanes 2 and 3) and E. coli cell lysate with overexpressed LlFpg
protein (lanes 4 and 5). Two control experiments (no irradiation and thus no activation of the diazirine moiety,
lane 6, and denaturated proteins, lane 7) show the reliability of our model DNA system for crosslinking DNA repair
factors. B) Part of the gel (lanes 1–3) after Coomassie staining.


Figure 5. MALDI-TOF-MS spectrum obtained from the peptides resulting
from the tryptic digest of the crosslinked protein (Figure 4 C, lane 2). A data
comparison with the NCBI database using the MASCOT algorithm confirmed
the identity of the DNA CPD photolyase protein. The two peaks marked
with a star show the trypsin proteolysis fragments, the peaks marked with
a diamond show the peaks that resulted from the E. coli CPD photolyase
digest and were searched against NCBI database.
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crosslinked protein indeed confirmed the identity of the LlFpg
protein. In order to prove that Fpg from cell lysate would be
bound, we isolated the crosslinks obtained after incubation of
the DNA probe with the cell lysate. The results of this experi-
ment are shown in Figure 7 A. Lanes 2 and 3 show crosslinking


experiments on an analytical scale (50 pmol, 1 mm) performed
with DNA duplex 2 (damaged) and DNA duplex 3 (undam-
aged). It is again clearly evident that a thick band is obtained
only in the presence of a lesion. We attribute the presence of
more than one band either to degradation of the crosslinked
protein or crosslinking to different sites. Lane 4 shows a con-
trol experiment with damaged duplex 2 and denaturated cell
lysate, which shows no crosslinking as expected. Lanes 5, 6,
and 7 show a similar experiment, however, on a 20-fold larger
scale (1 nmol DNA, 1 mm). This time we used avidin–agarose
beads for crosslink isolation. We preferred these particles to
the streptavidin-magnetic particles described above because
initial experiments pointed to their higher sensitivity and lower
tendency for error when using an optimized protocol (see the
Experimental Section). In lane 7, the gel electrophoresis data
are depicted showing the thick band of crosslinked proteins.
Lane 6 shows a negative-control experiment that we per-


formed in the absence of DNA probe (for background protein
information). Clearly, no crosslink was formed as expected. The
two broad bands in lane 7 were excised. We also cut out a
small piece of the gel of lane 6 as the negative control. We
next reduced and alkylated any disulfide bridges in the puta-
tive proteins and performed a tryptic digest. The obtained set
of peptides were analysed using a nano-HPLC-ESI-MS/MS
system. The resulting ion current and the peptide signal at a
certain time (here: 26 min, selected arbitrarily) are indicated in
Figure 7 B, which contains the direct output of the Thermo Sci-
entific BioWorks 3.3.1 software. In order to demonstrate the
enrichment process, we took a small amount of the solution
used for lane 7 prior to the isolation with the avidin–agarose
beads (lane 5). Comparison of lanes 5 and 7 shows successful
enrichment.


The obtained data were compared with data from the NCBI
database using the SEQUEST algorithm (by using Thermo Sci-
entific BioWorks 3.3.1 software) allowing us to unequivocally
identify the protein with the following values: P value: 2.2 �
10�14 ; score: 86.2; m/z 31.173 kDa; max. Xcorr : 4.09; number of
peptides: 14.


Lesion recognition by NER proteins


We finally extended our studies to another lesion recognition
problem in nature: the lesion detection and verification system
of the NER pathway. Previous results from Maltseva et al.[20]


have already shown that proteins of the NER pathway can be
crosslinked to lesion-containing DNA. We focused our initial
studies to the Rad14 protein, which is the yeast homologue of
the human XPA protein. This protein is thought to be involved
in lesion recognition but its lesion specificity is controversially
discussed.[21] For these experiments DNA probe 1 was used. We
overexpressed a N-terminal truncated version of the Rad14
protein (amino acids 37 to 400) and incubated the pure pro-
tein with DNA probe 1. After irradiation for 30 min at 0 8C and
concentration, the solution was again loaded onto a SDS gel
for separation. The fluorescence image of the gel showsACHTUNGTRENNUNGdefined bands at around 55 kDa (Figure 8 A, lane 2), which are
in perfect agreement with the expected molecular weight
(43 kDa for the Rad14 protein plus 10 kDa for the single strand


Figure 7. A) Photoaffinity labeling experiments with 8-oxo-dG lesion-con-ACHTUNGTRENNUNGtaining DNA probe 2 (50 pmol, lane 2) and with nonlesion-containing DNA
probes 3 (50 pmol, 1 mm, lane 3) using an E. coli cell lysate of cells overex-
pressing the LlFpg protein. Probe 2 was also used for a control experiment
with a denaturated extract (lane 4). Probe 2 was then used for the large
scale experiment (1 nmol DNA) shown in lane 7 and for comparison in
lane 5. The experiment shown in lane 6 did not contain any DNA probe.
B) Ion current (left) and peptide signals (26 min, right) of the ESI-MS/MSACHTUNGTRENNUNGexperiment of the tryptic digest of the broad bands shown in Figure 7 A,
lane 7 (direct output of BioWorks 3.3.1. software).


Figure 8. A) Fluorescence image of the gel showing the experiment with
DNA probe 1 (50 pmol) and yeast Rad14 protein (5 mg) in lane 2 (lane 1:ACHTUNGTRENNUNGmolecular weight marker). B) Coomassie staining of the same gel.
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of DNA probe). The appearance of more than one band can
again be explained by assuming either partial photolysis of the
protein or different reaction sites. Comparatively high cross-
linking yields were also obtained when we used undamaged
DNA instead of probe 1 (data not shown).[22] This observation
questions the assumption that Rad14 binds specifically to
damaged DNA. However, this observation needs further experi-
mental investigation with DNA that contains lesions known to
be excellent substrates for the NER systems such as acetylami-
nofluorene adducts, the pyrimidine ACHTUNGTRENNUNG(6-4)pyrimidone photoprod-
uct or cis-Pt-damaged DNA. Figure 8 B shows the Coomassie
stained gel. The crosslinks as well as the free protein appear as
clearly defined bands between 45 and 64 kDa.


Conclusions


Photoaffinity labeling is a unique method that can be used to
investigate the interactions between biological molecules.
Some of the most convenient photocrosslinking reagents are
3-trifluoromethyl-phenyldiazirines. These molecules are stable
under various chemical conditions and turn into reactive spe-
cies when irradiated with near UV-light. In this study, we have
developed DNA photoaffinity probes containing diazirine-
modified photocrosslinking units plus additional defined DNA
lesions as molecular “bait” for DNA repair enzymes. Due to the
additional presence of a biotin and a fluorescein tag, these
complex affinity probes were able to selectively label various
repair enzymes, both in pure form and in cell extracts, in the
presence of a background of other proteins. In the future this
technique will allow us to define precisely which proteins bind
to which lesions directly in cell lysates. Of particular impor-
tance is the result that repair proteins, which are designed by
nature to detect modified bases, are seemingly slow to recog-
nize the photocrosslinking unit itself ; this was a major concern
at the beginning of the study. However, at this point we can
not exclude weak binding to the fluorescein tag for example.
The fact that the crosslinking units do not disturb the helixACHTUNGTRENNUNGgeometry and do not destabilize the helix is seen as the keyACHTUNGTRENNUNGelement for the successful labeling of repair factors.


Experimental Section


General : Solvents and chemicals were obtained from commercial
sources and used in puriss. , p.a. or purum grade. Bidistilled water
(impedance 18.2W) was generated by a Milli-Q Plus device from
Millipore. Aqueous and buffered oligonucleotide solutions were
concentrated using a SpeedVac Plus SC110A or a SpeedVac SPD
111V device from Savant (Thermo Life Sciences, Egelsbach, Germa-
ny). 1H NMR spectra were obtained on a Varian Mercury-200 and
Varian INOVA-400. The chemical shifts were referenced to CHCl3 in
CDCl3. 13C NMR spectra were obtained on a Varian INOVA-400 and
Bruker AMX 600. ESI spectra were obtained on a Thermo Finnigan
LT-FT ICR spectrometer.


Oligonucleotides : Oligonucleotides were synthesized on an Amer-
sham Oligoplot 900 system. Unmodified phosphoramidites were
acquired from Samchully Pharm. Co., Ltd. (Seoul, South-Korea), 8-
oxo-dG phosphoramidite, 3’-biotin-CPG, as well as 5’-fluorescein
phosphoramidite were acquired from Glen Research GmbH (Ster-


ling, USA). The diazirine-containing oligonucleotides were synthe-
sized as described below. Phosphoramidites and activators were
dissolved in acetonitrile (water content <0.1 ppm) from Riedel de
Haen (Honeywell Company, Morristown, USA). For the other re-
agents, acetonitrile (water content <0.3 ppm) from Roth (Karls-
ruhe, Germany) was used. The synthesis of the oligonucleotides
was accomplished according to standard protocols of the manufac-
turer. For the modified nucleotides the coupling time was doubled.
Unmodified oligonucleotides were ordered from Metabion (Mar-
tinsried, Germany). The synthesized oligonucleotides were seperat-
ed from the carrier with NH3 ACHTUNGTRENNUNG(aq.)/EtOH (3:1) or, in the case of 8-
oxo-dG-containing oligonucleotides, with NH3ACHTUNGTRENNUNG(aq.)/H2NMe (1:1)
with 0.2 mm mercaptoethanol. The oligonucleotide concentrations
were measured by using the absorption coefficients of the nucleo-
bases and the modifications with a nanoDrop 3000 device from
Peqlab (Erlangen, Germany).


HPLC conditions : Analytical HPLC was performed on a Waters
system using 3 mm C18 reverse phase Nucleodur� columns from
Machery–Nagel. Eluting buffers were buffer A ( NEt3 (0.1 m) and
HOAc (0.1 m) in H2O) and buffer B ( NEt3 (0.1 m) and HOAc (0.1 m) in
H2O/MeCN (20:80)). The gradient was 0–45 % buffer B over 45 min
with a flow of 0.5 mL min�1. Preparative HPLC was also performed
on a Waters system using Nucleodur� columns (C18ec, 250 �
10 mm, 5 mm particle size) C18 reverse phase from Machery-Nagel.
The gradient was also 0–45 % B in 45 min with a flow of
5 mL min�1. The elution was always monitored at 260 nm.


Melting points of the oligonucleotides : Melting points of the oli-
gonucleotides were measured on a Varian Cary 100 Bio with tem-
perature controller, transport unit, and multicell block. The temper-
ature gradient was 0.5 8C/min or 1.0 8C/min. Five cool down curves
(85 8C!12 8C) and five warm up curves (0 8C!85 8C) at 260 nm
and 320 nm were recorded per measurement. The measurement
of the temperature occurred in a reference cuvette. To avoid for-
mation of a film over the cuvettes at low temperatures, the sample
room was fluted by nitrogen during the measurement. Cuvettes
from Hellma (Jena, Germany) were used with 4 mm inner diameter
and 10 mm optical path. Oligonucleotides were (3 mm) dissolved in
NaCl (150 mm) and Tris-HCl (10 mm, pH 7.4). The solutions in the
cuvettes were overlayed with dimethylpolysiloxane to avoid vapor-
ization of the samples. The analysis of the measurements wasACHTUNGTRENNUNGaccomplished using Microcal (Northampton, USA). Therefore, the
curves at 260 nm were averaged, and the averaged background
measurement at 320 nm was subtracted. The generated curve was
approximated with a ninth order polynomial, and the zero point of
the second derivation demonstrated the corresponding melting
point.


Mass spectrometry and bioinformatics : MALDI-TOF mass spectra
of the oligonucleotides were recorded on a Bruker Autoflex II mass
spectrometer using 3-hydroxypicolinic acid as the matrix. The
measurements were arranged in the positive or the negative polar-
ity mode and confirmed the correct mass of the oligonucleotides
within MALDI measuring accuracy. The MALDI spectrum of the
crosslinker strand of probe 2 (and thus for probe 3) is depicted in
Figure 3 B (calculated m/z : 9589.85; found: 9589.75). Other values
were as follows: damaged strand of probe 2, calculated m/z :
7997.40, found: 7999.39; undamaged strand of probe 3, calculated
m/z : 7985.30, found: 7985.80; crosslinker strand of probe 1, calcu-
lated m/z : 9902.92, found: 9902.74; damaged strand of probe 1:
calculated m/z : 8234.46; found: 8236.27. For the MALDI-TOF spec-
tra of the peptides, a mixture of 3,5-dihydroxybenzoic acid and a-
cyanocinnamic acid was used for the matrix (10 mg/ mL each in tri-
fluoroacetic acid (0.1 %)/acetonitrile (30:70)). The obtained peptide
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data of the MS fingerprint of the tryptic peptides were searched
using the MASCOT algorithm and the software Bruker BioTools. The
following parameters were set: monoisotopic masses; max. aber-
rance: 0.1 Da; fixed modification: carbamidomethyl (C); variable
modification: oxidation (M); search against the NCBI database.


For the nano-HPLC-ESI experiments, the tryptic digested petides
were loaded onto a Dionex (Sunnyvale, USA) C18 Nano Trap
Colum (100 mm) and subsequently eluted and separated by a
Dionex C18 PepMap 100 (3 mm) column for analysis by tandem
MS. This was followed by high resolution MS using a coupled
Dionex Ultimate 3000 LC-ThermoFinnegan LTQ-FT MS system. By
using the SEQUEST algorithm and the software BioWorks 3.3.1
(Thermo Fisher Scientific), the mass spectrometry data were com-
pared to the NCBI database. The search was limited to only tryptic
peptides with two missed cleavage sides and monoisotopic precur-
sor ions with a peptide tolerance of <10 ppm. Filters were set to
further refine the search results. The Xcorr versus charge state filter
was set to Xcorr values of 1.5, 2.0, and 2.5 for charge states +1,
+2 and +3, respectively. The number of different peptides had to
be equal to two, and the peptide probability filter was set to
<0.001. These filter values are similar to others previously reported
for SEQUEST analysis.[23] Important values that were obtained from
BioWorks 3.3.1. software for the confirmation of the identity of the
LlFpg protein were the following: P-value: 2.2·10�14 ; score: 86.2;
mol. weight: 31.173 kDa; max. Xcorr: 4.09; number of peptides: 14
(for protein ID YP_808428.1).


Photoaffinity labeling experiments : For the photoaffinity labeling
experiments on an analytical scale, DNA duplexes (50–100 pmol,
probe 1 for the CPD-photolyase, probe 2 and probe 3 for the Fpg
protein) were placed in a 0.5 mL PCR-reaction cup, and protein
(10–20 mg) or cell lysate (200–300 mg) was added. The system was
then diluted (to a concentration of 0.5–1 mm) with a special irradia-
tion buffer established in our group. This buffer contains Tris-HCl
(10 mm, pH 7.5), MgCl2 (10 mm), KCl (50 mm), EDTA (1 mm), Noni-
det P-40 (0.05 %), BSA (0.2 mg mL�1) and calf thymus DNA
(50 ng mL�1 from Sigma). Then the preparation was incubated on
ice for 30 min and then irradiated for 30 min at 365 nm with a UV
lamp (VL-215L 2 � 15W–365 nm Tube Power: 60 W from LTF Labor-
technik GmbH & Co. KG (Wasserburg, Germany) from a distance of
5 cm. (When working with the photolyase, the pipetting was done
under red light due to its light-dependent activity). For the heat
denaturation control experiments, the proteins were heated for
5 min at 95 8C (if proteins precipitate due to the heating, adding
1 mL 40 % SDS solution is recommended) before incubation with
the DNA probes. For the irradiation control experiments, the sam-
ples were not irradiated but just incubated on ice. Then the mix-
tures were filled into Biomax centrifugation filter colums from Milli-
pore (100 mL, exclusion rate 10 kDa) and centrifuged (3500 rpm at
4 8C) down to a volume of 30 mL (30–45 min). SDS loading buffer
(5 � ) was added, and the samples were heated at 95 8C for 5 min.
Samples were placed on ice, loaded onto a gel (a 10–15 mL) and
analyzed with SDS-PAGE (10 % or 12.5 %, respectively). The gels
were visualized under a LAS3000-Imager from Raytest (Strauben-
hardt, Germany) and photographed. Then they were stained with
Coomassie Blue.


In preparative scale experiments, the DNA probe (1 nmol) and cell
lysate (1 mg) were used and diluted with the irradiation bufferACHTUNGTRENNUNGdescribed above to 1 mL (1 mm DNA concentration, 1 mg mL�1 pro-
tein concentration). Then the samples were incubated and irradiat-
ed as described above. The following procedure was dependent
on the used beads for the biotin-affinity purification.


Isolation of the proteins via streptavidin-magnetic beads : M-270
Dynabeads� (1.0 mg) from New England Biolabs (Schwalbach, Ger-
many) were released from their storage buffer, washed twice with
magnetic bead binding buffer (500 mL, contents see protocol of
the producer), and the DNA–protein suspensions were added to
the beads. The mixture was slowly rotated for 2–3 h at room tem-
perature, the magnetic particles were fixed magnetically, and the
unbound supernatant was rejected. The beads were washed with
buffer C (1 mL), which contained Tris-HCl (5 mm, pH 7.5), EDTA
(0.5 mm), and NaCl (1 m), four times with buffer D (1 mL), which
contained buffer C+5 % (w/v) SDS+1 % (v/v) Nonidet P-40, and one
more time with buffer C (1 mL). Then the beads were resuspended
in a 1:1 mixture of SDS loading buffer and ddH2O (30 mL), and the
bound proteins were eluted through heating at 95 8C for 5 min.
After magnetically fixing of the beads the supernatant was thenACHTUNGTRENNUNGremoved, cooled on ice and then analyzed by SDS-PAGE. Gel
bands were isolated, washed and tryptically digested as described
previously.[24]


Isolation of the proteins by using avidin–agarose beads : Accord-
ing to a procedure reported by Sieber et al. ,[25] after irradiation and
incubation the proteins were precipitated using an equal volume
of prechilled acetone. Samples were stored on ice for 20 min and
centrifuged at 13 000 rpm for 10 min. The supernatant was discard-
ed and the pellet washed two times with prechilled methanol
(400 mL) and resuspended by sonication. Subsequently, the pellet
was dissolved in PBS (1 mL) containing SDS (0.2 %) by sonication
and incubated under gentle mixing with avidin–agarose beads
(50 mL) (Sigma–Aldrich) for 1 h at room temperature. The beads
were washed three times with a solution of SDS (0.2%) in PBS
(1 mL), twice with urea (1 mL of 6 m) and three times with PBS
(1 mL). SDS loading buffer (50 mL, 2x) was added, and the proteins
were released for preparative SDS-PAGE with a 5 min incubation at
95 8C. Gel bands were isolated, washed and digested with trypsin
as described previously.[24]


5-(5-Hydroxy-pent-1-inyl)-5’,3’-O-tert-butyldimethylsilyl-2’-des-
oxyuridine (5): tert-Butyldimethylsilyl (TBDMS)-protected 5-iodo-ACHTUNGTRENNUNGdesACHTUNGTRENNUNGoxyuridine (3, 1.000 g, 1.72 mmol), obtained by standard
TBDMS-protection of 5-iododesoxyuridine (2), was dissolved in
DMF (1 mL) and the solution was degassed three times. Afterwards
PdCl2ACHTUNGTRENNUNG(PPh3)2 (241 mg, 0.34 mmol, 0.20 equiv), H�nig’s base (597 mL,
3.44 mmol, 2.00 equiv), 4-pentyne-1-ol (4, 479 mL, 5.16 mmol,
3.00 equiv) and copper(I) iodide (130 mg, 0.69 mmol, 0.40 equiv)
were added. The mixture was stirred overnight in the dark. Then it
was diluted with ether (40 mL), washed once with saturated
sodium bicarbonate solution and twice with saturated sodium
chloride solution. After drying with sodium sulfate, the solvent was
removed under reduced pressure. The brown product was purified
through column chromatography (silica gel �60, dichloromethane/
methanol (100: 1!50:1)). 5 was obtained as a colorless oil
(540 mg, 75 %). Rf = 0.37 (chloroform/methanol 10:1) ; 1H NMR
(400 MHz, CDCl3): d= 9.05 (s, 1 H, N-H), 7.92 (s, 1 H, C6-H), 6.28 (dd,
1 H, 3J = 5.9 Hz, 3J = 7.4 Hz, C1’-H), 4.39 (td, 1 H, 3J = 2.6 Hz, 3J =
5.6 Hz, C3’-H), 3.95 (m, 1 H, C4’-H), 3.89 (dd, 1 H, 3J = 2.4 Hz, 2J =
11.4 Hz, C5’-Ha), 3.76 (m, 3 H, H2C-OH, C5’-Hb), 2.49 (t, 2 H, 3J =
6.9 Hz, H2C-C�C), 2.29 (ddd, 1 H, 3J = 2.8 Hz, 3J = 5.9 Hz, 2J = 13.1 Hz,
C2’-Ha), 2.01 (m, 1 H, C2’-Hb), 1.80 (q, 2 H, 3J = 6.0 Hz, CH2), 0.92 (s,
9 H, tBu-TBDMS), 0.88 (s, 9 H, tBu-TBDMS), 0.14 (s, 3 H, H3C-TBDMS),
0.12 (s, 3 H, H3C-TBDMS), 0.07 (s, 3 H, H3C-TBDMS), 0.06 ppm (s, 3 H,
H3C-TBDMS); 13C NMR(150 MHz, CDCl3): d= 162.1, 149.1, 141.5,
100.5, 94.6, 88.3, 85.6, 72.2, 62.9, 61.4, 41.9 (2C), 31.0, 26.0 (3C),
25.7 (3C), 18.4, 18.0, �4.7, �4.9, �5.4, �5.6 ppm; IR (ATR): ñ= 3416
w, 3181 w, 3066 w, 2951 m, 2928 m, 2856 m, 1681 vs, 1627 m,
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1575 w, 1461 m, 1404 w, 1360 w, 1322 w, 1278 m, 1251 s, 1190 w,
1099 m, 1065 s, 1028 s, 1005 m, 966 m, 937 w, 919 w, 885 w, 829
vs, 812 s, 775 vs, 670 s; HRMS (ESI+): calcd m/z for C26H48N2O6Si2


[M+H]+ : 539.2973; found: 539.2968.


1-[4-(tert-Butyl-dimethyl-silanyloxy)-5-(tert-butyl-dimethyl-silanyl-
oxymethyl)-tetrahydro-furan-2-yl]-5-{5-[4-(3-trifluoromethyl-3H-
diazirin-3-yl)-benzyloxy]-pent-1-inyl}-1H-pyrimidin-2,4-dione (7):
NaH (50 mg, 60 % suspension in oil, 1.25 mmol, 2.50 equiv) was
added to a solution of 5 (270 mg, 0.50 mmol) in absolute THF
(1 mL). After evolution of gas (20 min) 6 (204 mg, 0.60 mmol, 1.20
equiv) was added, and the solution was stirred under an inertACHTUNGTRENNUNGatmosphere at room temperature for 3.5 h. The reaction was
quenched by the addition of saturated ammonium chloride solu-
tion (1 mL), diluted with ether (20 mL) and washed with saturated
NaCl solution. After drying with sodium sulfate and concentration
in vacuo, the crude product was purified by using column chroma-
tography (silica gel-60, dichloromethane/methanol 75:1). 7 wasACHTUNGTRENNUNGobtained as a colorless foam (280 mg, 76 %). Rf = 0.17 (chloroform/
methanol 30:1) ; 1H NMR (600 MHz, CDCl3): d= 8.20 (s, 1 H, C6-H),
7.36 (d, 2 H, 3J = 8.2 Hz, Haromatic), 7.16 (d, 2 H, 3J = 8.2 Hz, Haromatic),
6.29 (dd, 1 H, 3J = 6.0 Hz, 3J = 7.5 Hz, C1’-H), 4.52 (s, 2 H, H2C-Bn),
4.41 (m, 1 H, C3’-H), 3.96 (d, 1 H, 3J = 2.2 Hz, C4’-H), 3.89 (dd, 1 H,
3J = 2.2 Hz, 2J = 11.4 Hz, C5’-Ha), 3.76 (dd, 1 H, 3J = 2.2 Hz, 2J =
11.4 Hz, C5’-Hb), 3.59 (t, 2 H, 3J = 6.1 Hz, H2C-OBn), 2.50 (t, 2 H, 3J =
7.1 Hz, H2C-C�C), 2.30 (ddd, 1 H, 3J = 2.6 Hz, 3J = 5.8 Hz, 2J = 13.1 Hz,
C2’-Ha), 2.12 (ddd, 1 H, 3J = 6.0 Hz, 3J = 7.5 Hz, 2J = 13.3 Hz, C2’-Hb),
1.87 (dt, 2 H, 3J = 6.1 Hz, 3J = 7.1 Hz, CH2), 0.92 (s, 9 H, tBu-TBDMS),
0.89 (s, 9 H, tBu-TBDMS), 0.13 (s, 3 H, H3C-TBDMS), 0.12 (s, 3 H, H3C-
TBDMS), 0.08 (s, 3 H, H3C-TBDMS), 0.07 ppm (s, 3 H, H3C-TBDMS);
13C NMR (150 MHz, CDCl3): d= 161.4, 149.0, 141.6, 140.4, 128.2,
127.7 (2C), 126.1 (2C), 122.5 (q, 1 JC-F = 274 Hz), 100.6, 94.2, 88.3,
85.6, 72.4, 72.1, 69.1, 63.0, 41.9 (2C), 28.6, 26.0 (3C), 25.7 (3C), 18.4,
18.0, 16.5, �4.6, �4.8, �5.4, �5.5 ppm; IR (ATR) : ñ= 3182 w, 3065
w, 2953 m, 2929 m, 2885 w, 2857 m, 2285 m, 1723 s, 1682 vs, 1625
m, 1519 w, 1461 m, 1404 w, 1361 w, 1344 m, 1323 w, 1278 m, 1253
s, 1232 m, 1182 s, 1153 s, 1103 s, 1067 m, 1028 m, 1005 w, 967 m,
937 s, 918 w, 885 m, 836 vs, 810 m, 776 vs, 733 m, 670 cm�1 s;
HRMS (ESI+): calcd m/z for C35H51F3N4O6Si2Na [M+Na]+ : 759.3197;
found: 759.3206.


1-(4-Hydroxy-5-hydroxymethyl-tetrahydro-furan-2-yl)-5-{5-[4-(3-
trifluoromethyl-3H-diazirin-3-yl)-benzyloxy]-pent-1-inyl}-1H-pyri-
midin-2,4-dione (8): 7 (530 mg, 0.72 mmol) was dissolved in tetra-
butylammoniumfluoride (1 m) in THF (20 mL) and stirred at room
temperature for 3 h (TLC control). The solvent was removed in
vacuo. The oily residue was dissolved in ether (30 mL) and succes-
sively washed with saturated ammonium chloride solution, twice
with water and once with saturated NaCl solution. After drying
with sodium sulfate, the solvent was removed under reduced pres-
sure. 8 was obtained as a slightly orange oil (315 mg, 95 %). Rf =
0.21 (chloroform/methanol 10:1) ; 1H NMR (600 MHz, CDCl3): d=
7.85 (s, 1 H, C6-H), 7.37 (d, 2 H, 3J = 8.2 Hz, Haromatic), 7.17 (d, 2 H, 3J =
8.1 Hz, Haromatic), 6.18 (t, 1 H, 3J = 6.6 Hz, C1’-H), 4.57 (m, 1 H, C3’-H),
4.52 (s, 2 H, H2C-Bn), 4.02 (m, 1 H, C4’-H), 3.92 (dd, 1 H, 3J = 2.9 Hz,
2J = 11.7 Hz, C5’-Ha), 3.82 (dd, 1 H, 3J = 2.8 Hz, 2J = 11.7 Hz, C5’-Hb),
3.60 (t, 2 H, 3J = 6.1 Hz, H2C-OBn), 2.51 (t, 2 H, 3J = 7.1 Hz, H2C-C�C),
2.35 (m, 2 H, C2’-H), 1.87 (qi, 2 H, 3J = 6.6 Hz, H2C) ppm; 13C NMR
(150 MHz, CDCl3): d= 161.5, 149.3, 142.9, 140.5, 128.5, 128.0 (2C),
126.8 (2C), 122.4 (q, 1JC-F = 273 Hz), 101.0, 94.5, 87.2, 87.0, 72.3, 71.6,
69.2, 62.4, 40.9, 20.8, 18.2, 16.6, 14.2 ppm; IR (ATR) : ñ= 3403 br,
3058 w, 2961 m, 2928 w, 2859 w, 2090 w, 1681 vs, 1625 m, 1519
m, 1461 m, 1344 m, 1320 w, 1278 m, 1259 s, 1231 m, 1180 m, 1149
s, 1078 vs, 1050 vs, 956 w, 937 s, 869 w, 799 vs, 733 m, 662 w


cm�1; HRMS (ESI�): calcd m/z for C23H23
35ClF3N4O6 [M+Cl]� :


543.1258; found: 543.1264.


1-[4-(Hydroxy-5-(4’,4’’-dimethoxytrityl)oxymethyl-tetrahydro-
furan-2-yl]-5-{5-[4-(3-trifluoromethyl-3H-diazirin-3-yl)-benzyl-ACHTUNGTRENNUNGoxy]-pent-1-inyl}-1H-pyrimidin-2,4-dione (9): 8 (315 mg,
0.61 mmol) was disolved in dry pyridine (2.0 mL) and molecular
sieves (4 �) were added. After stirring for one hour at room tem-
perature 4,4’-dimethoxytritylchloride (252 mg, 0.73 mmol,
1.20 equiv) was added, and the solution was stirred for two addi-
tional hours. Then the reaction was stopped by adding methanol
(300 mL). The solvent was removed in vacuo and the crude product
was purified by column chromatography (dichloromethane/metha-
nol/pyridine 50:1:0.1). 9 was obtained as a white compact foam
(248 mg, 60 %). Rf = 0.46 (chloroform/methanol 10:1) ; 1H NMR
(600 MHz, CDCl3): d= 8.94 (s, 1 H, HN), 8.01 (s, 1 H, C6-H), 7.43 (d,
2 H, 3J = 7.4 Hz, Haromatic), 7.34–7.32 (m, 4 H, Haromatic-DMT), 7.30–7.28
(m, 4 H, Haromatic-DMT), 7.20–7.17 (m, 1 H, Haromatic-DMT), 7.14 (d, 2 H,
3J = 8.1 Hz, Haromatic), 6.83 (d, 4 H, 3J = 8.8 Hz, Haromatic-DMT), 6.32 (dd,
1 H, 3J = 6.0 Hz, 3J = 7.5 Hz, C1’-H), 4.51 (m, 1 H, C3’-H), 4.37 (s, 2 H,
H2C-Bn), 4.07 (m, 1 H, C4’-H), 3.76 (s, 3 H, H3CO-DMT), 3.75 (s, 3 H,
H3CO-DMT), 3.41 (dd, 1 H, 3J = 3.0 Hz, 2J = 10.7 Hz, C5’-Ha), 3.37 (t,
2 H, 3J = 6.1 Hz, H2C-OBn), 3.32 (dd, 1 H, 3J = 3.5 Hz, 2J = 10.7 Hz, 5’-
HbC), 2.48 (ddd, 1 H, 3J = 2.5 Hz, 3J = 5.6 Hz, 2J = 13.5 Hz, 2’-HaC),
2.29–2.21 (m, 3 H, C2’-Hb), C�C-H2C), 1.55 (qi, 2 H, 3J = 6.6 Hz, C�C-
CH2-H2C) ; 13C NMR (150 MHz, CDCl3): d= 161.7, 158.5, 149.2, 144.4,
141.5, 140.4, 135.4, 129.9 (2C), 128.0 (2C), 127.9 (2C), 127.8, 127.6
(4C), 126.9 (2C), 126.4 (2C), 123.0 (q, 1JC-F = 273.1 Hz), 113.2 (4C),
100.9, 94.4, 86.9, 86.4, 85.5, 72.3, 71.8, 71.0, 69.0, 68.1, 63.4, 55.1
(2C), 41.4, 38.7, 29.6, 28.3, 16.3; IR (ATR) : ñ= 3467 w, 3181 w, 3066
w, 2954 m, 2930 m, 2869 w, 2837 w, 2084 w, 1688 vs, 1607 s, 1592
m, 1507 s, 1439 m, 1404 w, 1343 m, 1278 m, 1247 s, 1175 vs, 1150
vs, 1097 s, 1052 m, 1031 s, 1002 w, 988 w, 937 s, 914 w, 872 w, 825
m, 810 m, 791 w, 772 w, 752 m, 726 w, 701 vs, 657 cm�1 w; HRMS
(ESI+): calcd m/z for C44H41F3N4O8


23Na [M+Na]+ : 833.2774; found:
833.2773.


1-[4-(b-Cyanoethyl-N,N-diisopropylaminophosphanoxy)-5-(4’,4’’-
dimethoxytrityl)oxymethyl-tetrahydro-furan-2-yl]-5-{5-[4-(3-tri-
fluoromethyl-3H-diazirin-3-yl)-benzyloxy]-pent-1-inyl}-1H-pyrimi-
din-2,4-dione (1): 9 (200 mg, 0.25 mmol) was solved in absoluteACHTUNGTRENNUNGdichloromethane (1.5 mL) and degassed three times. Diisopropyl-ACHTUNGTRENNUNGammonium tetrazolate (22 mg, 0.13 mmol, 0.50 equiv) and b-
cyanoethyl N,N,N’,N’-tetraisopropylphosphordiamidite (119 mL,
0.38 mmol, 1.50 equiv) were added, and the solution was stirred
for 4 h at room temperature under argon. The solvent was re-
moved in vacuo and the residue was purified by column chroma-
tography (deactivated silica gel-60, dichloromethane/methanol/
pyridine 75:1:0.1). 1 was obtained as a yellowish film (240 mg,
84 %). Rf = 0.42 (chloroform/methanol 20:1) ; 1H NMR (600 MHz,
CDCl3): d= 8.94 (s, 1 H, HN), 8.05 (s, 0.5 H, 6C-H), 8.01 (s, 0.5 H, 6C-
H), 7.43 (d, 2 H, 3J = 7.8 Hz, HaromaticC), 7.34–7.32 (m, 4 H, Haromatic-
DMT), 7.30–7.28 (m, 4 H, Haromatic-DMT), 7.20–7.17 (m, 1 H, Haromatic-
DMT), 7.14 (d, 2 H, 3J = 7.8 Hz, HaromaticC), 6.83 (d, 4 H, 3J = 7.8 Hz,
Haromatic-DMT), 6.32–6.28 (m, 1 H, C1’-H), 4.58 (m, 1 H, C ACHTUNGTRENNUNG(3’-H), 4.37 (s,
1 H, H2C-Bn), 4.35 (s, 1 H, H2C-Bn), 4.20–4.14 (m, 1 H, HC(4’), 3.76 (s,
6 H, 2 H3CO-DMT), 3.66–3.49 (m, 4 H, H2C-O-P, 2 HC-N-P), 3.43 (dd,
1 H, 3J = 2.5 Hz, 2J = 10.7 Hz, C5’-Ha), 3.34 (m, 2 H, 3J = 6.1 Hz, H2C-
OBn), 3.29 (dd, 1 H, 3J = 3.5 Hz, 2J = 10.7 Hz, C5’-Hb), 2.61 (t, 1 H, 3J =
6.3 Hz, H2C-CN), 2.58–2.51 (m, 1 H, C ACHTUNGTRENNUNG(2’-Ha), 2.44–2.42 (dt, 1 H, 3J =
6.4 Hz, 2J = 11.0 Hz, H2C-CN), 2.20 (m, 2 H, C�C-H2C), 1.52–1.47 (m,
2 H, C�C-CH2-H2C), 1.28–1.06 (m, 12 H, 4 H3C-CH-N-P); 13C NMR
(150 MHz, CDCl3): d= 161.8, 158.8, 149.3, 144.3, 141.8, 140.7, 135.8,
130.2 (2C), 129.1 (2C), 128.2 (2C), 127.9 (2C), 127.1 (2C), 126.7 (4C),
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124.0, 121.9 (q, 1JC-F = 273.3 Hz), 113.5 (4C), 101.2, 94.7, 87.2, 86.3,
85.8, 72.1, 71.3, 68.4, 69.3, 63.3, 58.5, 55.4 (2C), 45.6, 43.5, 40.8,
39.0, 30.6, 28.9 (q, 2JC-F = 30.1 Hz), 28.5, 24.8, 23.2, 20.4, 16.5, 14.3,
11.2 ppm; 31P NMR (81 MHz, CDCl3): d= 149.9, 149.5; IR (ATR): ñ=
3189 w, 3065 w, 2966 m, 2931 m, 2871 w, 1693 vs, 1608 s, 1583 w,
1508 s, 1456 s, 1398 w, 1364 m, 1344 m, 1278 s, 1247 vs, 1177 vs,
1153 s, 1106 m, 1077 m, 1031 s, 975 s, 937 m, 914 w, 896 w, 879 w,
826 m, 809 m, 791 m, 772 w, 754 m, 726 m, 700 m, 641 cm�1 w;
HRMS (ESI�): calcd m/z C53H57F3N6O9


31P [M�H]�= 1009.3882; found:
1009.3916.


Bacterial strains, plasmids, culture conditions : The E. coli CPD
photolyase (CPDP) gene was amplified by polymerase chain reac-
tion of the genomic DNA (E. coli K12) using AccuPrimeTM Pfx DNA
polymerase (Invitrogen) with the appropriate primers (5’-CAC CAT
GAC TAC CCA TCT GGT CTG-3’ and 5’-TTA TTT CCC CTT CCG CGC
C-3’) for the TOPO reaction. The resulting PCR product was cloned
into the vector pENTRTM/d-TOPO� (Invitrogen) by the TOPO reac-
tion. After sequencing, the vector was transferred into pDest007[26]


through the LR reaction (Gateway cloning kit, Invitrogen, Carlsbad,
USA), which provided pExp007-cpdp. For expression, the plasmid
pExp007-cpd photolyase was transformed into E. coli TUNER� (No-
vagen). The cells were incubated at 37 8C until A600 of 0.6 was
reached, then anhydrotetracycline was added (2 nm) and incuba-
tion was continued for 4 h at 37 8C. The Llfpg gene was obtained
by PCR amplification of the genomic L. lactis DNA using Accu-
Prime� Pfx DNA polymerase (Invitrogen) with the two primers, 5’-
AAT GCC AGA GTT ACC AGA AGT TGA AA-3’ and 5’-TCC CTT TTT
GCT GAC AGA ATG GGC AA-3’. The resulting fpg gene PCR product
was cloned into the entry vector pENTRY-IB A10 by using the Star-
Gate� method (IBA, Gçttingen, Germany). The resulting vector was
sequenced and mixed with the acceptor vector pPSG-IB A3 (IBA);
this yielded the desired destination vector pPSG-IBA3-fpg which
was transformed into E. coli BL21 Star� (DE3) (Invitrogen). Cells
were incubated in Luria broth at 37 8C until they reached an A600 of
0.8. After induction with isopropyl b-d-1-thiogalactopyranoside
(IPTG, 1 mm) and addition of ZnCl2 (10 mm) incubation was contin-
ued for 4 h at 30 8C. The N-terminal truncated version of Rad14
was obtained by amplification of the genomic DNA of S. cerevisiae
using the following primers: 5’-AAT GGA GGC TAA CAG GAA ATT
AGC AAT AG-3’ and 5’-TCC CAA TGT CAA TTT CTT CAG TTT CTA
GCC-3’. The resulting gene product was cloned into the Entry
Vector pENTRY-IB A10 via the Stargate� method (IBA). After verifica-
tion of the appropriate sequence the vector was mixed with the
Destination vector pPSG-IB A3 (IBA). The resulting vector was trans-
formed into E. coli BL21 Star� (DE3) (Invitrogen). Incubation and
induction were performed as described for LlFpg.


Protein purification of recombinant proteins : All purification
steps were carried out at 4 8C and the purification was monitored
by SDS-PAGE. For purification of the CPD Photolyase, the cells
were resuspended in Buffer E (100 mm Tris-HCl pH 8.0, 150 mm


NaCl, 1 mm EDTA) with protease inhibitor mix (Roche). Cells were
lysed in a French press and the cell debris was removed by centri-
fugation before it was applied to the Strep-Tactin� column (IBA).
The purification step was performed according to the manufactur-
ers protocol (IBA). The procedures of the LlFpg purification fol-
lowed the once described above. After concentrating LlFpg was
loaded onto a Source S column (GE) equilibrated with buffer F,
which contained HEPES/NaOH (10 mm, pH 7.6), NaCl (100 mm),
glycerin (5 % v/v) and b-mercaptoethanol (5 mm). The protein was
eluted with a gradient of 5 column volumes with the same buffer
containing NaCl (600 mm). Prior to buffer exchange to buffer F the
protein was concentrated. The procedure of the purification of


Rad14 followed the once described for LlFpg with the exception
that following buffer was used: Tris-HCl (50 mm, pH 7.5), NaCl
(100 mm), glycerin (10 % v/v), and 5 mm b-mercaptoethanol.
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Introduction


In microorganisms, plants and animal secretions, a-amylases
are found as a widely distributed class of enzymes. They cata-
lyse the hydrolysis of the (a-1,4) glycosidic linkage in amylose,
starch and various other polysaccharides. These enzymes and
their inhibitors are known to possess a wide range of industrial
and medical applications. There are two different kinds of a-
amylase inhibitors: carbohydrate-based compounds, whichACHTUNGTRENNUNGinclude acarbose,[1, 2] and proteinaceous a-amylase-inhibitors.
Many of the proteinaceous inhibitors stem from the genus of
Streptomyces including tendamistat from S. tendae,[3] Z-2685
(parvulustat) from S. parvulus,[4] Haim II from S. griseosporeus,[5]


Paim I from S. olivaceoviridis,[6] AI-409 from S. chartreusis, AI-
3688 from S. aureofaciens,[7] T-76 from S. nitrosporeus and MA-
4680 from S. avermitilis.[8]


The proteinaceous a-amylase inhibitors have very similar
properties. These proteins are small and exhibit a b-barrel fold
that consists of two twisted sheets, each of which is formed by
three antiparallel b-sheets and generally stabilized by two di-
sulfide bridges. The proteinaceous inhibitors bind very tightly
to a-amylase in a 1:1 complex. The well-conserved active site
contains a loop region that includes a WRY motif.[3, 7, 9–11] In ad-
dition, three more regions of the inhibitor proteins are in-
volved in the protein–protein interface; this results in a very
high inhibition constant (9 � 10�12


m for tendamistat) for a pro-
tein-based inhibitor.[10]


In 1985, the structure of the a-amylase inhibitor tendamistat
was independently solved by NMR spectroscopy[12, 13] and X-ray
crystallography.[14] These structures of tendamistat build the
reference for structure-based biophysical studies on proteina-
ceous a-amylase inhibitors carried out since.[9, 15] In 1995, the
crystal structure of porcine pancreatic a-amylase in complex
with tendamistat was solved by X-ray crystallography.[9] During


the 1980s, tendamistat was investigated for pharmaceutical
purposes in a search for a-glucosidase inhibitors against diabe-
tes mellitus. However, because of its high allergenic potential,
tendamistat could not be used for therapy purposes. Another
a-amylase-inhibitor, Z-2685 (parvulustat), was identified in
screening projects at that time and the culture supernatant
was sequenced by Edman degradation.


Initially, parvulustat was reported to comprise 76 amino
acids. By sequencing the entire gene (Figure 1), which was iso-
lated by PCR amplification and Southern hybridization, Han
et al.[16] showed that the authentic product from S. parvulus is
two amino acids longer and has a molecular weight of
8286 Da. In analogy to tendamistat, the protein was called par-
vulustat. Tendamistat and parvulustat share 29.6 % amino acid
identity and 37.0 % similarity. Their inhibition activity against
animal a-amylase, however, is almost identical.


Table 1 shows the identity and similarity of parvulustat and
tendamistat compared to each other and other known a-amy-
lase inhibitors by using BLOSUM62.[17] The data show that par-
vulustat has a higher similarity to other a-amylase inhibitors,


The protein parvulustat (Z-2685) from Streptomyces parvulus
comprises 78 amino acids and functions as a highly efficient a-
amylase inhibitor. Parvulustat shares 29.6 % overall amino acid
sequence identity to the well-known a-amylase inhibitor tenda-
mistat. Among the conserved residues are the two disulfide
bridges (C9–C25, C43–C70) and the active-site motif (W16, R17,
Y18). Here, we report the high-resolution NMR structure of parvu-
lustat based on NOEs, J couplings, chemical shifts and hydrogen-
exchange data. In addition, we studied the dynamical properties


of parvulustat by heteronuclear relaxation measurements. We
compare the structure of parvulustat with the structure of tenda-
mistat in terms of secondary structure elements, charges and hy-
drophobicity. The overall structural composition is very similar,
but there are distinct differences including the active-site region.
These structural and dynamical differences indicate that forACHTUNGTRENNUNGparvulustat an induced-fit mechanism for binding to a-amylase
might take place, since the structure of tendamistat does not
change upon binding to a-amylase.
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and is therefore a better representative of the class of protei-
naceous a-amylase inhibitors, than tendamistat.


To provide a basis for future studies regarding, for example,
protein stability or the mechanism of oxidative folding of par-
vulustat, we report the NMR structure determination of parvu-
lustat. Based on a large number of NOEs and J-coupling re-
straints obtained by using heteronuclear multidimensional
NMR spectroscopy, a high resolution structure of parvulustat
could be calculated. The quality of the previous structures of
tendamistat and the structure of parvulustat solved here allow
for a detailed comparison of the structural properties of both
a-amylase inhibitors.


The overall structure of the two proteins is very similar with
a backbone RMSD of 0.51 �; this includes the region involved
in the protein–protein interface. The identical high-inhibition
potency of parvulustat and tendamistat is likely to have
evolved through compensating amino acid mutations. TheACHTUNGTRENNUNGdynamics of parvulustat are more pronounced compared to
tendamistat. In particular, slow millisecond dynamics are ob-


served for the three amino-acid
motif, WRY, during binding to
the a-amylase active site. In
detail, the charge distribution of
the parvulustat surface shows
distinct differences. Given the in-
creased subnanosecond and mil-
lisecond dynamics in parvulustat,
binding of parvulustat to a-amy-
lase most probably involves an
additional induced-fit binding
step compared to tendamistat,
the structure of which, free in
solution, is very similar to the a-
amylase bound form.


Results and Discussion


NMR spectroscopy measurements


For the 78 residue protein parvulustat, the backbone reso-
nance assignment is essentially complete with the exception
of A1, G3, S4, Q14, W16 and R17 and all the nitrogens of the
five prolines. The line widths of the two residues in the active
site (W16, R17) are broadened beyond detectability.


Figure 2 shows a 1H,15N HSQC spectrum of parvulustat re-
corded at 600 MHz with annotated 1H,15N-resonance assign-
ments obtained from HNCA, HNCACB and CBCACONH experi-
ments. The NMR resonances are well-dispersed with backbone
amide signals resonating from 6.9 to 9.8 ppm. Such chemical-
shift dispersion is typical for a protein rich in b-sheet secondary
structure. The amide resonances for amino acids 25, 26 and 39
overlap in the 2D 1H,15N HSQC spectrum and could only beACHTUNGTRENNUNGresolved in 3D experiments. Furthermore, four side chain and


Figure 1. A) The parvulustat gene; underlined: the two amino acids found by Han et al.[16] B) Sequence alignment of tendamistat and parvulustat. The align-
ment was obtained by using Blosum62[17] as a matrix. Amino acid residues identical in the two proteins are shaded in black, similar amino acid residues are
shaded in grey.


Table 1. Comparison of parvulustat (PL) and tendamistat (TM) to other known a-amylase inhibitors from vari-
ous Streptomyces species with respect to identity and similarity of their amino acids (aa) by using Bioedit[67]


with BLOSUM62.[17]


Inhibitor From Size
[aa]


Identity
to PL [%]


Similarity
to PL [%]


Identity
to TM [%]


Similarity
to TM [%]


parvulustat S. parvulus 78 100 100 29.6 37.0
tendamistat S. tendae 74 29.6 37.0 100 100
haim II S. griseosporeus 78 38.3 42.0 29.1 36.7
paim I S. corchorusii 73 34.2 43.0 51.3 67.1
T-76 S. nitrosporeus 77 68.4 78.5 31.2 43.8
AI-409 S. chartreusis 78 71.3 77.5 35.0 43.8
MA-4680 S. avermitilis 92 34.8 38.0 22.6 31.2
AI-3688 S. aureofaciens 36 33.3 38.5 25.7 31.1
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two tryptophan indole He signals are visible. These He resonan-
ces could be assigned to W40 and W51, while the indole side
chain resonance of the tryptophan in the WRY motif is not ob-
servable; this is in agreement with the lack of the backbone
resonance. By using triple resonance experiments, backbone
assignment and nonaromatic side-chain assignments were
made to the following extents: HN (93 %), Ca (95 %), Ha (94 %),
Cb (96 %), Hb (91 %), Cg (44 %), Hg (69 %), Cd (24 %), Hd (72 %)
and C’ (85 %).


NOE cross-peak intensities were obtained by manual peak
picking each strip of the 800 MHz 3D 15N NOESY-HSQC spec-
trum taken at the assigned 1H,15N amide resonances as well as
in each strip of the 900 MHz 3D 13C NOESY-HSQC spectrum
taken at the assigned 1H,13C frequencies. In addition, four 2D
1H,1H NOESY (900 MHz) spectra were manually peak picked
(Table 2).


The backbone assignments from parvulustat (1HN, 15N, 13C’,
13Ca, 13Cb, 1Ha) were used to assess the secondary structure of
the protein. A protocol that is based on the joint probability of
each of the three secondary-structure motifs (b-strand, a helix
and random coil) derived from chemical-shift data (PSSI[18]) was
used to identify the secondary structure and revealed the pres-
ence of six b-sheets (see the Supporting Information).


In the H/D-exchange experiments measured at 41.5 8C, the
amide resonances disappeared rapidly: after 29 min, 53 of
67 resonances were not detectable anymore; after 150 min,
only seven amide resonances (11, 25, 29, 31, 32, 46 and 52) re-


mained and after 18 h only four signals (11, 25, 29 and 46)
were left.


The 15N NMR relaxation data (15N-T1, 15N-T2, {1H}-15N hetero-ACHTUNGTRENNUNGnuclear NOE, all at 600 MHz) were measured to determine the
correlation time for the overall tumbling and to detect local
subnanosecond backbone dynamics as well as slow chemical
exchange of parvulustat. Figure 3 A–C shows the mean values
of the hetNOE, R2/R1 and S2. Due to broadening beyond detec-
tion, no values were obtained for residues 14, 16 and 17 and
the N terminus (residues 1–5). For residues 24, 25, 26 and 39,
the relaxation data could not be reliably resolved due to
strong chemical-shift overlap. Residues 15 and 59 were not
used in the analysis of hetNOE data, because of an insufficient
signal-to-noise ratio.


The heteronuclear NOE (hetNOE; Figure 3 A) shows that the
C terminus (starting from amino acid 73) is flexible, since these
values are very small and most are even negative. For the core,
most of the R2/R1 ratios (Figure 3 B) are around a value of 5
(with some outliers to higher values), and for the flexible C ter-
minus around a value of 2. The order parameter (S2) is mapped
on the structure (as shown in Figure 3 C); this indicates more
flexibility for the loop region around residue 37 and 60 as well
as for the C terminus, for which very low values are observed.
Since resonances from N-terminal residues are not visible, one
can speculate that the N terminus is also flexible, based on the
slightly lower S2 values of residues 6–9.


Figure 2. The 600 MHz 1H,15N HSQC of parvulustat (0.5 mm) in H2O (92.5 %)/D2O (7.5 %), sodium phosphate buffer (30 mm, pH 6.6), NaCl (170 mm), NaN3


(0.01 %) at 45 8C. All the assigned backbone 1H,15N peaks are indicated as well as the assigned He1 protons of W40 and W51.


ChemBioChem 2009, 10, 119 – 127 � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org 121


High Resolution NMR Structure of Parvulustat



www.chembiochem.org





The experimental value for global rotational tumbling (texp
c =


6.2 ns) of parvulustat is consistent with the predictions (texp
c =


6.48 ns, derived from HYDRONMR 5a[19]), and show that under
the conditions applied in solution NMR studies, parvulustat is
monomeric and its tendency to aggregate at higher concen-ACHTUNGTRENNUNGtrations and different buffer conditions could successfully beACHTUNGTRENNUNGsuppressed. In addition, the overall diffusion tensor is wellACHTUNGTRENNUNGdescribed by the determined structural model.


The 3D NMR solution structure of parvulustat shows six b-
strands comprising two twisted sheets of three antiparallel
strands each. The overall structure of parvulustat is very similar
to the known structure of the a-amylase inhibitor tendami-
stat[14, 20] and is a member of the Greek-key b-barrel protein
structures[12, 21] (Figure 4). In the following, we compare in de ACHTUNGTRENNUNGtail
the structures of parvulustat and tendamistat.


Structural analysis: b-sheets


In the NMR structure of tendamistat, the b-strands were as-
signed to involve amino acids 12 to 17, 20 to 25 and 52 to 58
in the first sheet, and amino acids 30 to 37, 41 to 49 and 67 to
73 in the second sheet.[21] The predominantly hydrophobic
sides of the two b-sheets face each other to form a hydropho-
bic core.


The following regions are assigned to be b-strands in the
water-refined parvulustat structural bundle (20 structures) by


Table 2. Structural statistics for the ensemble of 20 NMR structures
of parvulustat.


Experimental restraints
Distance restraints


intraresidue (i�j = 0) 526
sequential (j i�j j= 1) 361
medium range (2�j i�j j�4) 111
long range (j i�j j�5) 723
hydrogen bond 19
total 1740


Dihedral angle restraints
torsion angle (f/y) 2 � 32


J-coupling constants
3JHNHa coupling restraints 51


Diffusion anisotropy restraints
T1/T2 values for HN 54


CNS energies (kcal mol�1)
Etotal �1704�70
Evdw �123�11
Eelec �2498�65
ENOE 129�8
Ef/y 0�0
Ecoup 46�6
Edani(T1/T2) 51�5


RMSD from average for residue [�][a]


backbone N, CA, C’ 0.514
heavy atoms 0.962


Ramachandran plot[a]


most favoured regions [%] 75.5
additional allowed regions [%] 20.1
generously allowed regions [%] 3.1
disallowed regions [%] 1.3


[a] The values were calculated for residues 8–71 by using MOLMOL[26]


and PROCHECK.[22, 23]


Figure 3. Backbone dynamics of parvulustat measured at 600 MHz and
45 8C: A) {1H},15N hetNOE. B) 15N R2/R1 ratios; blue arrows: b-sheets, yellow
bars : disulfide bridges. C) Order parameters (S2) obtained from the model-
free analysis[24, 25] were mapped on the structure and show flexible parts in
the loop regions around amino acids 37 and 60, probably also for the loop
region at amino acid 16. Colours range from blue (S2 = 1, very rigid) to red
(S2 = 0, very flexible) ; grey: no data/no reliable fit.


122 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 119 – 127


H. Schwalbe et al.



www.chembiochem.org





using PROCHECK 3.5.4[22, 23] analysis : 10 to 15, 18 to 23 and 53
to 54 for the first b-sheet, and from 29 to 35, 44 to 46 and 64
to 69 in the second b-sheet. Taking the individual numbering
of the two proteins into account, the first two b-strands in the
first b-sheet are one amino acid longer each, while the third
one (52 to 58 and 53 to 54) is five amino acids shorter in par-
vulustat. The third b-strand in tendamistat is distorted, both in
the X-ray and in the NMR structure, and induces a twist in the
three-stranded antiparallel b-sheet. In parvulustat, these
strands are straight, most probably because they are a bit
shorter.


Parvulustat forms a b-barrel structure for the same reasons
that tendamistat does. In Figure 5 it is clearly visible that in the
interior of the protein no charges (red: negatively charged,
blue: positively charged, grey: no charge) appear and all these
noncharged side chains constitute a hydrophobic core in par-
vulustat.


For tendamistat, we compared the secondary structure anal-
ysis given in the literature with the PROCHECK[22, 23] analysis of
that structure and found that the first three b-strands are
mostly the same, while for b-strand 4 the PROCHECK[22, 23] anal-
ysis gives a significantly shorter b-strand than originally de-
scribed. The NMR structure of parvulustat determined by ARIA
was also analysed by PROCHECK[22, 23] and compared with the
results we gained from H/D-exchange experiments. Here, we
find that due to the rather high temperature (41.5 8C) theACHTUNGTRENNUNGexchange of the amide protons is fast. After 29 min, only 14 of
67 signals were still detectable. These 14 signals stem fromACHTUNGTRENNUNGresidues that are located in b-sheets of parvulustat found by
PROCHECK[22, 23] (Figure 6), with just three notable exceptions:
amino acids 24, 25 and 50, which are located in the lower very
defined part of the protein, are not present in the b-sheet re-
gions that were found by PROCHECK,[22, 23] but are nevertheless
more stable than two thirds of the other amide protons. Fur-
ther support for differences in the length of b-sheet regions
between tendamistat and parvulustat can also be derived, be-
cause none of the amide protons of the last b-strand remains
after 8 min. Over time, nearly all of the signals vanish, except
for seven signals that are still visible after 150 min (11, 25, 29,
31, 32, 46 and 52). Residues 29, 31 and 46, which are located
close to each other, seem to build a very strong hydrogen
bonded part of the b-sheet, while 25 is the only remaining
amino acid not in a b-sheet.


In the second b-sheet in parvulustat, the second b-strand
(41 to 49 and 44 to 46) is six amino acids shorter than the one
in tendamistat, while the other two b-strands are only one
amino acid shorter. Close to this b-strand, residue 42 is a pro-
line in parvulustat, which corresponds to a leucine at this posi-
tion in tendamistat. Because of the unique proline conforma-
tion, this changes the secondary structural element of parvulu-
stat at the end of the b-sheet and the following loop in com-


parison to tendamistat (Figure 7). In general, the
structures of tendamistat and parvulustat are very
similar, but for the longer b-sheets found in tendami-
stat.


Structural analysis: the loops


The loops that connect the distinct b-strands of both
b-sheets with each other play an important role in
the structure of parvulustat and tendamistat. The
active site containing the WRY motif is found within
a flexible loop. In parvulustat, the loops comprise
amino acids 15 to 18, 23 to 28, 36 to 40, 47 to 50
and 55 to 63.


The loops from 36 to 40 and from 55 to 63 are
flexible. The flexibility of these regions was further
supported by analysis of heteronuclear relaxation
data by using the model-free analysis.[24, 25] The gener-
al order parameter (S2) given in Figure 3 C, reveals
two flexible loops in the protein. For the loop region
at the active site, NMR resonances are broadened
beyond detection at all available NMR frequencies;
this suggests conformational exchange in the milli-


Figure 4. Left : backbone bundle of parvulustat (20 structures) ; right: overlay
of parvulustat (blue, 20 structures) with the backbone bundle of tendamistat
(PDB ID code: 2AIT; red, nine structures). The numbers indicate the succes-
sive loops in the sequence.


Figure 5. Left : the interior of parvulustat from both sides of the protein with respect to
charges (red: negatively charged, blue: positively charged, grey: no charge) ; middle:
charge distribution of the full protein shown from the same angle as on the left ; right:
ribbon illustration of the protein in the same angle.
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second time regime. The notion of increased flexibility—yet in
a different time regime—in this loop region is further support-
ed by the very low order parameter (S2) for amino acid 18. The
lack of amide signals for the two other residues in the WRY
motif (W16, R17) within the active-site loop, however, is quite
remarkable as it points to millisecond dynamics and therefore
enables an induced-fit mechanism of binding to a-amylase.


The other two loops of the protein (23 to 28 and 47 to 50)
located on the opposite side of the protein, however, are very
well defined in the backbone as well as in the side chains,
which is in very good agreement with the structure determi-ACHTUNGTRENNUNGnation of tendamistat, in which these parts are also highlyACHTUNGTRENNUNGdefined.


Structural analysis: implications for the complex ofACHTUNGTRENNUNGparvulustat with a-amylase


The reported inhibition constant of tendamistat of 9 � 10�12
m


is in the same range as the one determined for parvulustat,
which is 2.8 � 10�11


m (Han et al. , unpublished results). The fact
that almost identical inhibition constants are found for the
proteinaceous a-amylase inhibitors is interesting, since the
amino acid sequence, as well as the parts of the charge distri-
bution and to some extent the structure, especially the orien-
tation of the side chains, are different. The free form structure


of tendamistat fits very well to
the structure when bound to a-
amylase, which implies that par-
vulustat and a-amylase have to
undergo some changes for bind-
ing.


Tendamistat binds to a-amy-
lase in an extended groove with
interactions in four segments:
segment I: Y15, W18–Y20; seg-
ment II : L44, Y46; segment III :
Q52–T55; segment IV: D58–G62.
In Figure 8, these four segments


are mapped on the structures of tendamistat and parvulustat
(yellow). Also, in these a-amylase binding sites, there are sub-
stantial differences in the sequences of parvulustat and tenda-
mistat. The largest differences are observed in segment II. With
P42 in parvulustat and L44 in tendamistat, as well as R44 in
parvulustat and Y46 in tendamistat (Figure 7), substantially dif-
ferent amino acids are present at the same locations in the
proteins and this is the reason for the structural differences be-
tween the two inhibitors. Interestingly, in the WRY motif differ-
ences in the orientation of the side chains are clearly notable.
However, it has to be noted that the structure of the WRY
motif is mostly based on the force field during the structure
calculation as no NMR signals were observed for this region in
parvulustat.


Structural analysis: charge and hydrophobictiy


Charge and hydrophobicity distribution were calculated by
using MOLMOL[26] based on the solution structure with the
lowest energy. Figure 8 shows the charge distributions at the
surface of tendamistat (free and bound form) and parvulustat
(free form). Most of the residues that are involved in binding
(yellow) are not substantially different in the two proteins;
only one part (red arrow) is significantly different. At this posi-
tion, we find R44 in parvulustat and Y46 in tendamistat, which


Figure 6. Comparison of b-sheets in tendamistat and parvulustat from the literature and PROCHECK[22, 23] with H/D-exchange experiments, respectively, mea-
sured at 600 MHz and 41.5 8C. After 150 min, only the amide resonances of amino acids 11, 25, 29, 31, 32, 46 and 52 were visible, after 18 h only 11, 25, 29
and 46 were visible.


Figure 7. View of the backbone of the second b-sheet in tendamistat (left) and parvulustat (right), including the
disulfide bridge (yellow); highlighted in green is the difference for residue P42 (parvulustat numbering) and L44
(tendamistat numbering).
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explains the changes at the surface. The remaining binding-rel-
evant residues of parvulustat and tendamistat fit reasonably
well with respect to their charge distribution. On the back-side
surface, which is not involved in the binding to a-amylase,
substantial differences occur due to the difference in the side
chains of both proteins. Tendamistat possesses a hydrophobic
core, formed by the predominantly hydrophobic sides of the
two b-sheets that face each other.[13] In parvulustat this is very
similar especially for F54, for which the aromatic ring resides in
the middle of the protein as defined by 37 NOEs (see the Sup-
porting Information).


Conclusions


This study reveals the similarities and differences between two
a-amylase inhibitors: parvulustat and tendamistat. Tendamistat
was already well described by both NMR spectroscopy and X-
ray data. We were able to use advanced 3D heteronuclear
NMR spectroscopy methods to solve the solution structure of
13C,15N-labelled parvulustat in high quality as well as elucidate
its dynamical properties from relaxation data. For tendamistat
only 2D homonuclear spectra were available, therefore, differ-
ences appearing in the structure should be interpreted with
care, since they could partially be due to the difference in the
used method. Both proteins, which share 29.6 % overall amino
acid sequence identity are very similar with respect to their
overall structure as well as their inhibition function against a-
amylase. However, we found some distinct differences in the
b-sheet structure. Parvulustat generally has shorter b-sheets


and one of the sheets exhibits a different bending
because of the presence of a proline instead of a leu-
cine. With respect to the charges, both protein folds
are stabilized by a hydrophobic core and mainly the
same charges are solvent exposed. At one position in
parvulustat R44 puts a positive charge on the surface,
while in tendamistat there is Y46.


The structures of tendamistat in its free form as
well as in complex with a-amylase reveal very little
differences.[9, 21] Since the structure of parvulustat dif-
fers from tendamistat, we propose either an induced-
fit mechanism for binding to a-amylase or a slightly
different binding mode. The conformational changes
of the a-amylase upon binding of tendamistat are
small,[27] but more substantial changes might accom-
pany binding to parvulustat.


Experimental Section


Expression of parvulustat in Streptomyces : The parvu-
lustat gene was subcloned in Streptomyces lividans
TK24.[28] The expression cassette—as optimized by
Schmitt-John and Engels[29] and Hoffmann[30]—was par-
ticularly developed for the expression of tendamistat in
S. lividans TK24 and the episomal vector system pAX5a
were found to be optimal for the expression of parvulu-
stat in S. lividans TK24. In shaking-flask cultures, we ob-


tained an initial protein yield of 50 mg L�1. The detailed cloning
procedure and optimisation of expression will be published else-
where (Han et al. , unpublished results; Figure 9).


Ammonium sulfate precipitation (55 % saturation) was used as the
first step for protein purification, followed by the purification pro-
cedure reported earlier by Haas-Lauterbach et al.[31] and O’Connell
et al.[32] Protein purity was analysed by RP-HPLC chromatography
and SDS/tricine-PAGE; a protein purity of �95 % was found (see
the Supporting Information). Parvulustat was also characterized by
MALDI-MS. For NMR spectroscopy measurements, parvulustat was
both 15N- and 15N,13C-labelled (see the Supporting Information).


Figure 8. A) Surface representation of the tendamistat structure (yellow: binding seg-
ments to a-amylase). B) Surface potential for tendamistat free form (PDB ID code: 2AIT),
and C) bound form (PDB ID code: 1BVN); red: negatively charged, blue: positively
charged. D) Surface representation of the parvulustat structure in which the potential
binding segments are mapped from tendamistat (yellow). E) Surface potential for par-ACHTUNGTRENNUNGvulustat; the red arrow indicates R44, which corresponds to Y46 in tendamistat. TheACHTUNGTRENNUNGsurface potentials were calculated with MOLMOL.[26]


Figure 9. Expression level at 24 and 28 8C of parvulustat by using inhibition
of cleavage activity of a-amylase as assay.
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The 15N-labelled parvulustat was produced by using an isotope
15N-enriched Streptomyces minimal medium (MM; for 50 mL:
22.95 mL sterile distilled water, 12.5 mL 20 % (w/v) glucose, 10 mL
10 % (w/v) 15N-labelled amino acids (Spectra Stable Isotopes, And-
over, MA, USA), 5 mL 300 mm sodium potassium phosphate buffer,
1.5 mL 1 m MgSO4, 0.5 mL 20 % (w/v) (15NH4)2SO4 (Spectra Stable
Isotopes), 50 mL trace element solution).


The expression of the 15N-isotope labelled parvulustat was also ac-
complished with the bifunctional shuttle vector pAX5a and with
the supplemented S. lividans MM (see above). Isolation of the pro-
tein was started by filtration of the culture (Sartorius, 0.45 mm
membrane filter) and concentration by ultrafiltration (Amicon YM3
membrane) followed by ammonium sulfate precipitation (45 % sat-
uration). Purification was carried out by anion-exchange chroma-
tography (MonoQ HR5/5, GE Healthcare) and RP-HPLC (RP8 7 mm,
10 � 250 mm, Macherey–Nagel). The theoretical molecular mass of
15N-labelled parvulustat is 8379.04 Da; by using MALDI-MS the
mass was determined to be 8376.61 Da. The comparison of the
two masses confirmed for parvulustat a 15N-isotope labelling of
99.97 %. For further NMR spectroscopy investigations, 15N,13C-la-
belled parvulustat was also expressed in S. lividans TK24. For the
production of 15N,13C-labelled parvulustat the supplemented MM
was identical to that used for the 15N labelling (described above),
except that the glucose used in the media was replaced by 13C-
glucose (Spectra Stable Isotopes). The purification of the doublyACHTUNGTRENNUNGlabelled protein, which was carried out according to the method
described above, was successfully accomplished. The agreement of
the molecular mass of the doubly labelled parvulustat with its
specified mass was verified and confirmed by MALDI-MS with a
discrepancy of 9.7 Da.


NMR spectroscopic experimental data : The following conditions
were identified after considerable optimization to yield high quality
NMR spectra of parvulustat: 0.5 mm in H2O (92.5 %)/D2O (7.5 %),
sodium phosphate buffer (30 mm, pH 6.6), NaCl (170 mm) and
NaN3 (0.01 %). At higher protein concentrations, aggregation was
observed. All NMR spectra (except the H/D exchange) were record-
ed at 45 8C by using Bruker spectrometers ranging from 600 to
900 MHz and equipped with z-axis gradient 1H ACHTUNGTRENNUNG{13C,15N} triple reso-
nance cryogenic probes. The spectrometers were locked on D2O.
Sequential backbone resonance assignments were obtained by
using HNCO,[33, 34] HNCA,[34, 35] HNCACB[36, 37] and CBCACONH[35] triple
resonance experiments. Side-chain assignments were obtained
from HBHACONH[36, 38] and HCCH-TOCSY[39] experiments. NOE-based
distance restraints were obtained from the following experiments:
four 2D NOESY[40–43] spectra (900 MHz, mixing times: 50, 100,
150 ms (90 % H2O/10 % D2O), 325 ms (100 % D2O)), 3D 15N NOESY-
HSQC[44] (mixing time: 150 ms) and 3D 13C NOESY-HSQC[45–47]


(mixing time: 130 ms). H/D-exchange experiments were measured
at 600 MHz and 41.5 8C with SOFAST-HMQCs.[48] The J couplings
were measured by using the HNHA experiment (Supporting Infor-
mation).[49, 50] Heteronuclear 15N relaxation experiments ({1H}-
15N hetNOE, T1 and T2)[51–53] were performed with a 15N-labelled par-
vulustat sample (0.5 mm) at 600 MHz and a temperature of 318 K.
The longitudinal 15N relaxation rates were determined from a series
of spectra with delays of 10, 20, 80, 120, 200, 400, 600, 800 and
1000 ms. Relaxation delays used for determining the transverse re-
laxation rates were 15.7, 31.4, 47.0, 62.7, 78.4, 109.8, 141.1, 188.2,
235.2, 313.6 and 1000 ms. The {1H}-15N hetNOEs were determined
from the ratio of peak intensities (Ion/Ioff) with and without the satu-
ration of amide protons with a recovery delay and a length of satu-
ration of 5.0 s. The dynamics calculation by using hetNOE values
and T1/T2 ratios was performed with TENSOR2[54] and model-


free,[24, 25] for which the models were selected as proposed by d’Au-
vergne and Gooley for the model selection.[55] The 1H chemical
shifts were referenced to TMS at 0.00 ppm and 13C and 15N chemi-
cal shifts were calculated from the 1H frequency.[56]


All NMR spectroscopy data were processed by using XWIN-
NMR 3.5 and TOPSPIN 1.3-2.0 (Bruker Biospin, Karlsruhe, Germany)
and analyzed by XEASY[57] and SPARKY 3.113.[58]


Structure calculation : All calculations were performed with
CNS 1.1[59] by using the ARIA 1.2[60] setup and protocols with in-ACHTUNGTRENNUNGclusion of diffusion anisotropy (DANI) restraints.[61] The protein
allhdg 5.3 force field[62] was used with PROLSQ parameters. ARIA
protocols were adapted to allow input of more than five spectra
and to include half-assigned (ambiguous) peaks. After each of the
first eight iterations (0–7) in which 50 structures were calculated,
the NOE distance restraints were recalibrated by ARIA based on
the ten lowest energy structures. The violation tolerance was pro-
gressively reduced to 0.1 � in the last iteration (8) in which 200
structures were calculated. For the structure calculations, the stan-
dard simulated annealing (SA) protocol in ARIA was used with tor-
sion angle dynamics (TAD). The initial high temperature stage con-
sisted of 10 000 steps at 10 000 K and a high-temperature confor-
mational search of 8000 steps to 2000 K. These high temperature
stages were followed by two slow cooling stages in which the
temperature was linearly decreased in 5000 steps to 1000 K and
then in 10 000 steps to 50 K. During the SA protocol the force con-
stants for the NOE distance restraints and hydrogen bond re-
straints was set to 10 kcal mol�1 ��2 during the high-temperature
stages and 50 kcal mol�1 ��2 during the cooling stages.


The 1HN, 1Ha, 15N, 13C’, 13Ca and 13Cb chemical shifts served as input
for TALOS[63] to extract f and y angles. Based on the secure
TALOS[63] predictions, chemical-shift values (PSSI[18]) and NOE con-
tacts, a total of 32 amply defined f and y angle restraints wereACHTUNGTRENNUNGincluded for the b-sheet regions. The force constants for dihedral
angle restraints were set to 5, 25 and 200 kcal mol�1 rad�2 in the
high-temperature SA stage and the two cooling stages. In addition,
51 3JHNHa coupling constants were included for direct refinement
by using the Karplus equation[64] with a force constant of 0, 0.2
and 1.0 kcal mol�1 Hz�2 during the high-temperature and the two
cooling SA stages.


For refinement based on diffusion anisotropy,[61] 54 T1/T2 values re-
vealed by the analysis of heteronuclear relaxation data were in-
cluded with a force constant of 1 kcal mol�1. The T1/T2 ratios were
excluded for residues with a hetNOE value lower than 0.5 and for
residues in flexible regions. The initial diffusion tensor anisotropy
and rhombicity components and rotational correlation time were
estimated by using TENSOR2.[54] A grid search procedure[61] was
used to optimize the diffusion tensor based on the calculated
structures after each iteration. The final values at the water-refine-
ment stage of the calculation for the anisotropy and rhombicity
were 2.0 and 1.0, respectively. The final 20 lowest-energy structures
were further analyzed with PROCHECK 3.5.4[22, 23] and refined inACHTUNGTRENNUNGexplicit water[65] by using OPLS parameters.[66]


Abbreviations : DANI: diffusion anisotropy; HSQC: heteronuclear
single quantum coherence; MALDI-MS: matrix assisted laser de-
sorption ionization mass spectroscopy; NMR: nuclear magnetic res-
onance; NOESY: nuclear Overhauser enhancement and exchange
spectroscopy; RMSD: root mean square deviation; RP-HPLC: re-
versed-phase high-performance liquid chromatography; SDS-PAGE:
sodium dodecyl sulfate polyacrylamide gel electrophoresis ; TMS:
tetramethylsilane; TOCSY: total correlation spectroscopy
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Introduction


Leucine is not only one of the major amino acids in proteins,
but it is also essential for the growth of the myxobacterium
Myxococcus xanthus.[1] M. xanthus is a predatory organism and
feeds on other bacteria and fungi; therefore leucine is not ex-
pected to be in short supply during growth. Amino acid starva-
tion results in the induction of the developmental life cycle in-
cluding myxospore formation, which allows the species to sur-
vive harsh conditions.[2] Leucine is also important for M. xan-
thus because leucine-derived iso-branched fatty acids (FAs)
represent the dominant FAs in M. xanthus and myxobacteria in
general.[3–7] The biosynthesis of these iso-FAs in myxobacteria
requires isovaleryl-CoA (IV-CoA) as starting unit. IV-CoA is usu-
ally derived from the transamination of leucine to 2-ketoiso-
caproic acid and subsequent oxidative decarboxylation to IV-
CoA by the Bkd complex, which is also involved in the degra-
dation of valine and isoleucine.[8] A reduction of the amount of
iso-FAs (e.g. , in bkd mutants) results in delayed aggregation
and reduced myxospore formation under starvation conditions
in M. xanthus.[7, 9, 10] This developmental phenotype can be ex-
plained by the fact that iso-FA-derived etherlipids are specifi-
cally produced within the myxospore and seem to represent
the dominant lipids in mature myxospores.[10] In addition to
the proposed structural function(s) of leucine-derived lipids it
cannot be excluded that signals derived from iso-FAs play a
role in myxobacterial fruiting-body formation as previously
suggested.[11]


One indication of the importance of leucine-derived com-
pounds is the finding that M. xanthus and other myxobacteria
exhibit an alternative pathway to IV-CoA, which is also the pre-


cursor for compounds other than FAs (e.g. , myxobacterial sec-
ondary metabolites like myxothiazol,[12] myxalamids[13, 14] or aur-
afurons[15]). Feeding experiments in M. xanthus and Stigmatella
aurantiaca led to the prediction of this alternative pathway
that branches off the well-known mevalonate-dependent iso-
prenoid biosynthesis (Scheme 1).[9, 16, 17] This alternative pathway
is almost inactive during vegetative growth when leucine is
present. However, it is highly induced in bkd mutants and
during fruiting-body formation when leucine and consequently
IV-CoA are limited. We previously confirmed that 3-hydroxy-3-
methylglutaryl-CoA (HMG-CoA) synthase (MvaS), which catalyz-
es the formation of HMG-CoA from acetoacetyl-CoA and
acetyl-CoA, is involved in this alternative pathway.[9]


Here, we show that mvaS is part of a five-gene operon (aibR,
MXAN_4264, MXAN_4265, MXAN_4266, mvaS), the expression
of which is up-regulated in bkd mutants (Scheme 1). Moreover,
the expression of several other genes is altered in bkd mutants,
which might explain their complex phenotype. The leucine


Isovaleryl-CoA (IV-CoA) is usually derived from the degradation of
leucine by using the Bkd (branched-chain keto acid dehydrogen-
ase) complex. We have previously identified an alternative path-
way for IV-CoA formation in myxobacteria that branches from
the well-known mevalonate-dependent isoprenoid biosynthesis
pathway. We identified 3-hydroxy-3-methylglutaryl-CoA (HMG-
CoA) synthase (MvaS) to be involved in this pathway in Myxo-
coccus xanthus, which is induced in mutants with impaired leu-
cine degradation (e.g. , bkd�) or during myxobacterial fruiting-
body formation. Here, we show that the proteins required for leu-
cine degradation are also involved in the alternative IV-CoA bio-
synthesis pathway through the efficient catalysis of the reverse


reactions. Moreover, we conducted a global gene-expression ex-
periment and compared vegetative wild-type cells with bkd mu-
tants, and identified a five-gene operon that is highly up-regulat-
ed in bkd mutants and contains mvaS and other genes that are
directly involved in the alternative pathway. Based on our experi-
ments, we assigned roles to the genes required for the formation
of IV-CoA from HMG-CoA. Additionally, several genes involved in
outer-membrane biosynthesis and a plethora of genes encoding
regulatory proteins were decreased in expression levels in the
bkd� mutant; this explains the complex phenotype of bkd mu-
tants including a lack of adhesion in developmental submerse
culture.
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degradation pathway,[8] which is similar to the reverse alterna-
tive pathway to IV-CoA, is involved not only in the degradation
of IV-CoA, but also in its biosynthesis in bkd mutants. Thus, the
gene product of MXAN_3757 (liuC) would be predicted to cata-
lyze the dehydratation of HMG-CoA to 3-methylglutaryl-CoA
(3MG-CoA) and the reverse reaction. Moreover, we show that
MXAN_3759 (liuB) and MXAN_3760 (liuA) are indeed involved
in the leucine degradation pathway (Scheme 1) but not in the
alternative pathway. The missing enzymes for the alternative
pathway are most likely encoded in one operon with mvaS
(MXAN_4264, MXAN_4265 and MXAN_4266) and are predicted
to perform the decarboxylation and subsequent oxidation of
3MG-CoA to IV-CoA.


Results


Identification of the leucine
degradation pathway


The leucine degradation path-
way (Scheme 1) has been de-
scribed in pseudomonads that
use acyclic monoterpenes and
leucine as their sole carbon
sources.[18–20] As we speculated
that some of the enzymes in-
volved in leucine degradation
also act in the alternative bio-
synthesis pathway to IV-CoA,
we aimed to identify the corre-
sponding genes/enzymes from
M. xanthus. Using LiuC (methyl-
glutaconly-CoA hydratase) and
LiuD (methylcrotonyl-CoA car-
boxylase) from Pseudomonas
aeruginosa[19, 20] as bait we iden-
tified the corresponding homo-
logues by BLAST-P searches; all
were located together in
M. xanthus. The product of
MXAN_3757 (renamed liuC ; leu-
cine and isovalerate utilisation)
is a putative methylglutaconyl-
CoA hydratase with striking
identity/similarity (up to 85 %/
92 %) to several other members
of the enoyl-CoA hydratase/iso-
merase enzyme family (Table 2);
MXAN_3759 (renamed liuB) en-
codes a protein that exhibits
high similarity to the a- and
b subunits of propionyl-CoA
carboxyltransferase, which can
be found in several bacteria.


Thus, we speculate that liuB might be involved in the carboxy-
lation of 3,3-dimethylacrylyl-CoA (DMA-CoA) to give rise to
3MG-CoA (Scheme 1). The protein encoded by MXAN_3760 (re-
named liuA) shows high homology to short chain acyl-CoA de-
hydrogenases. The liuA gene seems to form an operon with
MXAN_3761–MXAN_3764, which encode a hypothetical pro-
tein, a ribonuclease III and two peptidylprolyl cis–trans isomer-
ases, respectively. No function could be assigned to the pro-
teins encoded by MXAN_3758, MXAN_3756 and MXAN_3761
as BLAST-P analysis only revealed similarities to hypothetical
proteins from different bacteria (Figure 1, Table 2).


The leucine degradation pathway is involved in isoprenoid
biosynthesis


As leucine was shown to be an efficient precursor for isopre-
noids in myxobacteria[21–23] we analyzed the incorporation of


Scheme 1. Biosynthesis of isovaleryl-CoA and isoprenoids in M. xanthus indicating the proposed roles of proteins
identified in this study (bold). Dashed arrows indicate multistep reactions.
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deuterated leucine (l-5,5,5-[D3]leucine) into the sesquiterpene
geosmin by feeding the labelled precursor to liquid cultures of
DK1622, HB001, HB003 and HB005. Geosmin is one of the
major volatile compounds produced by M. xanthus[24] and was
extracted with methanol/n-heptane (1:1) from wet cells grown
in liquid casitone–tris (CTT) medium. Labelling was determined
by GC–MS analysis of the heptane layer according to published
procedures. Whereas 5 % of total geosmin was D3-geosmin in
the wild-type cells, no labelling could be observed for any of
the mutants; this indicates a complete block in the leucine
degradation pathway (Table 3). In order to confirm these re-
sults, deuterated 3,3-dimethylacrylic acid (3,3,3,3,3,3-[D6]DMAA)
was fed to DK5643, HB002, HB004 and HB006, and geosmin
production was analysed. Due to the incorporation of one or


two molecules of DMAA and the loss of one deuterium each
during the biosynthesis, 7 and 77 % of the expected D5- and
D10-isotopomers[21] were observed in DK5643 (Dbkd, Table 3),
which is not blocked in the processing of DMAA to geosmin
(Scheme 1). Almost identical incorporation rates of 8 and 75 %
were observed for both geosmin isotopomers in HB006 (Dbkd,
MXAN_3760::kan), which when blocked during leucine degra-
dation can be complemented by the addition of DMAA be-
cause DMA-CoA is the expected product of isovaleryl-CoA de-
hydrogenase. No D5- or D10-geosmin was observed in HB002
(Dbkd, MXAN_3757::kan) or HB004 (Dbkd, MXAN_3759::kan)
after feeding of labelled DMAA (Table 3).


In order to identify the biotin carboxylase subunit of the car-
boxyltransferase MXAN_3759 we constructed insertion mu-
tants in three (MXAN_0082, MXAN_3881 and MXAN_5595) of
the five (MXAN_1111, MXAN_5767 also encode such enzymes)
biotin carboxylase encoding genes that can be found in the
genome of M. xanthus. However, analysis of geosmin biosyn-
thesis by feeding of labelled leucine to either mutant resulted
in no difference compared to the wild-type cells (data not
shown).


The leucine degradation pathway is involved in theACHTUNGTRENNUNGalternative biosynthesis pathway to isovaleryl-CoA


In order to investigate the influence of the leucine degradation
pathway on the biosynthesis of iso-FAs, the FA profiles of
DK1622, DK5643 and HB001-HB006 were analysed as described
previously.[9] No difference in the FA profile of the wild-type
cells or mutants in the wild-type background could be ob-
served (data not shown). However, HB002 (Dbkd, liuC ::kan)
showed a decreased amount of iso-FA (Table 4). This finding is
similar to the results obtained from a bkd/mvaS double mutant
described previously.[9] The fatty acid profile of HB002 was
complemented by the addition of isovalerate (IVA) whereas no
difference in the fatty acid profile was observed for the other
mutants with or without IVA feeding (data not shown).


Comparative proteomics


In order to identify proteins involved in the alternative path-
way we performed a differential gel electrophoresis experi-
ment (DIGE) and conventional comparative 2D-gel electropho-
resis followed by MALDI-MS analysis of exponentially growing
wild-type and bkd mutant cells. Although overall 53 proteins
could be identified in both experiments (31 were up-regulated
and 22 were down-regulated) no candidate proteins that
might be involved in the alternative pathway to IV-CoA could
be identified (Table S1 in the Supporting Information). Howev-
er, several ATPase subunits were found to be up-regulated and
several regulatory proteins were differentially regulated in bkd
mutants.


Comparative vegetative global gene expression


As proteome analysis did not lead to the identification of puta-
tive members of the alternative pathway to IV-CoA, we used a


Table 1. Strains and plasmids used in this study.


Strain or
plasmid


Relevant characteristic(s) Source or
reference


E. coli
DH10B F� mcrA D(mrr-hsdRMS-mcrBC) f80lacZDM15


DlacX74 recA1 endA1 araD139 D ACHTUNGTRENNUNG(ara, leu)7697
galU galK l� rpsL (Strr) nupG


Invitrogen


M. xanthus
DK1622 wild-type ref. [44]
DK5643 Dbkd ref. [9]
DK5624 Dbkd, mvaS ::kan ref. [9]
HB001 DK1622::pTOPO3757, Kmr this study
HB002 DK5643::pTOPO3757, Kmr this study
HB003 DK1622::pTOPO3759, Kmr this study
HB004 DK5643::pTOPO3759, Kmr this study
HB005 DK1622::pTOPO3760, Kmr this study
HB006 DK5643::pTOPO3760, Kmr this study
HB011 DK1622::pTOPO4263, Kmr this study
HB012 DK5643::pTOPO4263, Kmr this study
HB014 DK1622::pTOPO4265, Kmr this study
HB015 DK5643::pTOPO4265, Kmr this study
HB016 DK1622::pTOPO0082, Kmr this study
HB017 DK1622::pTOPO3881, Kmr this study
HB018 DK1622::pTOPO5595, Kmr this study
HB019 DK5624::pCK4267exp, Kmr, Zeor this study
HB020 HB015::pCK4267exp, Kmr, Zeor this study
Plasmids
pCR2.1-
TOPO


cloning vector, Kmr Invitrogen


pCK_T7A1_
att


cloning vector for complementation
in M. xanthus, Kmr, Zeor


this study


pTOPO3757 pCR2.1-TOPO carrying internal fragment of
MXAN_3757 (liuC)


this study


pTOPO3759 pCR2.1-TOPO carrying internal fragment of
MXAN_3759 (liuB)


this study


pTOPO3760 pCR2.1-TOPO carrying internal fragment of
MXAN_3760 (liuA)


this study


pTOPO4263 pCR2.1-TOPO carrying internal fragment of
MXAN_4263 (aibR)


this study


pTOPO4265 pCR2.1-TOPO carrying internal fragment of
MXAN_4265


this study


pTOPO0082 pCR2.1-TOPO carrying internal fragment of
MXAN_0082


this study


pTOPO3881 pCR2.1-TOPO carrying internal fragment of
MXAN_3881


this study


pTOPO5595 pCR2.1-TOPO carrying internal fragment of
MXAN_5595


this study


pCK4267exp pCK_T7A1_att carrying the complete mvaS
gene


this study
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global DNA microarray approach to examine vegetative gene
expression patterns in bkd mutant cells and wild-type cells. As
the alternative pathway is highly active in bkd cells we expect-
ed putative genes involved in this pathway to exhibit signifi-
cantly higher expression levels in bkd� cells. As described in
the Experimental Section, wild-type and bkd mutant cells were


grown to a density of 5 � 108 cells mL�1 (midexponential
phase), total cellular RNA was harvested, and the RNA was
used for comparative DNA microarray studies. Six independent
biological experiments were performed, and based on signifi-
cance analysis of microarrays (SAM)[25] approximately 509
genes were statistically altered in their expression patterns
(> or <2.5-fold) in bkd mutant cells compared to wild-type
cells. Of these, the largest effect was seen on genes the expres-
sion of which was suppressed in the bkd mutant strain
(471 genes), while 38 genes showed an increase in expression.
A partial list of these genes is presented in Table 5 and a com-
plete list of all significantly down- and up-regulated genes (>
or <2.5-fold) is provided in Table S2. The corresponding gene
products primarily fall into three groups: 1) hypothetical or
conserved hypothetical proteins (~37 %); 2) membrane pro-
teins, membraneassociated proteins or proteins involved in
membrane/lipid ACHTUNGTRENNUNGassociated processes (25 %), and 3) regulatory
genes (11 %).


The highest up-regulation was observed for MXAN_4263
(6.1-fold). It shows similarity to TetR-like regulators and was
therefore renamed aibR (alternative isovaleryl-CoA biosynthesis


Figure 1. Organization of the genomic regions that encode proteins involved in A) the leucine degradation pathway and B) other genes postulated to be in-
volved in the alternative IV-CoA biosynthesis pathway in Myxococcus xanthus DK1622. Numbers refer to the M. xanthus gene nomenclature (MXAN_). Genes
shown in white are not thought to be involved in IV-CoA formation. For a detailed description of the respective proteins see Table 2 and the text.


Table 2. Proteins located in the gene cluster involved in leucine degradation and in the alternative IV-CoA biosynthesis pathway, their deduced function,
protein size and closest homologues.


Protein Size Deduced function Closest homologue
[aa] Protein Origin Identities/ Accession number


positives [%]


MXAN_3756 654 hypothetical protein STIAU_6492 Stigmatella aurantiaca 62/74 EAU65620
LiuC 258 3-methylglutaconyl-CoA hydratase STIAU_6496 S. aurantiaca 85/92 EAU65644
MXAN_3758 119 hypothetical protein STIAU_6515 S. aurantiaca 66/80 EAU64347
LiuB 513 carboxyl transferase (a and b subunit) STIAU_6516 S. aurantiaca 86/93 EAU64343
LiuA 381 short chain acyl-CoA dehydrogenase STIAU_6517 S. aurantiaca 85/95 EAU64345
MXAN_3761 288 hypothetical protein STIAU_6518 S. aurantiaca 61/63 EAU64351
MXAN_3762 260 ribonuclease III STIAU_6520 S. aurantiaca 63/80 EAU64340
MXAN_3763 268 peptidylprolyl cis–trans isomerase STIAU_6521 S. aurantiaca 71/80 EAU64336
MXAN_3764 198 peptidylprolyl cis–trans isomerase MXAN_1176 M. xanthus 69/82 ABF87515
AibR 228 TetR-like transcriptional regulator STIAU_3247 S. aurantiaca 76/90 EAU65108
MXAN_4264 265 glutaconate CoA-transferase, subunit A STIAU_3246 S. aurantiaca 76/84 EAU65098
MXAN_4265 246 glutaconate CoA-transferase, subunit B STIAU_3245 S. aurantiaca 80/88 EAU65091
MXAN_4266 345 dehydrogenase, Zn binding STIAU_3244 S. aurantiaca 82/92 EAU65096
MvaS 418 3-hydroxy-3-methylglutaryl-CoA synthase STIAU_3242 S. aurantiaca 78/88 EAU65112
MXAN_5157 102 hypothetical protein SACE_2015 Saccharopolyspora erythraea 57/70 CAM01325
Bcap 249 branched-chain amino acid permease RHA1_ro07263 Rhodococcus sp. RHA1 45/61 ABG99027


Table 3. Incorporation [%] of labelled precursors in geosmin in different
M. xanthus strains.


Strain Condition [D3]Geosmin [D5]Geosmin ACHTUNGTRENNUNG[D10]Geosmin


DK1622 [D3]leucine 5.3 –[a] –[a]


[D6]DMAA –[a] 0.0[b] 0.0[b]


DK5643 (Dbkd) [D3]leucine 0.0[b] –[a] –[a]


[D6]DMAA –[a] 7.2 78
HB001 (liuC) [D3]leucine 0.0[b] –[a] –[a]


HB002 (Dbkd, liuC) [D6]DMAA –[a] 0.0[b] 0.0[b]


HB003 (liuB) [D3]leucine 0.0[b] –[a] –[a]


HB004 (Dbkd, liuB) [D6]DMAA –[a] 0.0[b] 0.0[b]


HB005 (liuA) [D3]leucine 0.0[b] –[a] –[a]


HB006 (Dbkd, liuA) [D6]DMAA –[a] 7.6 75


[a] Not expected and not detected; [b] expected but not detected.
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regulator), which is the first gene within a five-gene operon
(Figure 1) that includes mvaS (MXAN_4267; 2.62-fold up-regu-
lated). The mvaS gene was already shown to be up-regulated
in a bkd mutant.[9] However, in an early draft version of the
M. xanthus genome[26] mvaS was located on a different stretch
of contiguous DNA and thus no operon structure could be de-
duced for mvaS and its neighbouring genes in previous work.
Other genes in this operon are MXAN_4264 and MXAN_4265
which show similarity to the two subunits of glutaconyl-CoA
transferases. Additionally, MXAN_4266, which encodes a pro-
tein that is similar to Zn-dependent dehydrogenases, was iden-
tified in the operon and was found to be up-regulated by
2.73-fold.


The only other gene that might be involved in the alterna-
tive pathway due to its predicted enzymatic function was
MXAN_5158 renamed bcap as it encodes a putative branched-
chain amino acid permease that forms an operon with a gene
that encodes a hypothetical protein (Figure 1, Tables 2 and 5).
Additionally, several sequences encoding regulatory genes and
transporters as well as hypothetical proteins were up-regulated
(Table 5). The majority of genes that were down-regulated
encode hypothetical or regulatory proteins (Tables 5 and S2).


Additionally, several genes encoding proteins involved in lipo-
polysaccharide (MXAN_6398, MXAN_4726, MXAN_1639) or
sugar biosynthesis (MXAN_6497) were found to be down-regu-
lated.


In order to confirm the microarray data we performed quan-
titative reverse transcript PCR (qRT-PCR) analysis of selected
genes as described previously.[9] As expected, aibR, MXAN_
4264, MXAN_4265 and MXAN_4266 showed a similar transcrip-
tion profile as described for mvaS.[9] Overall, the high level of
transcripts in the bkd mutant was decreased to wild-type
levels by the addition of IVA (Figure 2 A–D). No such results
could be obtained for bcap, liuC and liuA, which were alsoACHTUNGTRENNUNGanalyzed (Figure 2 E–G). We also analyzed the expression of
MXAN_5020 (mvaA) and MXAN_5021, which encode the HMG-
CoA reductase and isopentenyldiphosphate isomerase, respec-
tively. Both enzymes are involved in the transformation of
HMG-CoA to isopentenyldiphosphate and dimethylallydiphos-
phate, respectively, which are the universal building blocks of
the isoprenoids. However, no difference between the expres-
sion of the latter two genes was observed between the wild-
type and bkd mutant cells with or without the addition of IVA
(Figure 2 H, mvaA, and data not shown, MXAN_5021).


Table 4. Fatty acid composition [% of total fatty acids] of vegetative cells of M. xanthus DK1622 (wild type), DK5643 (Dbkd), HB002 (Dbkd, liuC ::kan), HB012
(Dbkd, aibR ::kan), HB015 (Dbkd, MXAN_4265::kan) ; both with and without the addition of isovalerate to the growth medium (1 mm) ; HB19 (Dbkd, mvaS ::-
kan, mvaS+) and HB020 (Dbkd, MXAN_4265::kan, mvaS+). The two key fatty acids iso-15:0 and 16:1w5c are shown in bold.


DK1622 DK5643 HB002 HB012 HB015 HB019 HB020
� +IVA � +IVA � +IVA � +IVA


12:0 0.07 0.04 0.07 0.02 0.11 0.12
iso-13:0 0.31 0.07 0.41 0.20 0.14 0.19
iso-14:0 0.22 0.08 0.11 0.02 0.14 0.12 0.16
14:1 isomer 1 1.41 0.39 1.19 0.14 0.63 0.50 1.05 1.50 0.38
14:1 isomer 2 0.05 0.17 0.12 0.17 0.08 1.05 0.35 0.25
14:0 5.79 5.36 3.77 4.44 2.22 11.64 5.71 12.13 4.54 9.08 8.13
iso-15:1w9c 0.32 1.01 0.61 4.54 0.26
iso-15:1 isomer 2 0.04
iso-15:0 40.10 19.17 52.16 4.01 47.76 3.81 58.85 2.70 56.87 41.37 3.47
15:0 1.75 8.46 1.93 18.06 1.54 56.87 12.15 0.82 2.15 14.07
15:1 isomer 1 2.43 3.06 1.17 3.91 1.23 0.82 3.24 2.05 1.37 5.22
15:1 isomer 2 3.35 0.21 2.06 0.21 2.09 2.05 4.43 1.22 1.47 4.33
iso-16:0 0.01 7.17 1.42 7.11 0.63 1.22 2.67 0.19 1.93 2.51
16:2w5c,11c 5.46 3.77 5.10 2.74 4.24 0.19 5.20 4.00 6.07 5.49 4.28
16:1w11c 0.90 1.48 0.51 1.58 0.49 6.07 2.44 1.10 2.97
16:1w5c 17.04 29.14 10.92 37.93 10.87 41.01 17.10 38.23 13.24 15.83 36.18
16:0 1.58 5.88 1.85 7.04 1.44 13.24 3.27 11.32 1.41 3.64 12.31
iso-17:2w5c,11c 1.93 0.28 1.97 0.04 2.68 1.41 1.28 1.37
iso-17:1w11c 0.69 0.27 0.55 0.76 1.28 0.49 0.66
iso-17:1w5c 1.73 1.04 1.98 0.18 3.38 0.49 1.14 1.34
iso-17:0 2.89 4.66 2.82 1.46 4.88 1.14 4.80 0.31 3.48 4.71 0.71
14:0 3-OH 0.45 1.43 0.35 5.96 0.35 3.48 0.32 2.11 0.26 0.59 1.53
iso-15:0 3-OH 2.15 1.32 1.85 0.34 2.78 0.26 1.42 0.14 1.82 1.94 0.22
16:0 2-OH 0.35 1.02 0.28 1.74 0.29 1.82 0.14 0.94 0.11 0.08 1.58
16:0 3-OH 0.38 0.37 0.33 0.90 0.14 0.11 1.88 0.11 0.39 1.53
iso-17:0 2-OH 4.10 3.90 3.28 1.51 6.57 0.11 2.96 0.21 2.95 1.42 0.46
iso-17:0 3-OH 1.82 0.38 0.25 0.33 0.53 2.95 0.24 0.03 0.23 0.76 0.10
iso-15:0 DMA[a] 2.19 0.51 2.06 2.60 0.23 0.49 0.59
iso-15:0 OAG[b] 0.74 0.22 0.49 0.08 0.94 0.49 0.25


[a] Dimethylacetal ; [b] 1-O-alkylglycerol.
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Figure 2. Transcript numbers for selected genes during vegetative growth of DK1622 (&), DK5643 (*), DK5643 + 1 mm IVA (~). A) AibR, B) MXAN_4264,
C) MXAN_4265, D) MXAN_4266, E) liuC, F) liuA, G) bcap and H) mvaA. For mvaS transcript numbers and growth curves of the different strains see ref. [9] . Mean
values of two or three independent experiments are shown.
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Functional analysis of genes found up-regulated in the bkd
mutant


Plasmid insertions into aibR and MXAN_4265 in a wild-type
background resulted in no change of phenotype with respect
to fatty acid and/or geosmin biosynthesis (data not shown) as
also described for a mvaS mutant. However, in a Dbkd back-
ground both double mutants showed the phenotype of a bkd/
mvaS strain, which is characterized by a very low amount of
iso-FAs (Table 4) and the production of only trace amounts of
geosmin (Table 3). This phenotype could be complemented to
wild-type levels by the addition of IVA or DMAA.


However, as an insertion into any gene of the aibR--mvaS
operon would most likely exhibit polar effects and thus directly
influence expression of mvaS, we complemented the Dbkd/
mvaS (DK5624) and Dbkd/MXAN_4265 (HB015) double mu-
tants genetically by addition of a copy of mvaS under control
of the constitutive T7A1-promotor;[27] this resulted in strains
HB019 (Dbkd, mvaS ::kan, mvaS+) and HB020 (Dbkd, MXAN_
4265::kan, mvaS+). Whereas the fatty acid profile of HB019 was
similar to the wild-type cells as expected, no complementation
was observed for HB020 (Table 4).


Despite several attempts, we were not able to generate a
bcap mutant by plasmid insertion.


Discussion


The leucine degradation pathway is involved in theACHTUNGTRENNUNGalternative pathway to IV-CoA


Plasmid insertion into genes of M. xanthus that have been
identified by homology searches by using genes from different
Pseudomonas strains[19, 20] confirmed the involvement of several
genes in the degradation of leucine also in the alternative
pathway to IV-CoA. Mutants of liuA–C still produce isoprenoids,
like geosmin, but do not perform leucine-dependent isopre-
noid biosynthesis (Table 3). Leucine is a major amino acid con-
stituent of bacteria, which are a major food source for M. xan-
thus. Therefore, leucine also seems to be a major source for
isoprenoids via the leucine degradation pathway that enters
the mevalonate dependent isoprenoid biosynthesis via HMG-
CoA.[8] A bkd/liuC double mutant shows a similar phenotype to
a bkd/mvaS mutant strain, which produces only residual
amounts of iso-FAs. The remaining trace amounts of iso-FAs
might be derived from a second bkd activity.[7] This indicates
that the liuC-encoded methylglutaconyl-CoA hydratase cataly-
ses the hydration of 3-methylglutaconyl-CoA to HMG-CoA and
its reverse dehydration. No reduction in the amount of iso-FAs
was observed for bkd/liuB or bkd/liuA double mutants. The
LiuB protein shows similarity to the a- and b subunits (the car-
boxyltransferase subunits) of a biotin dependent carboxylase,
and therefore might well be involved in the carboxylation of
dimethylacryloyl-CoA, whereas the decarboxylation might be
catalyzed by a different enzyme (see below). LiuA shows simi-
larities to acyl-CoA dehydrogenases, and might be involved in
the oxidation of IV-CoA to DMA-CoA and the reverse reduc-
tion. However, at least eleven similar dehydrogenase-encoding


genes are present in the genome[28] which might complement
a liuA mutant. Interestingly, this does not seem to occur in the
oxidative reaction as a liuA mutant shows no geosmin produc-
tion from leucine. However, a bkd/liuA mutant shows the pro-
duction of geosmin from labelled DMAA as this complements
the liuA block of the pathway (Table 3). Alternatively, MXAN_
4266 might catalyze the reduction of DMA-CoA to IV-CoA (see
below).


The fact that the expression of genes involved in leucine
degradation/IV-CoA biosynthesis is not increased in bkd mu-
tants might indicate that the expression is already maximal
(due to the effective use of leucine as carbon source) or that
translational regulation occurs.


We also tried to identify the biotin carboxylase partner of
the LiuB carboxyltransferase. However, disruption of three pos-
sible candidates, MXAN_0082, MXAN_3881 and MXAN_5595,
did not result in a difference compared to the wild-type cells
with respect to fatty acid or geosmin biosynthesis (data not
shown). This might indicate that either one of two remaining
genes that encode such enzymes, MXAN_1111 or MXAN_5767,
might be the missing subunit or that these enzymes can func-
tionally complement each other, which seems to be more
likely. Interestingly, LiuB is the only “orphan” carboxylase subu-
nit as all other carboxylase subunit encoding genes are found
associated with other carboxylase subunits (data not shown).


Comparative global expression confirmed the complexACHTUNGTRENNUNGphenotype of the bkd mutant


Comparative proteome analysis between wild-type and bkd
mutant cells led to the identification of several changes in the
proteome of the bkd mutant (Table S1) but did not lead to
identification of enzymes putatively involved in the alternative
pathway to IV-CoA. Luckily, comparison of global expression
pattern between wild-type and bkd cells under vegetative con-
ditions was much more successful and led to the identification
of a five-gene operon, which was highly expressed in bkd cells
(Table 5, Figure 2). Interestingly, only little direct overlap
(MXAN_0433, MXAN_0709—both hypothetical proteins—and
MXAN_1450—OmpA-related protein) could be observed be-
tween the proteome and transcriptome data. This can be due
to a much smaller number of protein spots that have been an-
alyzed compared to an almost complete list of genes. The fact
that less abundant proteins are much more difficult to detect
compared to less abundant transcripts might be another
reason for this discrepancy. Additionally, from the way the pro-
teome comparisons were made, a difference between no pro-
tein at all (sample 1) and small amounts of protein (sample 2)
would only be detected in a DIGE experiment but not in the
standard Coomassie experiment with the software used (see
the Experimental Section).


The missing genes of the alternative pathway to IV-CoA are
encoded in one operon with mvaS


From the transcriptome analysis the aibR–mvaS operon was
identified, in which mvaS, which encodes the HMG-CoA syn-
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thase, was already identified as being part of the alternative
pathway.[9] From the other proteins encoded in this operon
AibR shows similarity to TetR-like regulators, MXAN_4264 and
MXAN_4265 encode two subunits of a glutaconyl-CoA transfer-
ase and MXAN_4266 encodes a dehydrogenase. Glutaconyl-
CoA transferases are involved in fermentative glutamate degra-
dation and catalyze the transfer of a CoA moiety from acetyl-
CoA to glutaconate, a glutamate degradation product.[29] The
resulting glutaconyl-CoA is then decarboxylated to crotonyl-
CoA, which is subsequently converted to two acetyl-CoA units
as shown in Acidaminococcus fermentans.[30, 31] The glutaconyl-
CoA decarboxylase involved in this process was shown to be a
membrane bound sodium pump that consists of four subunits
of which no homologues can be found in M. xanthus, except
for the carboxylase a subunit, which shows highest identity/
similarity to LiuB (27 %/49 %) but also to AccB (acetyl-CoA car-
boxylase, 24 %/43 %) and PccB (propionyl-CoA carboxylase,
24 %/41 %). Although glutaconyl-CoA and 3-methylglutaconly-
CoA—believed to be an intermediate in the alternative path-
way to IV-CoA—differ only in one methyl group, all intermedi-
ates in the alternative pathway seem to be CoA-bound and
thus no activation of a free acid seems to be required. More-
over, MXAN_4264, MXAN_4265 and MXAN_4266 are notACHTUNGTRENNUNGinvolved in the leucine-dependent isoprenoid biosynthesis as
a bkd/aibR mutant, which produces only trace amounts ofACHTUNGTRENNUNGgeosmin, can be complemented by the addition of DMAA
(Table 3). Moreover, an involvement of glutaconyl-CoA in the
conversion of mevalonate to 3MG-CoA in a mevalonate shunt
pathway, which was proposed more than 30 years ago,[32] can
be excluded as we performed feeding experiments with [1,2-
13C2]mevalonolactone in DK1622 and DK5643, but could not
see any incorporation of label into iso-FAs (data not shown).
Similar results were observed earlier from feeding experiments
in bkd mutants of S. aurantiaca Sg a15 which clearly incorpo-
rates labelled mevalonolactone (the lactone form of mevalo-
nate) into isoprenoids like aurachin but not into isovaleryl-CoA
derived compounds like myxothiazol.[17]


In order to elucidate the importance of MXAN_4264, MXAN_
4265 and MXAN_4266 with respect to the alternative pathway,
we genetically complemented strain HB015 (Dbkd/MXAN_
4265) and as a control DK5624 (Dbkd/mvaS) with an intact
copy of mvaS. No complementation of the fatty acid profile
was observed for HB020 (Dbkd, MXAN_4265::kan, mvaS+)
whereas wild-type levels of iso-FAs were detected in HB019
(Dbkd, mvaS ::kan, mvaS+). This clearly demonstrates a function
of at least MXAN_4265 or MXAN_4266 in the transformation of
3-methylglutaconyl-CoA to isovaleryl-CoA. Our current hypoth-
esis is, that MXAN_4264 and MXAN_4265 are involved in the
decarboxylation of 3-methylglutaconyl-CoA to 3,3-dimethyl-
acrylyl-CoA, and MXAN_4266 is involved in the final reduction
to IV-CoA. While the latter reaction sounds reasonable for the
encoded enzyme, no decarboxylase function has to our knowl-
edge been assigned to enzymes that show homology to CoA
transferases in the literature. Currently MXAN_4264, MXAN_
4265 and MXAN_4266 are expressed in order to evaluate this
hypothesis in in vitro experiments that employ recombinant
enzymes.


Database analysis of the aibR–mvaS operon revealed that it
is identical to an operon studied by the Kroos group several
years ago.[33] However, at the time of their work, no informa-
tion about the fifth gene in the operon (mvaS) was available
due to the small contig size in the draft genome sequence,[26]


as already mentioned. Their aim was to characterize the
W4514 regulatory region. The W4514 region is the site of a
Tn5 lac insertion in the M. xanthus genome that does not
depend on C signalling for expression and yet is expressed
with a timing during development similar to that of promoters
that depend on C signalling. The C signal is the best character-
ized signal required for fruiting-body formation in M. xan-
thus.[34] It is a protein encoded by the csgA gene, which is in-
volved in aggregation and finally also sporulation during de-
velopment of M. xanthus. The current hypothesis suggests that
the CsgA protein is transferred between cells in a cell–cell con-
tact dependent manner and it is involved in the expression of
several other developmental genes.[35] The W4514 Tn5 lac is in-
serted in the third codon of MXAN_4265 and Kroos and collea-
gues could show that expression is strongly induced during
development. This fits well to our previous experiments that
show that the activity of the alternative pathway to IV-CoA can
also be detected during development in the wild-type.[9] More-
over, they could show that MXAN_4263 (aibR) negatively regu-
lates the whole operon, but did not detect direct binding of
MXAN_4263 to the promoter region. They speculated that this
might be due to additional low-molecular weight factors that
are missing in the in vitro binding assay similar to the case of
tryptophan and the trp repressor.[36] In fact, given the current
knowledge one can speculate even more, that IV-CoA or one
of the pathway intermediates that lead to IV-CoA might be
such a factor. In order to learn more about the function of this
operon, in vitro studies of the purified proteins are in progress
to identify their substrates and regulation.


The gene MXAN_5158 (bcap) encoding a branched chain
amino acid transporter was also highly expressed in the bkd
mutant. Surprisingly, no mutants in bcap could be obtained in
the wild-type or bkd mutant cells by plasmid insertions despite
several attempts. This is surprising as we have usually had no
problems in the generation of mutants using this approach.
This might suggest that bcap is essential as it might be an im-
portant leucine transporter in M. xanthus, although several
other transporters (most with unknown substrate specificity)
can be found in the genome (data not shown).


Mutants in the bkd genes have a complex phenotype; they
show not only a reduction in the amount of iso-FAs to half of
the amount of the wild-type cells,[5, 7] but they are also delayed
in aggregation, produce less myxospores[7, 10] and can hardly
develop in submerse culture. For the latter it is crucial that the
cells settle at the bottom of a microtiter plate or Petri dish.
Whereas the wild-type forms a tightly bound layer of cells at
the bottom of the well, the cell layer of a bkd mutant is very
loose and cells brake away from the bottom very easily (un-
published observations). The reason for this might be a
change in the exopolysaccharide/fibril (or slime) composition
or in the composition of the outer membrane. Therefore, it is
not surprising that the expression of genes involved in lipid or
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membrane biosynthesis like MXAN_6398, MXAN_4726 and
MXAN_1639 (Table 5) is down regulated in a bkd mutant. The
observed down regulation of lipoproteins like MXAN_2391,
MXAN_5414 or MXAN_4653 might also be involved in the non-
adhesive phenotype of the bkd mutant.


In order to correlate these data to the bkd phenotype, we
compared wild-type and bkd mutant cells in a Trypan blue
assay that measures fibril polysaccharide content.[37] In accord-
ance with the nonadhesive phenotype and the down-regulat-
ed genes in the bkd mutant, only half (4.4 %) the level of
Trypan blue binding could be identified compared to the wild-
type cells (8.7 %); this indicates that only half the amount of
fibril material is present in the mutants.


Interestingly, many more genes could be identified the ex-
pression levels of which were down- rather than up-regulated.
Moreover, many of the down-regulated genes encode various
forms of regulatory proteins that might be involved in the
complex phenotype of the bkd mutant.


As M. xanthus contains 18 gene clusters for the biosynthesis
of secondary metabolites[28, 38] it is not too surprising that sev-
eral of them are influenced in the bkd mutant: expression of
MXAN_4601, MXAN_3619 and taP (MXAN_3932) is strongly re-
duced in a bkd mutant. In almost all secondary-metabolite pro-
ducing organisms many more biosynthesis gene clusters than
secondary metabolites can be identified,[39] and the biosynthe-
sis gene clusters that cannot be correlated to actual com-
pounds are usually called “silent”. However, the identification
of MXAN_4601 and MXAN_3619 proves that the correspond-
ing biosynthesis gene clusters are not silent but are expressed
in wild-type cells as is also the case for taP, which is involved
in myxovirescin biosynthesis.[40] The reason why no secondary
metabolite has been identified for these two biosynthesis
gene clusters might simply be a very low production of the
corresponding compound just to name one possible reason.
With respect to secondary metabolism, one can conclude from
these data that actually 12 of the 18 biosynthesis gene clusters
are expressed in the wild-type cells during vegetative growth;
this is in fact a very high number. Five secondary metabolites
have already been isolated and correlated to the respective
biosynthesis gene clusters[14, 40–42] and the expression of five ad-
ditional biosynthesis gene clusters have been shown by analy-
sis of the proteome.[43]


In summary, we could identify the leucine degradation path-
way in M. xanthus, which also serves as anabolic pathway to
isoprenoids and is involved in the alternative pathway to IV-
CoA. Moreover, global expression analysis of a bkd mutant and
wild-type cells resulted in the identification of an operon that
harbours a set of genes (aibR, MXAN_4264, MXAN_4265,
MXAN_4266, mvaS) that are most likely all involved in the al-
ternative IV-CoA biosynthesis pathway. Furthermore, several
additional genes have been identified that are either up- or
down-regulated, and reveal a complex regulatory network that
is changed in the bkd mutant. In vitro work is currently in
progress to biochemically characterise the proteins encoded
by the genes in the operon(s) identified in this study.


Moreover, our data offer a link between the myxobacterial
“lifestyle”, leucine biosynthesis and the alternative pathway to


IV-CoA. It has been a puzzle for a long time why M. xanthus
fails to synthesize leucine as one of the most common amino
acids although its large genome would easily have the capaci-
ty for leucine biosynthesis. A possible explanation for the pred-
atory lifestyle of M. xanthus would be that prey are a conven-
ient source of leucine. However, it would be very inefficient to
degrade all the available prey leucine to IV-CoA, which is re-
quired for iso-FA synthesis. The more efficient solution might
be to use leucine directly for protein biosynthesis and to sup-
plement the pathway to IV-CoA and subsequently iso-FAs and
secondary metabolites with endogenous pathways. Similarly,
leucine degradation to IV-CoA during starvation conditions
(leucine depletion) seems to be very risky as large amounts of
leucine is required for protein synthesis to complete myxobac-
terial development. This theory would help to explain why the
alternative pathway to IV-CoA is up-regulated during myxobac-
terial development.


Experimental Section


Strains, culture conditions, mutant construction and comple-
mentation strategy : Myxococcus xanthus DK1622 (wild type)[44]


and all of its descendants were routinely grown in CTT medium[45]


with kanamycin (40 mg mL�1) where appropriate. Feeding experi-
ments with [D3]leucine and [D6]DMAA have been described previ-
ously.[9, 17, 21] For the construction of mutants, internal fragments
(~600 bp) of MXAN_3757, MXAN_3759, MXAN_3760, MXAN_4263,
MXAN_4265, MXAN_5158, MXAN_0082, MXAN_3881 and MXAN_
5595, were amplified by PCR from genomic DNA of DK1622 by
using the oligonucleotides 3757-1 (5’-CCGGAATTCAAGGTCGACGC-
3’), 3757-2 (5’-AAGGCCTCTGCGGCGTTGAT-3’), 3759-1 (5’-TTCGTG-ACHTUNGTRENNUNGGAGGACGCGAAGCT-3’), 3759-2 (5’-TCTTCCACCTTCTTGCCGCC-3’),
3760-1 (5’-AAGCCGTATGCCCGTGAGTG-3’), 3760-2 (5’-TCCACGTTC-ACHTUNGTRENNUNGTCCAGGACGAG-3’), 4263-1 (5’-ACGAACACCGGAGGACGGAA-3’),
4263-2 (5’-CGTGCTCGTGGAGGATGATG-3’), 4265-1 (5’-TGGACATCA-ACHTUNGTRENNUNGCCCCAGCGGAGA-3’), 4265-2b (5’-AACTTCGTCCGCGGCTTGTCC-3’),
5158-1 (5’-ATGGGGCATGTGGATCGAAG-3’), 5158-2 (5’-GAACGCCAC-ACHTUNGTRENNUNGGGACTCGTCCA-3’), 06613-1 (5’-TGGCCATTGGTCCGTCTC-3’), 06613-
2 (5’-GGTAGCCAATCGCCCGAG-3’), 02236-1 (5’-ATCACCCTGGAG-ACHTUNGTRENNUNGGGCGAC-3’), 02236-2 (5’-TCCTCCTGCCGGGAGATG-3’), 5595-1 (5’-
ACGGTCGCCGTCTATTCGGA-3’) and 5595-2 (5’-GGAACATTCCCGCTC-ACHTUNGTRENNUNGCAGAC-3’), respectively. The resulting fragments were cloned into
pCR2.1-TOPO (Invitrogen) to give plasmids pTOPO3757,
pTOPO3759, pTOPO3760, pTOPO4263, pTOPO4265, pTOPO5158,
pTOPO0082, pTOPO3881 and pTOPO5595, which were introduced
into M. xanthus DK1622 or DK5643 (Dbkd)[9] by electroporation as
described previously.[14, 46] This resulted in strains HB001–HB006,
HB011, HB012, HB014–HB018 (Table 1). The correct integration of
each plasmid was confirmed for all strains by using a PCR protocol
based on a plasmid- and gene-specific primer pair as described
previously.[46]


For construction of an mvaS expression plasmid a 1.3 kbp frag-
ment containing the MXAN_4267 (mvaS) gene was amplified from
genomic DNA of M. xanthus DK1622 by using oligonucleotides
4267exp_HindIIINdeI-1 (5’-ATATAAGCTTGCATATGAAGAAGCGCGTG-ACHTUNGTRENNUNGGGAATC-3’) and 4267exp_XhoI-2 (5’-ATATCTCGAGGTCAGTTC-ACHTUNGTRENNUNGCCTTCGGCGTAC-3’). This product, which contained the gene with
an NdeI restriction site (underlined) at its start codon (in bold), was
digested with HindIII and XhoI (restriction sites underlined) and
cloned into pBluescript SK(+) (Stratagene). The gene was isolated
from the resulting plasmid with NdeI and XhoI and cloned into
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pCK_T7A1_att. For the construction of pCK_T7A1_att a pCR2.1-
TOPO vector containing an insert was digested with EcoRI and reli-
gated to create pCR2.1_EcoRI, which had a single EcoRI restriction
site. For insertion of a terminator the annealed oligonucleotides
ter_dw (5’-GGCCCAAAAAGGATCTTCACCTAGATCCTTTTTCTAGAT-


ACHTUNGTRENNUNGGCA-3’) and ter_up (5’-TCTAGAAAAAGGATCTAGGTGAAGATCCTTT-ACHTUNGTRENNUNGTTG-3’) were ligated into the Mph1103I/Bsp120I digested pCR2.1_
EcoRI vector to give pTOPO_ter. The zeocin resistance gene and its
promoter was PCR amplified from the vector pPICZ B (Invitrogen)
by using the primers ET_zeo_box_1 (5’-CTGGCGGCCGTTACTAGT-


Table 5. Genes showing changes in expression by DNA microarray analysis comparing DK5643 (Dbkd) with DK1622 (wild type). Up- and down-regulation
refers to the bkd mutant. Genes in bold are discussed in the text.


MXAN# TIGR annotation x-fold
up


MXAN# TIGR annotation x-fold
down


MXAN_4263 transcriptional regulator, TetR family 6.10 MXAN_7208 serine/threonine protein kinase 10.42
MXAN_2957 RNA polymerase sigma-D factor,


authentic frame-shift
4.87 MXAN_1185 sulfatase family protein 10.39


MXAN_5158 AzlC family protein 4.12 MXAN_6797 putative membrane protein 10.22
MXAN_6934 ABC transporter,


ATP-binding/permease protein
3.86 MXAN_2931 lipoprotein, putative 10.21


MXAN_3862 Na+/H+ ion antiporter 3.60 MXAN_5666 ATPase, AAA family 10.09
MXAN_0352 ribosomal protein S6 modification protein 3.50 MXAN_6621 glycosyl hyrolase, family 3 9.81
MXAN_4173 ABC transporter, permease protein, putative 3.19 MXAN_5414 lipoprotein, putative 9.79
MXAN_4977 sigma-54 dependent DNA-binding response regulator 3.01 MXAN_0369 signal peptidase II 9.62
MXAN_1450 ompa-related protein precursor 2.99 MXAN_3694 glycosyl hydrolase, family 13 9.55
MXAN_3644 isochorismatase 2.90 MXAN_5205 methylated-DNA-[protein]-cysteine


S-methyltransferase family protein
9.49


MXAN_3711 DNA-binding response regulator, LuxR family 2.84 MXAN_0980 cytochrome c family protein 9.48
MXAN_6646 transcriptional regulator, MarR family 2.82 MXAN_2116 sensor histidine kinase, authentic frame-shift 9.42
MXAN_4445 sensory box histidine kinase/response regulator 2.79 MXAN_2230 transcriptional regulator, LuxR family 9.36
MXAN_3958 tRNA pseudouridine synthase D 2.78 MXAN_2775 PDZ domain protein 9.32
MXAN_6199 putative proline racemase 2.77 MXAN_6664 branched-chain amino acid ABC transporter,


permease protein LivH
9.26


MXAN_4266 oxidoreductase,
zinc-binding dehydrogenase family


2.73 MXAN_6579 TonB-dependent receptor, putative 9.25


MXAN_4267 HMG-CoA synthase 2.62 MXAN_4676 peptidylprolyl cis–trans isomerase,
cyclophilin-type


9.16


MXAN_6514 undecaprenol kinase, putative 2.72 MXAN_0006 peptidase, M16 (pitrilysin) family,
authentic frame-shift


9.15


MXAN_0976 lipoprotein, putative 2.57 MXAN_7044 BNR/Asp-box repeat domain protein 8.91
MXAN_1530 HAD-superfamily subfamily IB hydrolase, TIGR01490 2.51 MXAN_3868 cytochrome c oxidase, subunit I 8.89


x-fold down MXAN_3292 putative chaperone protein DnaJ 8.82
MXAN_6223 sensor histidine kinase 21.08 MXAN_0335 5–3 exonuclease family protein 8.77
MXAN_6415 ompa-related protein precursor 16.06 MXAN_4576 acetyltransferase, GNAT family 8.75
MXAN_2391 lipoprotein, putative 15.49 MXAN_5562 cytochrome c peroxidase 8.67
MXAN_2323 outer membrane protein, OMP85 family 14.05 MXAN_6924 SPFH/band 7 domain protein 8.63
MXAN_5098 putative Ig domain protein 13.57 MXAN_0432 metallo-b-lactamase family protein 8.59
MXAN_6398 3-oxoacyl-acyl carrier protein reductase, putative 13.38 MXAN_2079 adenylosuccinate lyase 8.59
MXAN_4726 UDP-3-O-[3-hydroxymyristoyl]glucosamine


N-acyltransferase
13.36 MXAN_2429 ABC transporter, permease protein 8.59


MXAN_1639 CDP-tyvelose-2-epimerase 12.75 MXAN_7310 oxidoreductase,
short chain dehydrogenase/reductase family


8.56


MXAN_3734 response regulator 12.53 MXAN_2015 ATP-dependent Clp protease,
ATP-binding subunit ClpX


8.28


MXAN_6750 transcriptional regulator, LuxR family 12.50 MXAN_5348 M23 peptidase domain protein 8.05
MXAN_2282 oxidoreductase, zinc-binding dehydrogenase family 11.78 MXAN_3153 ethanolamine ammonia lyase,


large subunit/small subunit
8.02


MXAN_4003 oxidoreductase, aldo/keto reductase family 11.19 MXAN_6497 glucokinase 7.95
MXAN_4712 glycosyl transferase, group 1 family protein 11.19 MXAN_4653 lipoprotein, putative 7.87
MXAN_2524 homoserine kinase, putative 11.12 MXAN_0258 ATPase domain protein 7.76
MXAN_7414 molybdopterin-guanine dinucleotide biosynthesis


protein B/formate dehydrogenase family accessory
protein FdhD


10.90 MXAN_6843 putative membrane protein 7.63


MXAN_3386 aspartate aminotransferase, putative 10.71 MXAN_1668 serine/threonine kinase associate protein KapC 7.41
MXAN_3903 efflux transporter, AcrB/AcrD/AcrF family,


inner membrane component
10.68 MXAN_3320 adenylate kinase 7.38


MXAN_0325 membrane protein, putative 10.63 MXAN_5781 efflux ABC transporter,
ATP-binding protein PilH


7.10


MXAN_0614 serine/threonine protein kinase 10.53 MXAN_4601 nonribosomal peptide synthase 7.09
MXAN_5558 cytochrome c, putative 10.44
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ACHTUNGTRENNUNGGGATCCGAGCTCGGTACCAAGCTTGGCGTAATGGATCTGATCAGCACG-ACHTUNGTRENNUNGTGTTGACA-3’) and ET_zeo_box_2 (5’-TCGCCGCAGCCGAACGACC-ACHTUNGTRENNUNGGAGCGCAGCGAGTCAGTGAGCGAGGAAGCGGTGATCACACGTGTCA-ACHTUNGTRENNUNGGTCCTGCTCCTCGGCCACG-3’) to give a 570 bp fragment, which
was subsequently cloned into pTOPO_ter by standard ET-cloning
procedures.[47–49] The lacZ promoter region was deleted at the
same time to give pTOPO_zeo_core. This plasmid was digested
with BamHI/HindIII, and the T7AI promoter sequence was inserted
through the annealed oligonucleotides T7A1_up (5’-AGCTTAT-ACHTUNGTRENNUNGCAAAAAGAGTATTGACTTAAAGTCTAACCTATAGGATACTTACAGCCAT-ACHTUNGTRENNUNGCGAGAGGTGTACATATGG-3’) and T7A1_dw (5’-GATCCCATATGTACA-ACHTUNGTRENNUNGCCTCTCGATGGCTGTAAGTATCCTATAGGTTAGACTTTAAGTCAATACTC-ACHTUNGTRENNUNGTTTTTGATA-3’) into the respective restriction sites to give the
vector pCK_T7. In order to clone genes for over-expression down-
stream of the T7AI promoter the restriction sites Bsp1407I and
NdeI (sequences italicised) were included in the T7A1-up/dw pri-
mers so that the ribosome binding site was placed six nucleotides
upstream of the ATG start codon (bold). In the final step the Mx8-
phage derived attP site and intP were amplified from the vector
pSWU105 (Dale Kaiser, unpublished) by employing the primers in-
tegrase_for_1 (5’-GGATGGATCTAGACAGACGGCCGCGCTTGT-3’) and
integrase_rev_1 (5’-CGGCTTTCGCGACATGGAGGACT-3’). The result-
ing PCR product was digested with XbaI and ligated into the PsiI/
XbaI digested vector to create the pCK_T7 A1_att (for a map and
nucleotide sequence of pCK_T7 A1_att see Figures S1 and S2 in the
Supporting Information).


The resulting mvaS complementation plasmid pCK4267exp was in-
troduced into M. xanthus mutants DK5624 (Dbkd, mvaS ::kan)[9] and
HB015 (Dbkd, MXAN_4265::kan) by electroporation as described
previously;[14, 46] this resulted in strains HB19 (Dbkd, mvaS ::kan,
mvaS+) and HB020 (Dbkd, MXAN_4265::kan, mvaS+).


Analytical procedures : Fatty acids were analyzed as their methyl
esters as described.[9] For geosmin analysis, a cell pellet from about
20 mL of culture was resuspended in methanol (500 mL) and ex-
tracted with heptane (500 mL) by being shaken at room tempera-
ture for 20 min. Samples were centrifuged to achieve phase sepa-
ration, and an aliquot of the heptane phase (2 mL) was injected
into an Agilent 6890N gas chromatograph equipped with a 5973N
EI-MS (Agilent, Waldbronn, Germany) by using a pulsed split-less
injection technique. The column was an Agilent DB-5ht (30 m �
0.25 mm � 0.1 mm), and the mobile phase was helium at
1 mL min�1. The GC inlet and GC–MS transfer-line temperatures
were 250 8C and 280 8C, respectively. The column temperature was
held at 90 8C for 5 min, then increased to 140 8C at 5 8C min�1, to
300 8C at 30 8C min�1 at which it was held for 10 min, then de-
creased to 90 8C at 30 8C min�1. To improve sensitivity, the scan
range of the MS was narrowed to m/z 50–200 with the sampling
rate adjusted to achieve a scan rate of about 2.5 Hz. Identification
and quantitation of geosmin and its isotopomers were done with
the AMDIS software.


Analysis of Trypan blue binding to fibrils was performed as de-
scribed previously.[37]


Proteome analysis : For proteome analysis, wild-type and bkd
mutant cells (25 mL each) were grown in Erlenmeyer flasks
(250 mL), and cells were harvested after 24 h at OD600 1.59
(DK1622) and OD600 1.52 for the bkd� culture (after 24 h). There-
fore, the cultures were centrifuged (Eppendorf 5810R) at 3250 g at
4 8C for 10 min. The pellets were washed two times in 4 8C in cold
PBS buffer and centrifuged under the same conditions. The cell
pellets were stored at �20 8C.


For cell lysis, the pellets were resuspended in 2x lysis buffer (2 mL;
7 m urea, 2 m thiourea, 4 % CHAPS (3-([3-cholamidopropyl]dimethy-
lammonio)-1-propanesulfonate), 2 % (v/v) pharmalyte 3–10, 2 %
DTT). Cell lysis was performed by using a French press (3 � ). The
suspension was centrifuged and the supernatant was transferred
to a new vial and proteins were precipitated with acetone/metha-
nol.[50] The tube was incubated at �20 8C for 24 h and centrifuged
as described above. The supernatant was removed quantitatively
and the cell pellets were resuspended at 4 8C in 500–600 mL DIGE
label buffer (7 m urea, 2 m thiourea, 4 % CHAPS, 30 mm Tris, pH 8.5).
For the estimation of protein concentrations the Bradford protein
assay was performed[51] with 1:10 and 1:20 dilutions of the samples
and by using “Dye concentrate” (Biorad) and a microtiterplate
reader (Bio-Tek EL808); samples were measured at 595 nm.


DIGE labelling[52] was performed at 4 8C in the dark. Each sample
(50 mg) was labelled with Cy3 or Cy5, and a 1:1 mixture (50 mg)
was labelled with Cy2 to generate the internal standard. After
30 min the labelling reaction was quenched by adding l-lysine
(final concentration 1 mm). All samples were then pooled. We used
the “under-labelling” technique, that is, both protein samples
(150 mg) without fluorescent labels were added to the mixture to
ensure spots in Coomassie staining. Samples were loaded on dry
strips (pH 3–11NL, Amersham) by following the manufacturer’s in-
structions for in-gel-rehydration. We also applied each sample
(500 mg) to individual dry strips for conventional Coomassie gels.
First dimension (isoelectric focusing), equilibration, and second di-
mension (SDS-PAGE) was performed as described previously.[53]


DIGE gels were scanned by using a THYPHOON 9410 (Amersham).
For DIGE image analysis the DeCyder software package was used.
DIGE spots that showed a different intensity higher than threefold
in the comparison of the two samples were set to pick list. All gels
were stained with colloidal Coomassie.[54] All Coomassie stained
gels were scanned on a densitometer (ImageScanner, Amersham)
and the images analyzed by IMAGE Master 5.0 (Swiss institute of
bioinformatics). Coomassie spots that showed a different intensity
higher than twofold in the comparison of the two samples were
set to pick list, and all selected spots were cut out and subjected
to in-gel-digestion as described previously.[53]


As matrix compound, a-cyanocinnamic acid was dissolved to satu-
ration in water/acetonitrile (1:1; 0.1 % trifluoracetic acid) and tryp-
sin digests (2 mL) were mixed with the matrix solution (2 mL). An ali-
quot from this mixture (1–1.5 mL) was spotted on a 384 MALDI
Anchor chip� target plate (Bruker Daltonics) and dried at room
temperature. Mass profiles were generated by using a MALDI ToF
ULTRAflex mass spectrometer (Bruker Daltonics), and covered a
range from 800–3500 Da. Peak detection included SNAP algorithm,
SN ratio higher than 25 and peptide-typical isotopic distribution.
Mass spectra were automatically filtered for trypsin or keratin
peaks. Optional C18 ZipTips (Millipore) purification was used by fol-
lowing the manufacturer’s instructions to purify and concentrated
peptides. The elution was carried out with matrix solution (1.5 mL)
and spotted directly on the target plate.


The monoisotopic masses were transferred to MASCOT (Matrix Sci-
ence) and the masses were analyzed by using the in-house data-
base of the translated genome of Myxococcus xanthus DK1622. The
search parameters were specified as follows: mass tolerance:
“100 ppm”, fixed modifications: “carbamidomethyl”, variable modi-
fications: “oxidized methionines”, protease: “trypsin”, missed clea-
vages: “0”. The MOWSE scoring algorithm[55] identified proteins
that had a score higher than 51, which corresponds to an identifi-
cation probability of 95 %.
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DNA microarrays : The construction of the PCR-generated DNA mi-
croarrays that contained probes against the 7 235 open reading
frames of M. xanthus, has been previously described.[26, 56, 57] Proc-
essing of the DNA arrays, cDNA synthesis, microarray hybridization
and posthybridization processing were performed as described.[58]


Six independent biological replica pairs of DK1622 (wild type) and
DK5643 (Dbkd) were used for the analysis, and each independent
wild type vs. bkd mutant pair was handled and processed identical-
ly. Briefly, each pair of strains was grown at 28 8C to a density of
5 � 108 cells mL�1, the cells were centrifuged, the supernatants were
removed, and the cell pellets were quick-frozen in liquid nitrogen.
Total cellular RNA was isolated from quick-frozen cells by using the
hot-phenol method.[59] Total RNA (30 mg) from matched cultures
was used to synthesize cDNA with pdN6 primers (10 mg; Amer-
sham Pharmacia) in the presence of RNase inhibitor (40 mg mL�1;
Promega). Reverse transcriptase reaction times were modified as
follows: 10 min at 37 8C, then 42 8C for 100 min, followed by a
10 min incubation at 50 8C. RNA was hydrolyzed and neutralized as
described by Jakobsen et al.[26] and purified with Micron 30 filters
(Amicon); the cDNA was eluted and dried with a SpeedVac concen-
trator (Savant). The dried cDNA was resuspended in sodium bicar-
bonate (0.1 m, pH 9.0; 9 mL), and incubated for 5 min at 37 8C. The
cDNA was labelled with Cy3 (DK1622) or Cy5 (DK5643) from Amer-
sham Pharmacia by addition of dye (2 mL) dissolved in dimethyl
sulfoxide (10 mL) and incubated for 1 h in the dark. The labelled
cDNA was purified with the QIA-quick PCR kit (Qiagen) as de-
scribed by the manufacturer, and concentrated on a Micron 30
spin filter (Amicon). Labelled cDNA was then dried with a SpeedVac
concentrator (Savant) and resuspended in hybridization buffer
(45 mL). Hybridization and posthybridization processing of the
slides were performed as described previously.[26, 57, 60]


Posthybridized DNA microarrays were scanned with a GenePix
4000A microarray scanner and read by using GenePix Pro 3.0
(Axon, Inc.). The GenePix array list (gal) file, MyxoGALv2.gal, that
corresponded to the M. xanthus DNA microarrays, was constructed
by using GalFileMaker v1.2 (DeRisi laboratory website; http://derisi
lab.ucsf.edu). Spots were flagged and removed from analyses
based on stringent criteria for shape, signal intensity and back-
ground by using GenePix Pro 3.0 (Axon, Inc.). Analyses were per-
formed with all unflagged spots. All array analyses, including hier-
archical clustering and statistical analysis, were performed by using
Cluster (Eisen Software; http://rana.lbl.gov/EisenSoftware.htm),
Java TreeView software[61] (http://sourceforge.net/projects/jtree
view), and significance analysis of microarrays (SAM)[62] (http://
www-stat.stanford.edu/~ tibs/SAM). All DNA microarray results
used for this study have been submitted to Gene Expression Omni-
bus (GEO) at NCBI (http://www.ncbi.nlm.nih.gov/projects/geo/).
Series accession number: GSE10818; sample accession numbers:
GSM273060, GSM273080, GSM273081, GSM273082, GSM273083,
GSM273084.


qRT-PCR analysis : qRT-PCR of MXAN_3757, MXAN_3760, MXAN_
4263, MXAN_4266, MXAN_5020, MXAN_5021 and MXAN_5158 was
performed as described previously with vegetative cultures of
DK1622 and DK5643, with and without the addition of isovalerate
(IVA; 1 mm).[9]
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Introduction


The anticancer activity of cis-diamminedichloroplatinum(II), or
cisplatin, was discovered over three decades ago and the com-
pound remains one of the most effective therapeutic agents
for testicular germ-cell tumors.[1] Cisplatin and its FDA-ap-
proved analogues carboplatin and oxaliplatin are ineffective
against certain cancers because of intrinsic or acquired drug
resistance.[2] Our research has focused on elucidating the
mechanisms of action of this family of compounds with the
goal of providing more effective therapies. Four early steps in
the cisplatin mechanism have been delineated, namely, cell
entry, drug activation, Pt–DNA binding, and protein binding to
platinated DNA. The present work focuses on the last of these
steps, specifically, the immediate cellular response to platinum-
damaged DNA.


Cisplatin preferentially binds to the N7 of guanine bases
forming intrastrand and interstrand crosslinks with residues in
close proximity. The most common lesion is a 1,2-d ACHTUNGTRENNUNG(G*pG*)
adduct in which the platinum is bound to adjacent guanines
on the same DNA strand.[3, 4] Another common cisplatin–DNA
adduct is the 1,3-d ACHTUNGTRENNUNG(G*pNpG*) crosslink in which the bound
guanine residues are separated by one nucleotide. These types
of lesions, which comprise over 90 % of adducts formed in cis-
platin-treated individuals,[2] bend and unwind the duplex.[2, 5]


DNA distorted by cisplatin is a recognition site for a number of
cellular proteins.[6, 7] The first such proteins to be identified con-
tain a high-mobility group (HMG) domain and bind specifically
to 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand cisplatin–DNA crosslinks.[8, 9] These


proteins include high-mobility group box protein 1 and 2
(HMGB1 and HMGB2), structure-specific recognition protein
(SSRP1), and upstream binding factor 1 (UBF1).[8–11]


Following recognition of DNA damage, a series of cellular
signaling pathways are activated. These damage–response
pathways can result in DNA repair or cell death. Several repair
processes have been implicated in response to platinum-dam-
aged DNA. Chief among these is nucleotide excision repair
(NER), which removes platinum adducts from DNA[12] and is
correlated with cisplatin resistance.[13] In addition, E. coli and
human cancer cells deficient in recombination repair pathways
are sensitized to cisplatin damage.[14, 15] Inhibition of the mis-
match repair (MMR) pathway correlates with increased resist-
ance to the drug.[16] Proteins involved in repair processes bind
preferentially to cisplatin–DNA adducts, including the Ku70/80
subunits of the mulitprotein complex DNA–protein kinase
(DNA–PK).[17] The DNA–PK complex participates in nonhomolo-
gous end-joining (NHEJ) repair of double-strand breaks
(DSB).[18] These findings suggest that the identification of pro-


The activity of the anticancer drug cisplatin is a consequence of
its ability to bind DNA. Platinum adducts bend and unwind the
DNA duplex, creating recognition sites for nuclear proteins. Fol-
lowing DNA damage recognition, the lesions will either be re-
paired, facilitating cell viability, or if repair is unsuccessful and
the Pt adduct interrupts vital cellular functions, apoptosis will
follow. With the use of the benzophenone-modified cisplatinACHTUNGTRENNUNGanalogue Pt-BP6, 25 bp DNA duplexes containing either a 1,2-d-ACHTUNGTRENNUNG(G*pG*) intrastrand or a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslink
were synthesized, where the asterisks designate platinated nucle-
obases. Proteins having affinity for these platinated DNAs were
photocrosslinked and identified in cervical, testicular, pancreatic
and bone cancer-cell nuclear extracts. Proteins identified in this
manner include the DNA repair factors RPA1, Ku70, Ku80, Msh2,
DNA ligase III, PARP-1, and DNA–PKcs, as well as HMG-domain


proteins HMGB1, HMGB2, HMGB3, and UBF1. The latter strongly
associate with the 1,2-d ACHTUNGTRENNUNG(G*pG*) adduct and weakly or not at all
with the 1,3-dACHTUNGTRENNUNG(G*pTpG*) adduct. The nucleotide excision repair
protein RPA1 was photocrosslinked only by the probe containing
a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslink. The affinity of PARP-1 for
platinum-modified DNA was established using this type of probe
for the first time. To ensure that the proteins were not photo-ACHTUNGTRENNUNGcrosslinked because of an affinity for DNA ends, a 90-base dumb-
bell probe modified with Pt-BP6 was investigated. Photocrosslink-
ing experiments with this longer probe revealed the same pro-
teins, as well as some additional proteins involved in chromatin
remodeling, transcription, or repair. These findings reveal a more
complete list of proteins involved in the early steps of the mecha-
nism of action of the cisplatin and its close analogue carboplatin
than previously was available.


[a] Dr. E. R. Guggenheim, Dr. D. Xu, Dr. C. X. Zhang, P. V. Chang,
Prof. S. J. Lippard
Department of Chemistry, Massachusetts Institute of Technology
Cambridge, Massachusetts 02139 (USA)
Fax: (+ 1) 617-258-8150
E-mail : lippard@mit.edu
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teins that bind to platinum-modified DNA in cells with varying
sensitivities to cisplatin may provide insight into processing of
cisplatin adducts in these different contexts.[19]


Studies of the cellular proteins that interact with cisplatin-
damaged DNA date back many years. Early work applied elec-
trophoretic mobility shift assays (EMSAs) to demonstrate that
xeroderma pigmentosum group E binding factor (XPE-BF)
binds preferentially to cisplatin-modified versus unmodified
DNA.[20] Using EMSAs to identify proteins with an affinity for
platinum-modified DNA would require a separate experiment
for each of numerous nuclear proteins. In another study, use of
a cisplatin-modified DNA probe to screen a cDNA expression li-
brary identified the HMG-domain protein SSRP1.[10, 21] Because
SSRP1 contains an HMG domain that is homologous to do-
mains in HMGB1 (formerly HMG1), it was hypothesized that
the latter would also bind to cisplatin-modified DNA. Following
isolation and purification of rat HMGB1, gel retardation assays
revealed that the protein binds to the 1,2-d ACHTUNGTRENNUNG(G*pG*), but not
the 1,3-d ACHTUNGTRENNUNG(G*pG*), intrastrand crosslink of cisplatin.[8] That
HMGB1 and HMGB2 have an affinity for cisplatin-damaged
DNA was also revealed by southwestern blotting methods.[9, 22]


Despite these successes, however, neither cDNA library screen-
ing nor southwestern blotting methods can gauge protein
binding to platinated DNA in the context of multiprotein com-
plexes.


Globally platinated DNA immobilized onto a column treated
with nuclear extracts identified Pt–DNA-binding proteins DNA–
PK, HMGB1, replication protein A (RPA), and xeroderma pig-
mentosum group A protein (XPA).[23] This method requires a
sensitive adjustment of salt concentration to remove proteins
with different affinities for the probe. Also, the use of globally
platinated DNA does not distinguish which of many possible
Pt–DNA adducts is being recognized.


A superior method for identifying proteins that bind to plati-
num-modified DNA utilizes a cisplatin analogue capable of
forming a covalent bond to capture DNA-damage-response
proteins following incubation with nuclear extracts. This
method is sensitive to all nuclear proteins that bind to Pt-
modified DNA, affording a more complete assessment. Photo-
crosslinking provides a convenient way to bind the proteins
covalently to the platinated DNA, which can then be isolated
for identification.


To achieve this type of photocrosslinking, we first synthe-
sized a cisplatin analogue containing a photoreactive azide
moiety.[24] Control experiments performed during this study
showed that the cis-{Pt ACHTUNGTRENNUNG(NH3)2}2 +-dACHTUNGTRENNUNG(G*pG*) adduct itself was ac-
tivated by the 302 nm irradiation required to convert the aryl
azide to a nitrene. The aryl azide-modified analogue of cispla-
tin did not form photocrosslinks more effectively than the cis-
{PtACHTUNGTRENNUNG(NH3)2}2 + adduct alone.[24] We also showed that the cis-
{PtACHTUNGTRENNUNG(NH3)2}2 + adduct could be more efficiently activated with a
laser at 325 or 350 nm to irradiate the sample.[25] The formation
of DNA–platinum–protein complexes may be important in the
processing of cisplatin crosslinks.[26] A limitation of experiments
with cis-{Pt ACHTUNGTRENNUNG(NH3)2}2 + as the crosslinker is that the protein must
come into close contact with the platinum atom in order to
form a covalent DNA–Pt–protein linkage. This requirement


makes it difficult to capture DNA-damage recognition proteins
that recognize the bulge created on the undamaged DNA
strand,[27] where it is unlikely to be close enough to the cis-
{PtACHTUNGTRENNUNG(NH3)2}2 + adduct to be photocrosslinked.


In order to crosslink proteins bound to Pt–DNA adducts
more effectively, a photoreactive benzophenone moiety was
tethered to a platinum center. This compound, Pt-BP6, con-
tains a six-carbon linker separating the platinum complex from
the benzophenone (Scheme 1), the hexamethylene chain prov-


ing to be optimal for efficient protein photocrosslinking.[28]


With an excitation wavelength of 365 nm, benzophenone is an
excellent photoactivatable crosslinker for biological applica-
tions. The photophore excitation energy is low enough such
that it does not cause significant damage to biological sam-
ples, and benzophenone moieties are not prohibitively sensi-
tive to background light sources.[29] Crosslinking is initiated by
photoexcitation of the benzophenone moiety to form a diradi-
cal, which can attack a nearby protein backbone carbon or
amino-acid side chain to abstract a hydrogen atom. The ketyl
and alkyl radicals that form then recombine to generate aACHTUNGTRENNUNGcovalent C�C bond, by a mechanism described in detail else-
where.[29]


In preliminary work, we prepared a site-specifically platinat-
ed duplex containing a single 1,2-d ACHTUNGTRENNUNG(G*pG*) Pt-BP6 adduct, ex-
posed it to HeLa nuclear extracts, and irradiated the solution
to activate the benzophenone moiety. Several photocross-ACHTUNGTRENNUNGlinked proteins were observed, two of which were identified as
HMGB1 and poly(ADP-ribose) polymerase-1 (PARP-1).[28] Bind-
ing to HMGB1 was expected, given the results of much previ-
ous work, but PARP-1 had not been known to have an affinity
for platinum-damaged DNA. In the present study, we have
built upon this initial discovery to increase the scale of the
preparative study, which has allowed us to identify an entire
family of proteins that photocrosslink to this probe. Photo-ACHTUNGTRENNUNGcross ACHTUNGTRENNUNGlinking experiments were then extended to include a
25 bp duplex probe containing a different adduct, the Pt-BP6
1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslink. We also applied the meth-
odology to investigate nuclear extracts from a variety of
cancer cells with varying sensitivities to cisplatin, namely, cervi-
cal, testicular, pancreatic, and bone. Because some DNA end-


Scheme 1. A) Structure of cis-diamminedichloroplatinum(II), or cisplatin.
B) Structure of the photoactive cisplatin analogue, Pt-BP6.
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binding proteins, such as those in the Ku family,[30] make con-
tacts deep along the DNA and could potentially be photo-ACHTUNGTRENNUNGcross ACHTUNGTRENNUNGlinked without binding to the platinum lesion, and be-
cause PARP-1 can bind to many types of DNA constructs, in-
cluding DNA ends,[31] a longer, 90-base (41 bp) dumbbell DNA
probe was also tested (Figure 1). The dumbbell probe contains


two loops, or hairpin arms, instead of blunt ends. PARP-1 may
bind to these loops, but in so doing only contacts the first four
adjacent DNA base pairs.[32] Using the 90-base dumbbell
probe, the ability of PARP-1 to bind to platinum-damaged DNA
was investigated. As will be described, every protein identified
to bind to the photoactivated Pt-BP6-modified 25 bp probe
was also crosslinked by the 90-mer, and a number of additional
proteins were identified. The results provide a more complete
inventory of nuclear proteins that contact the major cisplatin
adducts in cancer cells, knowledge of which will facilitate
future mechanistic studies.


Results


Overview of results


A 25 bp duplex containing a site-specific 1,2-d ACHTUNGTRENNUNG(G*pG*) intra-
strand crosslink of the photoactive cisplatin analogue Pt-BP6,
where the asterisks designate the platinated nucleobases, was
used to photocrosslink proteins with an affinity for platinum-
modified DNA, most of which could not be identified in our
preliminary study.[28] Crosslinking conditions were optimized
here in order to characterize them. A related 25-mer contain-
ing a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand adduct of Pt-BP6 was synthe-
sized and characterized. Using this probe, several proteins
were photocrosslinked that differed from those in the set ob-
tained with the 25-mer containing the 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand
adduct. A 25 bp duplex probe containing a Pt-BP6 1,2-d-ACHTUNGTRENNUNG(G*pG*)-d ACHTUNGTRENNUNG(CpT) mismatch was also prepared and used in ana-
lytical-scale photocrosslinking experiments. The probes were
applied in photocrosslinking experiments using nuclear ex-
tracts from cancer cell lines with different sensitivities to cispla-
tin. Finally, a 90-base dumbbell probe was used to ensure that
the proteins identified by the 25 bp probe were not photo-
crosslinked due to the proximity of the platination site to the


DNA ends, for which the proteins might have some affinity. In-
corporation of a biotin moiety at the ends or along the hairpin
turn in the probes, for their subsequent capture and stringent
washing on a streptavidin column, was an important design
feature in these experiments.


Synthesis and characterization of a 25-base-pair 1,2-d-ACHTUNGTRENNUNG(G*pG*) intrastrand crosslinked, biotinylated probe


A 25-base-pair DNA containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand
crosslink of Pt-BP6 was synthesized as reported previously.[28]


The purification procedure did not effect significant separation
of the orientational isomers[28, 33] of Pt-BP6-modified DNA, and
a mixture of the two isomers was therefore used in these stud-
ies. Following purification, the collected peaks were dialyzed
to remove salt using a membrane with a molecular-weight
cutoff of 3500. In a typical purification, 5 nmol of platinated
DNA was obtained, a 17 % yield. The ratio of bound platinum
atoms per DNA fragment was determined to be 0.99�0.10.
The presence of the desired duplex, with a calculated value
of m/z 7967.4, was confirmed by ESI-MS, which revealed anACHTUNGTRENNUNGexperimental value of m/z 7967.2�1.6.


Synthesis and characterization of a 25-base-pair 1,3-d-ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslinked, biotinylated probe


The reaction product of activated Pt-BP6 with a 25 bp DNA
duplex containing a single d ACHTUNGTRENNUNG(G*pTpG*) site was purified by RP-
HPLC (Figure S1 in the Supporting Information). Three peaks
eluting at 8.5, 13.7, and 14.3 min were collected and contained
7.6, 1.4, and 4.3 nmol of DNA, respectively, corresponding to
yields of 27, 5, and 15 %.


The first product, eluting at 8.5 min, was unplatinated start-
ing material. Peaks 2 and 3 contained 0.90�0.16 and 0.96�
0.09 Pt atoms per DNA strand; this suggests that they are not
fully resolved bands corresponding to 5’- and 3’-orientational
isomers[33] of a singly platinated 1,3-d ACHTUNGTRENNUNG(G*pTpG*) adduct. This
behavior was also observed for the 1,2-d ACHTUNGTRENNUNG(G*pG*) probe (see
above). ESI-MS analysis (data not shown) confirmed the ab-
sence of the two chloride ligands of Pt-BP6, which are replaced
by Pt-N7 guanine bonds in the product. For a singly platinated
DNA complex, the calculated m/z is 7956.3. For peaks 2 and 3,
the experimental values are m/z = 7955.7�0.6 and 7955.8�
0.7, respectively. These values establish that the platinum atom
is bound in a bifunctional manner, with neither chloride nor
another buffer-derived ligand remaining in the coordination
sphere. Nuclease digestion analyses of the platinated probe
(Figure S2) confirm that the platinum atom is bound to gua-
nine bases. For products 2 and 3, peaks corresponding to gua-
nosine had significantly diminished intensity in the assay. The
peaks for the other three bases were not affected by platina-
tion (Figure S2).


25-base-pair duplex probes


Radiolabeled 25 bp duplex probes were prepared in approxi-
mately 70 % yield, an estimated value since UV/Vis measure-


Figure 1. The structures of the two DNA probes used in these experiments.
In these probes, the benzophenone moiety may be oriented toward the 3’-
or 5’-end of the DNA. A mixture of the two possible orientational isomers of
PtBP6-modified DNA was used in these experiments. Only one is depicted.
A) The 25 bp duplex probe. B) The 90-base dumbbell probe.
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ments were not taken on theACHTUNGTRENNUNGradioactive material. The double-
stranded constructs could be
well separated from single-
stranded material by native
PAGE, and the ImageQuant gel
analysis program used to deter-
mine their purity indicated it to
be approximately 100 % (Fig-
ure S3).


For preparative-scale photo-
crosslinking experiments, 25 bp
duplex probes were prepared
without a radiolabel. Following
purification, 455 pmol of theACHTUNGTRENNUNGunplatinated 25 bp duplex,
379 pmol of the 25 bp duplex
containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intra-
strand Pt-BP6 crosslink, and
331 pmol of the corresponding
1,3-d ACHTUNGTRENNUNG(G*pTpG*) Pt-BP6 adduct
were isolated. These values cor-
respond to yields of 91, 76 and
66 %, respectively.


Preparative-scale photo ACHTUNGTRENNUNGcross-ACHTUNGTRENNUNGlinking of a 25 bp duplex con-
taining a 1,2-d ACHTUNGTRENNUNG(G*pG*) intra-
strand Pt-BP6 adduct in HeLa
nuclear extracts


The Pt-BP6-modified DNA was irradiated in the presence of
HeLa nuclear extracts to generate covalent bonds between the
benzophenone moiety of the platinum compound and any
proteins in the vicinity of the damage site. The DNA-to-protein
ratio was adjusted to be the same for both preparative-scale
and analytical-scale experiments. After immobilization of the
biotinylated DNA–platinum–protein conjugates on streptavi-
din-coated magnetic beads, the complexes were washed strin-
gently with high salt and SDS-containing buffers to remove
any noncovalently bound proteins. SDS-PAGE analysis was per-
formed on a slab gel to obtain better separation of proteins.
An analytical-scale photocrosslinking experiment was run in
parallel to the preparative-scale experiment as a guide forACHTUNGTRENNUNGexcising DNA–platinum–protein complexes, as shown in Fig-
ure 2 B, lane 1. Mass spectral analysis of the preparative-scale
photocrosslinking experiment identified several proteins in
each of the six major bands on the analytical gel (Table 1), in-
cluding the DNA repair proteins PARP-1, DNA ligase III, Msh2,
and all three members of the DNA–PK heterotrimer, as well as
HMG-domain proteins HMGB1, HMGB2, HMGB3 and UBF1.


A control lane containing unplatinated DNA was included in
the preparative-scale photocrosslinking experiment. Proteins
identified in this lane, as well as proteins for which the molecu-
lar weight was inconsistent with the band location, wereACHTUNGTRENNUNGexcluded from the list in Table 1, which reports the results of
three repeats of preparative-scale photocrosslinking experi-


ments. In the table, the “Band” column refers to the relative
mobility of the protein–platinum–DNA complex through the
gel (Figure 2 B, lane 1), with band 1 being the fastest migrating
species. The “Unique peptides” column reports the number of
individual peptide fragments matching those expected from
the known protein sequence. Peptides differing by only one
amino acid were not considered to be unique. The “probabili-
ty” column assigns a number to each protein based on the
likelihood of a coincidental match of the best unique peptide
for each protein. For example, three unique peptides were
identified that correspond to the protein UBF1. One of these
peptides, RQLQEERPELSESELTRL, produced MS/MS data with a
probability of 7.96 � 10�7, meaning that there is a 0.0000796 %
probability that this identification is an artifact due to back-
ground. Peptides with probabilities of 1.0 � 10�3 or higher were
excluded.


Analytical-scale photocrosslinking of a 25 bp duplexACHTUNGTRENNUNGcontaining a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand adduct


Following purification, the 25 bp probe containing a 1,3-d-ACHTUNGTRENNUNG(G*pTpG*) Pt-BP6 intrastrand adduct was used in photocross-ACHTUNGTRENNUNGlinking experiments (Figure 2 A, lane 2). For this probe, only a
weak band was present near the position where bands arising
from HMGB1, HMGB2, and HMGB3 crosslinked to the 1,2-d-ACHTUNGTRENNUNG(G*pG*) adduct appear, indicating that these proteins are
bound weakly, if at all. The higher-molecular-weight bands
were similar, although not identical, to those of the 1,2-d-


Figure 2. Analytical-scale photocrosslinking results. A) 10 % SDS-PAGE analysis of photocrosslinking of HeLa nucle-
ar extracts using a 25 bp duplex containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) (lane 1) or 1,3-d ACHTUNGTRENNUNG(G*pTpG*) (lane 2) crosslink of Pt-BP6.
B) 12 % SDS-PAGE analysis of photocrosslinking using a 25 bp duplex containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) crosslink of Pt-BP6
incubated with HeLa nuclear extracts (lane 1) or nuclear extracts from HeLa cells in which PARP-1 has been si-
lenced using RNAi (lane 2). Lane 1 was used as a guide to excise six bands from preparative scale photocrosslink-
ing experiments for analysis by trypsin digest-coupled LC-MS/MS. C) 10 % SDS-PAGE analysis of photocrosslinking
of NTera2 nuclear extracts using a 25 bp duplex containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) crosslink of Pt-BP6 (lane 1) or a 25 bp
duplex containing a mismatched 1,2-d ACHTUNGTRENNUNG(G*pG*)/d ACHTUNGTRENNUNG(CpT) crosslink of Pt-BP6 (lane 2).


144 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 141 – 157


S. J. Lippard et al.



www.chembiochem.org





ACHTUNGTRENNUNG(G*pG*) crosslink probe study. Proteins photocrosslinked by
the 1,3-d ACHTUNGTRENNUNG(G*pTpG*) probe were identified by preparative-scale
experiments.


Preparative-scale photocrosslinking of the 1,3-d ACHTUNGTRENNUNG(G*pTpG*)
intrastrand adduct of Pt-BP6 using HeLa cell nuclear ex-
tracts


Preparative scale photocrosslinking experiments were carried
out with the 25 bp duplex containing a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) Pt-BP6
intrastrand crosslink in a manner similar to that described for
the 1,2-d ACHTUNGTRENNUNG(G*pG*) adduct. In this study, a desthiobiotin-modified
probe was required in order to avoid reaction between the
platinum atom and the sulfur-containing biotin moiety. The
desthiobiotin-tethered duplex has comparable affinity for
streptavidin-coated magnetic beads as the biotin-tethered
duplex originally employed (data not shown). The crosslinking
experiments identified several proteins that bind to this con-
struct (Table 2). Unlike the probe containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) Pt-
BP6 crosslink, this probe exhibited only weak affinity for
HMGB1 and HMGB3, and no affinity at all for HMGB2 or UBF1.
The probe formed photocrosslinks to DNA repair proteins
PARP-1, DNA ligase III, Msh2, all three members of the DNA–PK
heterotrimer, and RPA1, which was not photocrosslinked by
the 1,2-d ACHTUNGTRENNUNG(G*pG*) adduct. The significance of the protein proba-
bility values is discussed above. Fragment mass spectra of pro-


teins identified by only one peptide are available in Figure S6
in the Supporting Information.


Table 1. Proteins identified by preparative-scale photocrosslinking of a 25 bp duplex containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand Pt-BP6 adduct.


Band[a] Protein[b] Probability[c] MW Unique Protein function
[Da][d} peptides[e]


1 HMGB1 3.50 � 10�10 24 878 5 HMGB1 shields cisplatin–DNA adducts from excision repair[40]


HMGB2 3.12 � 10�7 24 018 5 Analysis of the NCI library of cancer cell lines reveals a correlation between cells
expressing high levels of HMGB1 and cisplatin sensitivity[100, 101]


HMGB3 4.14 � 10�8 22 980 3 HMGB1, HMGB2 and HMGB3 are chromatin architectural proteins[36]


2 Ku70 4.47 � 10�11 69 829 17 Ku70 and Ku80 are members of the DNA–PK complex involved in nonhomologous
end-joining repair of double-strand breaks[102]


Ku80 2.50 � 10�9 82 652 5
PARP-1 7.01 � 10�11 113 012 4 See text


3 Ku80 4.44 � 10�15 82 652 37
Ku70 1.11 � 10�15 69 829 22
PARP-1 1.35 � 10�10 113 012 9


4 Ku80 2.22 � 10�15 82 652 30
Ku70 1.26 � 10�12 69 829 27
UBF1 7.96 � 10�7 89 350 3 HMG-domain protein responsible for initiation of RNA polymerase I[11]


PARP-1 9.88 � 10�10 113 012 14
DNA–PKcs 4.01 � 10�11 468 786 13
DNA ligase III 3.91 � 10�8 112 834 6 See text
Msh2 8.53 � 10�6 104 676 4 Protein involved in the recognition of base pair mismatches[42]


5 PARP-1 2.63 � 10�13 113 012 42
DNA–PKcs 4.26 � 10�11 468 786 29 Member of the DNA–PK complex involved in nonhomologous end-joining repair


of double-strand breaks[102]


DNA ligase III 8.10 � 10�14 112 834 11
Msh2 7.57 � 10�12 104 676 5


6 DNA–PKcs 8.73 � 10�15 468 786 146


[a] The LC-MS/MS analysis was carried out on six gel slices corresponding to the bands indicated in Figure 2 B, lane 1. The proteins found in each band are
listed here. [b] Proteins identified as described in the Experimental Section. [c] Probability of the peptide identification being an artifact of background
signal from the LC-MS/MS instrument. For example, a probability of 1.0 � 10�4 indicates that there is a 0.01 % chance that the identified peptide is not ac-
tually present in the sample. The values listed correspond to the peptide most likely to be present for each protein. [d] Masses listed are those of the full-
length proteins. [e] The number of peptides identified for each protein. Peptides differing by only one amino acid were not considered to be unique.


Table 2. Proteins identified by preparative-scale photocrosslinking of a
25 bp duplex containing a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand Pt-BP6 adduct.


Band[a] Protein[a] Probability[a] MW Unique Protein
[Da] peptides[a] function[b]


1 HMGB1 2.57 � 10�4 24 878 1
HMGB3 4.97 � 10�4 22 980 1


2 PARP-1 1.61 � 10�7 113 012 2
RPA1 2.13 � 10�6 68 095 1
Ku70 1.30 � 10�5 69 799 1


3 Ku80 7.72 � 10�13 82 652 13
PARP-1 1.20 � 10�8 113 012 5
RPA1 8.47 � 10�7 68 095 1 [c]


DNA ligase III 1.36 � 10�6 112 834 4
Msh2 1.51 � 10�5 104 676 3
Ku70 2.21 � 10�5 69 799 3


4 PARP-1 8.47 � 10�10 113 012 14
DNA ligase III 8.51 � 10�7 112 834 6


5 PARP-1 2.44 � 10�7 113 012 7
DNA ligase III 4.46 � 10�7 112 834 3


6 DNA–PKcs 4.94 � 10�9 468 786 8


[a] See Table 1 for heading descriptions. [b] See Table 1 for descriptions
of proteins that are also listed here. [c] RPA1 is involved in DNA-damage
recognition of NER. It has a twofold greater affinity for cisplatin 1,3-d-ACHTUNGTRENNUNG(G*pNpG*) vs. 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand adducts[39] .
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Effect of shRNA-induced RNAi on PARP-1 expression


Figure 3 A illustrates the results of western blot experiments,
using an antibody against PARP-1, on HeLa nuclear extracts.
Cells expressing the shRNA (lane 3) had a lower level of PARP-1


than the control HeLa cells (lane 1). The DNA sequence from
which this shRNA is transcribed is 5’-CCA ACT CCT ACT ACA
AGC TTT CTC GAG AAA GCT TGT AGT AGG AGT TGG TTT TTG-
3’. Cells expressing the shRNA were sorted into single clones
for selection of those containing minimal PARP-1 levels. As in-
dicated in Figure 3 B, clone 11 (lane 5) exhibited no detectable
PARP-1 by western blot analysis. This clone was used in all sub-
sequent experiments.


Analytical-scale photocrosslinking using nuclear extracts
from cells with PARP-1 silenced


Nuclear extracts from HeLa cells in which PARP-1 was silenced
by RNAi were used in photocross ACHTUNGTRENNUNGlinking experiments with the
probe containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand Pt-BP6 adduct
(Figure 2 B). The band identified as PARP-1 by preparative-scale
photocrosslinking was completely abolished when using nucle-
ar extracts from PARP-1 silenced cells.


Analytical-scale photocrosslinking of a 25 bp duplexACHTUNGTRENNUNGcontaining a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand adduct at a GTACHTUNGTRENNUNGmismatched base pair


A 25 bp duplex containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand crosslink
at a mismatched base pair was synthesized and purified. The
duplex was constructed such that the platinated guanine on
the 3’-side of the top strand was mismatched against a thy-
mine residue on the bottom strand. Photocrosslinking experi-
ments were performed using this probe and NTera2 nuclear


extracts (Figure 2 C). The main result was formation of a band
containing the protein Msh2, which appears with much greater
intensity in lane 2. The increased affinity of Msh2 for the com-
pound lesion diminishes the binding of other proteins that
would otherwise recognize the platinated duplex. In particular,
HMG-domain proteins and PARP-1 are photocrosslinked less ef-
fectively, and proteins that comprise the DNA–PK heterotrimer
are also somewhat competed.


Analytical-scale photocrosslinking using nuclear extracts
from cancer cell lines of different origin


Nuclear extracts from cervical (HeLa), bone (U2OS), testicular
(NTera2), and pancreatic (BxPC3) cancer cells were used in pho-
tocrosslinking experiments with both the 1,2-d ACHTUNGTRENNUNG(G*pG*) and 1,3-
d ACHTUNGTRENNUNG(G*pTpG*) adducts of Pt-BP6 (Figure 4). The proteins cross-
linked to each probe appear to be the same for nuclear ex-
tracts from the four different cell lines, but with varying quanti-
ties. The most dramatic difference occurs for PARP-1, the band
which is strong for nuclear extracts from NTera2 cells, but very
weak for nuclear extracts from BxPC3 cells.


Western blot analysis of PARP-1 in HeLa and NTera2 cells


Western blot analyses of HeLa and NTera2 nuclear extracts
reveal that PARP-1 expression is significantly higher in the
latter (Figure 5). This result indicates that the greater amount
of photocrosslinking to PARP-1 in NTera2 nuclear extracts is a
consequence of its higher expression level.


Synthesis of a site-specifically platinated 90-base probe


A biotinylated 65-base oligonucleotide was prepared on the
DNA synthesizer and purified by 6 % urea-PAGE. A total of
12.4 nmol was collected. The 65-base DNA and a Pt-BP6-modi-
fied 25-base DNA were phosphorylated, annealed, and ligated
to make a 90-base dumbbell probe (Figure S4), the formation
of which was confirmed by 6 % urea-PAGE analysis (Figure 6 A).
The 90-base probe was isolated by 6 % urea-PAGE and visual-
ized by audioradiography (Figure 6 B). The dumbbell was re-
synthesized on a preparative scale probe and visualized by UV
shadowing, which revealed a band migrating the same dis-
tance through the gel as the radiolabeled 90-base DNA prod-
uct. The DNA was extracted, and 630 pmol of the platinated
product were obtained.


Characterization of the site-specifically platinated 90-base
probe


To determine whether the excised DNA contained the desired
90-base probe, the preparative-scale sample was analyzed by
nuclease digestion. The analysis was altered from that used for
the 25-base DNA by addition of an initial step involving exonu-
clease III, T7 exonuclease, and mung bean nuclease (MBN). This
step is necessary to digest the loops and duplex portions of
the DNA prior to incubation with the single-stranded nucle-ACHTUNGTRENNUNGase S1. HPLC analysis revealed a peak in addition to those of


Figure 3. A) Western blot analysis of HeLa-cell nuclear extracts transfected
with plasmids containing shRNA for silencing of the PARP-1 gene (lanes 2
and 3). The extract of untransfected HeLa cells (lane 1) serves as an experi-
mental control. B) Western blot analysis of single clones of HeLa cells trans-
fected with the plasmid for RNAi of PARP-1. The nuclear extracts of clones 4,
5, 11, and 13 were loaded in lanes 3–6, respectively. Untransfected HeLa cells
(lane 1) and transfected but unsorted cells (lane 2) were used as controls.
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the four nucleobases with a retention time of 19.5 min (Fig-
ure S5). The ratios of optical bands at 280 and 260 nm for cyto-
sine, thymine, guanine, and adenine are expected to be 1.03,
0.66, 0.78, and 0.16, respectively.[34] Experimentally, these ratios
were 1.06, 0.66, 0.79, and 0.20, in good agreement with the
theoretical values. For the peak at 19.5 min, this ratio was 2.14,
indicating that the peak is unlikely to contain a DNA base. RP-
HPLC analysis of the buffers and enzymes alone, without DNA,
indicated that this peak is an artifact and not a product of di-
gestion of the 90-base DNA probe (Figure S5 A).


The C:G:T:A ratios of the 65-base DNA, 25-base DNA, and
desired 90-base dumbbell product are 13:23:15:14, 12:2:9:2;
and 25:25:24:16, respectively. For the unplatinated probe (Fig-
ure S5 B), the experimental ratio was 23.1:26.5:23.7:15.7 and,
for the platinated probe, (Figure S5 C) it was 24.1:25.9:23.6:
15:4. These values compare well with the expected ratios for a
90-base probe, indicating that the DNA was properly con-
structed. To determine whether the DNA was in the completely
ligated dumbbell form, a radiolabeled sample was digested
with MBN. The expected product would contain 41 bases (Fig-
ure 7 A), in agreement with the experimental result (Figure 7 B,
C). MBN digestion of a 90-base DNA that is only singly ligated
produced a radiolabeled DNA fragment of 33 bases (Fig-
ure 7 C).


Analytical-scale photocrosslinking of the platinated 90-base
probe


Photocrosslinking using a radiolabeled 90-base dumbbell
probe containing a site-specific 1,2-d ACHTUNGTRENNUNG(G*pG*) adduct of Pt-BP6
and nuclear extracts from various cancer cell lines yielded sev-
eral specific protein–platinum–DNA complexes. The results are
presented in Figure 8.


Preparative-scale photocross-
linking of the platinated 90-
base probe


Preparative-scale photocrosslink-
ing experiments using the 90-
base dumbbell probe and HeLa
nuclear extracts led to the iden-
tification of many nuclear pro-
teins with an affinity for this
platinated DNA (Table 3). All of
the proteins identified using the


25 bp probe were detected with the 90-base probe. The addi-
tional proteins identified were the transcription factor YB-1,
mismatch repair proteins Msh3 and Msh6, excision repair pro-
teins DDB1, RFC1 and RFC2, and the chromatin remodeling
proteins SMARCA3, DNA topoisomerase I, protein polybromo-1
(PB-1), SMARCA4, SMARCC2, and FACT subunit SPT16. Frag-
ment mass spectra of proteins identified by only one peptide
are available in Figure S6.


Figure 5. Western blot analysis of
PARP-1 expression using HeLa (lane 1)
and NTera2 (lane 2) nuclear extracts.


Figure 6. The 90-base DNA was synthesized from 25- and 65-base DNA frag-
ments. The 90-base product was purified (A) and the purity determined by
6 % urea-PAGE (B).


Figure 4. Photocrosslinking of 25 bp Pt-BP6 probe with nuclear extracts from various cell lines.
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90-base probe repair assay


The 90-base probe remains intact following exposure to nucle-
ar extracts from various cell lines both before and after UVACHTUNGTRENNUNGirradiation (Figure S7). Gel electrophoretic analysis of DNA ex-
posed to the extracts revealed no difference from that for un-
treated DNA. The lane labeled “U2OS + UV” in Figure S7 indi-
cates that exposure to UV light also does not affect the probe.
If the dumbbell ends were severed from the probe, as occurs
following incubation with mung bean nuclease (Figure 7 B), a
digestion product of 41 bases would be present. If the plati-
num adducts were excised by NER proteins, a DNA fragment
of 28–32 bases would appear in the gel.


Discussion


Overview of the methodology


Since the discovery that cisplatin targets DNA, much effort has
been expended to identify proteins with an affinity for the


Figure 7. The purified 90-base DNA was analyzed by mung bean nuclease (MBN) digestion. A) This enzyme will cleave the looped ends of the DNA, which
will produce a different product for singly or doubly ligated material. B) Digestion of the 90-base probe indicates that a fully ligated DNA was isolated. C) A
control experiment using a singly ligated DNA demonstrates the 33-base product produced after MBN digestion of this type of DNA.


Figure 8. Photocrosslinking of the 90-base DNA with several cancer-cellACHTUNGTRENNUNGnuclear extracts. The bands used for preparative-scale experiments areACHTUNGTRENNUNGindicated.
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platinated duplex. In the present study, we prepared and char-
acterized site-specifically modified 25 bp duplexes containing a
1,2-d ACHTUNGTRENNUNG(G*pG*) or 1,3-d ACHTUNGTRENNUNG(G*pTpG*) crosslink as well as a 90-base
dumbbell probe containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand cross-
link, all bearing a pendant photoactivatable benzophenone
crosslinking agent. Upon irradiation, these probes form cova-
lent bonds between the platinated DNA and any proteins in a
nuclear extract for which they have an affinity. Isolation of the
DNA–platinum–protein complexes followed by trypsin diges-
tion and mass spectrometric analysis allowed the proteins to
be identified. Unlike southwestern blotting and other tech-
niques, the present approach exposes the platinated DNA to
multiprotein complexes. The method requires proteins to com-
pete for binding to the probe, thus providing a more realistic
assessment of the cellular milieu. Although cisplatin itself can
form DNA–protein crosslinks, in order to form such a covalent
bond the protein would have to be in very close proximity to
the adduct.[24, 35] Pt-BP6 probes utilize a photoreactive moiety
with a six-carbon-atom linker chain, allowing for a large
number of DNA-bound proteins to be captured. Our probes
also can carry site-specific platinum adducts such that proteins
having an affinity for a particular chemical crosslink can beACHTUNGTRENNUNGanalyzed.


Identification of the proteins


Many of the proteins identified in the photocrosslinking experi-
ments conducted in this study (Tables 1–3) appear in more
than one band. This phenomenon occurs for a number of rea-
sons. During photocrosslinking and subsequent work-up steps,
the samples were kept at 4 8C whenever possible. Despite
these efforts, some protein degradation is inevitable. Degraded
proteins travel down the gel more rapidly and the fragments
appear in faster eluting bands. The nature of trypsin-digest-
coupled mass spectrometric analysis does not distinguish be-
tween full-length proteins and protein fragments. For example,
a small amount of DNA–PKcs, a protein that is clearly identified
in the most slowly eluting band (Figure 2 B, lane 1), also occurs
to a lesser degree in the three bands running just below it in
the gel. Another common problem with trypsin-digest-coupled
mass spectrometry is a phenomenon known as carry-over. The
instrumentation is extremely sensitive, able to detect attamole
quantities of peptides, and very small amounts of protein from
one run can be carried over into the next.


Even with 2 mg of nuclear extracts used for photocrosslink-
ing, only the band containing DNA–PKcs is distinctly visible by
Coomassie staining of the gels. Since the analytical-scale pho-
tocrosslinking must be used as a guide to excise bands that
run extremely close together on the gel, some overlap of ex-
cised bands is inevitable. The methodology was able to isolate


Table 3. Proteins identified by preparative-scale photocrosslinking of a 90-base DNA containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand Pt-BP6 adduct.


Band[a] Protein[a] Probability[a] MW Unique Comments
[Da] peptides[a]


1 HMGB1 2.36 � 10�5 24 878 1 See Table 1 for descriptions of proteins that are also listed here.
HMGB2 3.80 � 10�8 24 018 1
HMGB3 8.64 � 10�8 22 980 1


2 YB-1 8.32 � 10�7 35 902 1 Y-box binding protein-1 (YB-1) is a transcription factor containing a cold-shock
domain (CSD) that binds to cisplatin-modified DNA[70]


RFC2 3.31 � 10�5 39 132 2 Involved in intermediate steps of nucleotide excision repair[72]


3 Ku70 7.29 � 10�8 69 799 11
4 Msh2 1.70 � 10�7 112 834 9


Ku70 3.72 � 10�7 69 799 8
Ku80 3.89 � 10�7 82 652 3
UBF1 7.21 � 10�7 89 350 1
Msh3 5.72 � 10�6 127 376 2 Protein involved in the recognition of base pair mismatches[42]


DNA topo I 1.05 � 10�5 90 668 3 Chromatin remodeling protein involved in relaxing superhelical DNA[85]


5 PARP-1 1.61 � 10�11 113 012 13
RFC1 2.67 � 10�10 128 175 4 Binds to double-stranded DNA and interacts with proliferating cell nuclear


antigen (PCNA) to initiate transcription[72]


PB-1 2.02 � 10�9 192 823 5 SWI/SNF chromatin remodeling protein containing an HMG-domain[90]


Msh3 4.04 � 10�6 127 376 3
SMARCA4 2.14 � 10�9 184 529 4 SWI/SNF chromatin remodeling protein[89]


SMARCA3 1.31 � 10�8 113 856 2 SWI/SNF chromatin remodeling protein[89]


DNA ligase III 1.91 � 10�8 112 834 10
DDB1 7.71 � 10�5 126 887 2 Nucleotide excision repair protein that binds to cisplatin-modified DNA[2, 20, 66, 71]


6 PARP-1 6.32 � 10�8 113 012 7
SMARCC2 2.69 � 10�6 132 796 2 SWI/SNF chromatin remodeling protein[89]


DNA ligase III 7.68 � 10�7 112 834 5
Msh6 2.44 � 10�7 152 688 1 Protein involved in the recognition of base-pair mismatches[42]


Msh2 2.75 � 10�6 104 676 3
SPT16 4.93 � 10�5 119 838 2 FACT complex subunit that increases the affinity of the HMG-domain protein


SSRP1 for cisplatin-modified DNA[79]


7 DNA–PKcs 1.48 � 10�8 468 786 15


[a] See Table 1 for heading descriptions.
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and identify a band containing DNA–PKcs and one containing
HMGB1, HMGB2 and HMGB3. As described below, the presence
of PARP-1 crosslinked to our probe was identified by its ab-
sence in experiments using nuclear extracts from HeLa cells in
which the protein was silenced with RNAi (Figure 2 B). Also, the
identity of Msh2 in a band was verified by photocrosslinking
with a DNA duplex containing a combination of a platinum
adduct and a DNA mismatch (Figure 2 C). The identities of
Ku70, Ku80, and UBF1 proteins in the remaining bands are
consistent with their molecular weights. For the 90-base
dumbbell probe, it was possible to identify proteins present in
the various bands, despite their large number (Table 3). Results
with this probe clearly demonstrate that proteins photocross-ACHTUNGTRENNUNGlinked to the 25 bp duplex probe are not a consequence of
their affinity for DNA ends.


HMG-domain proteins bind with greater affinity to 1,2-d-ACHTUNGTRENNUNG(G*pG*) crosslinks


A significant difference between the Pt 1,2-dACHTUNGTRENNUNG(G*pG*) and 1,3-d-ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslinks is that the former are better
recognized by HMG-domain proteins.[8] These chromosomal
proteins bind to distorted DNA structures such as four-way
junctions and induce further bending of the duplex.[36] The
present results indicate that, in cell extracts, HMGB1 and
HMGB3 bind weakly to the 1,3-d ACHTUNGTRENNUNG(G*pG*) adduct, whereas
HMGB1, HMGB2, HMGB3, and the HMG-domain protein UBF1
all bind strongly to the 1,2-d ACHTUNGTRENNUNG(G*pG*) crosslink (Figure 2 A,
Tables 1 and 2). This finding supports previous work utilizing
electrophoretic mobility shift assays (EMSAs) of purified
HMGB1, which reveal that the protein binds to the 1,2-d-ACHTUNGTRENNUNG(G*pG*) but not the 1,3-d ACHTUNGTRENNUNG(G*pTpG*) adduct.[8] Here we provide
conclusive evidence that this behavior occurs in a nuclear
milieu, in which many other proteins can compete for binding
to the platinum crosslink.


The data provided here also establish for the first time anACHTUNGTRENNUNGaffinity of HMGB3 for platinum-modified DNA. The absence of
prior studies linking HMGB3 to the processing of platinum–
DNA adducts most likely stems from the fact that this protein
is usually expressed during embryonic development and not in
adult tissues.[37] One proteomic analysis of platinum-resistant
versus -sensitive ovarian tumors indicates that HMGB3 is ex-
pressed to a greater degree in resistant cells, although notACHTUNGTRENNUNGdramatically.[38]


Nucleotide excision repair proteins bind to Pt-BP6-modified
DNA


Replication protein A1 (RPA1) is a component of the nucleotide
excision repair apparatus, the major machinery for removing
cisplatin adducts from DNA.[2] We find this protein to be pho-
tocrosslinked only to the 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand adduct of
Pt-BP6. EMSA studies using purified RPA1 indicate that the pro-
tein has a 1.5–2-fold stronger affinity for the 1,3-d ACHTUNGTRENNUNG(G*pTpG*)
than the 1,2-d ACHTUNGTRENNUNG(G*pG*) cisplatin crosslink.[39] The 1,3-d ACHTUNGTRENNUNG(G*pTpG*)
adduct is repaired more efficiently by NER than the 1,2-d-ACHTUNGTRENNUNG(G*pG*) adduct, and repair of the latter is further inhibited,


ACHTUNGTRENNUNGexclusively for the 1,2-d ACHTUNGTRENNUNG(G*pG*) crosslink, by the binding of
HMG-domain proteins.[40] The affinity of HMG-domain proteins
in nuclear extracts for the 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand crosslink
has been established in the present experiments, as discussed
earlier. Our results indicate that RPA1 binds with greater affinity
to the 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslink of Pt-BP6 in the nu-
clear milieu, in which other proteins such as HMGB1 are avail-
able to compete for binding. That RPA1 does not bind to the
1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand adduct of Pt-BP6 most likely reflects
lower affinity for the lesion in addition to competition for bind-
ing from HMG-domain proteins.


Nucleotide excision repair of cisplatin adducts results inACHTUNGTRENNUNGexcised DNA fragments of approximately 28–32 base pairs,[40]


which is longer than the 25 bp probe. Use of a longer DNA
probe modified with Pt-BP6 should therefore increase the abili-
ty of nucleotide-excision repair proteins to bind and become
activated, providing a more complete account of proteins that
bind to platinated DNA. Photocrosslinking studies using the
longer 90-base dumbbell probe are discussed below.


Mismatch repair recognition complexes bind to platinum-
damaged DNA


The binding of mismatch repair proteins to cisplatin-damaged
DNA is relevant to the antiproliferative effects of the drug and
is discussed in detail in the literature.[16, 41–46] The affinity of
MMR protein Msh2 for various constructs of cisplatin-modified
DNA has been demonstrated.[41, 47] Msh2 forms a complex with
either Msh3 or Msh6 when it binds to DNA containing mis-
matches. These two distinct mismatch repair recognition com-
plexes have different affinities for certain types of mismatched
bases and nucleotide insertions or deletions.[48] The current
study establishes that both protein complexes Msh2/Msh3 and
Msh2/Msh6 will bind to platinum-modified DNA in nuclearACHTUNGTRENNUNGextracts (Table 3).


Previous work using EMSAs indicates that the mismatch
repair protein, Msh2, has a greater affinity for a 1,2-d ACHTUNGTRENNUNG(G*pG*)
cisplatin crosslink in which the unplatinated DNA strand con-
tains a mismatched thymine opposite the 3’-guanosine.[41] This
result nicely correlates with the finding of the present study, in
which the crosslinking efficiency is enhanced in the mis-
matched probe (Figure 2 C). The increased affinity of Msh2 for
DNA containing the mismatched platinum crosslink is accom-
panied by diminished photocrosslinking to the other proteins.
If a DNA polymerase were able to bypass a cisplatin adduct,
the resulting product would incorporate a mismatched base[49]


and become a better binding site for mismatch repair proteins,
inducing futile attempts to repair the compound lesion and
eventually signal apoptosis.[14]


Are Pt-BP6 adducts a reasonable facsimile for those ofACHTUNGTRENNUNGcisplatin?


Our photocrosslinking results demonstrate that the Pt-BP6-
modified probe mimics cisplatin-modified DNA. Many of the
proteins crosslinked by Pt-BP6 have been previously associated
with cisplatin-damaged DNA. This finding indicates that cis-
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{PtACHTUNGTRENNUNG(NH3)(N-(6-aminohexyl)-4-benzophenonamide)}2 +-DNA cross-
links are processed in a manner identical to those of cis-
{PtACHTUNGTRENNUNG(NH3)2}2 + . The probe containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand
adduct forms photocrosslinks to several HMG-domain proteins
whereas the probe containing a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand Pt-
BP6 adduct, like that for cisplatin, bound these proteins weakly
or not at all. Also, only the 1,3-d ACHTUNGTRENNUNG(G*pTpG*) probe formed pho-
tocrosslinks to the nucleotide excision repair protein, RPA1
(Tables 1 and 2). The probe containing a compound lesion of a
1,2-d ACHTUNGTRENNUNG(G*pG*) adduct of Pt-BP6 and a C–T mismatch photocros-
slinked more strongly to the mismatch repair protein Msh2
(Figure 2 C). These results agree with work described in theACHTUNGTRENNUNGliterature with cisplatin–DNA probes in EMSAs with purified
proteins.[8, 39, 41]


The fact that the ammine/alkyl amine platinum complex Pt-
BP6 behaves like cisplatin is relevant to the mechanism of the
orally available platinum(IV) compound cis,trans,cis-[Pt ACHTUNGTRENNUNG(NH3)-ACHTUNGTRENNUNG(cyclohexylamine) ACHTUNGTRENNUNG(acetato)2Cl2] , satraplatin, which has under-
gone clinical trials for hormone-resistant prostate cancer. Satra-
platin is reduced to platinum(II) in blood, and in cells the cis-
{PtACHTUNGTRENNUNG(NH3)(cyclohexylamine)}2 + cation is expected to be the DNA-
binding moiety.[33, 50] DNA adducts formed by satraplatin are
apparently not recognized by mismatch repair proteins.[44] Our
present results suggest that satraplatin–DNA adducts, which
contain a pendant cyclohexylamine structurally similar to the
benzophenone arm of the BP6 ligand, might be processed by
the cell in a manner identical to that of cisplatin.


Photocrosslinking results are not strongly dependent on the
composition of nuclear extracts from different cancer cell
lines


The photocrosslinking experiments were extended to include
nuclear extracts from a variety of cancer cell lines having varia-
ble sensitivities to cisplatin (Figure 4). The proteins photo ACHTUNGTRENNUNGcross-ACHTUNGTRENNUNGlinked by the platinated probe are generally consistent among
all cell lines tested, although their relative amounts differ. The
fact that extracts from a variety of cells exhibit an identical
array of platinated-DNA-binding proteins is consistent with
recent work indicating that the success of oxaliplatin, by com-
parison to cisplatin or carboplatin, to treat colorectal cancer is,
in part, a consequence of increased cellular uptake[51] and not
differential processing of the Pt–DNA adducts. The one notable
difference in the present work is the extent of photocrosslink-
ing of PARP-1. The amount of photocrosslinking of the protein
between the different extracts varies greatly, with the greatest
levels appearing in extracts from NTera2 testicular cancer cells
(Figure 4, lane 3). The consequences of PARP-1 binding to plati-
num-modified DNA are discussed below. Photocrosslinking
with nuclear extracts from the same cell lines using the 90-
base Pt-BP6 probe (Figure 8) showed similar results. Fewer pro-
teins are present in BxPC3 nuclear extracts that bind to plati-
nated DNA than in similar extracts from the other cells. Unlike
experiments using the 25 bp probe (Figure 2 B), photocrosslink-
ing studies with the 90-base probe using nuclear extracts in
which PARP-1 is silenced did not reveal a resolved band con-
taining this protein (Figure 8). This finding is most likely due to


overlap between the PARP-1–platinum–DNA complex and
other proteins having a similar molecular weight (Table 3).


In summary, the results from the present photocrosslinking
experiments reveal that recognition of platinum-damaged
DNA is largely conserved between nuclear extracts from cell
lines with differing sensitivities to cisplatin and that DNA
damage recognition is not likely to be the sole reason for the
variable response of the cells to cisplatin treatment.


PARP-1 binds to platinum-damaged DNA


Photocrosslinking experiments identified poly(ADP-ribose)
polymerase-1 (PARP-1) as a key protein that binds to both the
1,2-d ACHTUNGTRENNUNG(G*pG*) and 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand Pt-BP6 crosslinks.
Using nuclear extracts from HeLa cells in which PARP-1 was si-
lenced by RNAi, we confirmed the identity of the band con-
taining PARP-1 with the 25 bp duplex probe (Figure 2 B). PARP-
1 has been associated with base excision repair[52] and a
backup system of nonhomologous end joining (NHEJ) ; this
latter process repairs double strand breaks when the DNA–PK
heterotrimer is compromised.[53, 54] In both of these activities,
PARP-1 recruits DNA ligase III to the damage site,[52] which we
propose to be the main reason for DNA ligase III photocross-ACHTUNGTRENNUNGlinking by our probes.


PARP-1 catalyzes the addition of poly(ADP–ribose) (PAR)
polymers onto acceptor proteins in a reaction that consumes
NAD+ .[31] PAR polymers created by PARP proteins can signal
the release of apoptosis-inducing factor (AIF) from mitochon-
dria, which initiates apoptosis.[55] PARP activity depletes cellular
reservoirs of NAD+ , leading to a shutdown of glycolysis. Since
cancer cells rely on glycolysis for ATP production, the cells will
die by necrosis.[56] The formation of PAR polymers on nuclear
proteins is important, since each unit of the polymer contains
two negatively charged phosphate moieties, which electrostat-
ically repel the DNA backbone in the vicinity of a PAR-modified
protein.[57] A major target of PARP-1 activity is PARP-1 itself,
which leads to dissociation of the enzyme from DNA. PARP-1
can also modify histone proteins, relaxing their DNA interac-
tions, which may facilitate repair.[31]


Given the sensitivity of NTera2 cells to cisplatin, the high
levels of PARP-1 expression in this context (Figure 5) suggest a
role for this protein in mediating the anticancer activity of the
drug. PARP-1 is commonly mutated in germ cells, specific var-
iants being Val762Ala and Lys940Arg, two residues in the cata-
lytic domain of the protein.[58] Compromised activity of PARP-1
by these mutations may be the reason that such high levels of
the protein are present in this cell line. PARP inhibitors have
been used to sensitize cells to cisplatin and carboplatin,[59, 60] al-
though there are conflicting results that indicate no effect.[61]


On balance, the data suggest that PARP-1 may facilitate repair
of Pt–DNA adducts, since its inhibition sensitizes cells to cispla-
tin. The anticancer potential of PARP inhibitors and platinum
drugs in combination therapies is currently being investigated
in phase I and II clinical trials.[62]


Given this information, the identification of PARP-1 as a pro-
tein that binds to platinum-modified DNA is a significant dis-
covery. Since the protein also recognizes double-strand breaks,
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we investigated the possibility that it binds to the ends of our
25-mer probe rather than the platinum crosslink by preparing
a site-specifically platinated 90-base dumbbell probe. PARP-1
can bind to the hairpin loops of dumbbell DNA, but in so
doing only makes contact with the four adjacent base pairs.[32]


In our probe, the platination site is 19 base pairs from the
loops (Figure 1 B) making it very unlikely that PARP-1 would be
photocrosslinked without binding at the site of platination.
Photocrosslinking experiments using the 90-base dumbbell
probe confirmed that every protein identified using the 25 bp
probe, including PARP-1, binds at the platinum site and not
the DNA ends (Table 3). Several proteins were identified using
this longer probe that were not found with the 25 bp duplex
probe as discussed below.


The DNA–PK heterotrimer binds to the 90-base dumbbell
probe


Experiments using the 90-base probe eliminated the possibility
that photocrosslinking was a consequence of protein binding
to DNA ends except for Ku70 and Ku80 (Table 3), which inter-
act with DNA double-strand breaks as well as loops[63] to form
a complex that translocates along the DNA duplex.[64] DNA-
bound Ku proteins also recruit DNA–PKcs,


[65] and the Ku family
are also known to bind to cisplatin-modified DNA.[17] Investi-
gating the specificity of the Ku proteins for platinum-modified
DNA remains a challenge owing to these properties and, from
the present studies, we are unable to conclude definitively
that their capture in the photocrosslinking studies is solely the
consequence of platinum lesion recognition.


Proteins involved in nucleotide excision repair bind to the
90-base DNA probe


The DNA damage binding protein-1 (DDB-1), which is the
142 kDa subunit of the complex DDB, originally known as xero-
derma pigmentosum complementation group E protein bind-
ing factor (XPE-BF), was photocrosslinked by the 90-base
probe. The cisplatin-modified DNA-binding ability of this pro-
tein has been demonstrated by using EMSAs with extracts
from XPE cells, which contain mutated DDB-1.[20, 66] This protein
stimulates nucleotide excision repair (NER) of UV-damaged
DNA,[67] although it is apparently not necessary for repair of a
cisplatin 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand adduct.[68] The role of DDB-
1 in cisplatin-damaged DNA repair is not well understood; it
may be one of the first NER proteins to bind to damaged
DNA.[69]


The transcription factor YB-1, which was photocrosslinked
by the 90-base probe, binds to cisplatin-modified DNA.[70] The
consequences of this binding may derive from the interaction
of YB-1 with proliferating-cell nuclear antigen (PCNA), a protein
necessary for NER.[2, 71] Another PCNA-interacting protein pho-
tocrosslinked by our 90-mer probe is replication factor C
(RFC).[69] Five RFC proteins are involved in DNA replication and
repair.[72] RFC1 binds to double-stranded DNA and interacts
with PCNA to initiate transcription.[72] A role for RFC1 in DNA
repair is supported by experiments demonstrating that the


protein is necessary to promote cell survival following cisplatin
or UV exposure.[73] The protein RFC2 was also photocrosslinked.
RFC2 binds to damaged DNA downstream of damage recog-ACHTUNGTRENNUNGnition in the nucleotide excision repair pathway following ex-ACHTUNGTRENNUNGcision of the damaged bases.[74, 75] It may be responsible for
keeping the damage response activated until repair is complet-
ed.[76]


Since RFC2 has been implicated in binding to damaged DNA
after excision of a lesion, the integrity of the 90-base probe fol-
lowing incubation with nuclear extracts was investigated. After
two hours, the DNA was analyzed by PAGE, which indicated
that Pt-BP6 was not excised (Figure S7). This result proves that
RFC2 binds to platinum-damaged DNA prior to excision of the
lesion. Our experiments also demonstrate that the dumbbell
DNA structure is stable in nuclear extracts, consistent with
other studies of this type of DNA structure.[77] The stability of
dumbbell DNA structures in biological media has led to anACHTUNGTRENNUNGinvestigation of their therapeutic potential as decoys for tran-
scription factors.[78]


The photocrosslinking of SPT16 gives structural information
about the binding of the FACT complex to platinum-modi-
fied DNA.


The SPT16 subunit of the FACT (FAcilitates Chromatin Tran-
scription) complex increases the affinity of its other subunit,
the HMG-domain protein SSRP1, for cisplatin-modified DNA.[79]


Structural analysis of the HMG-domains of HMGB1 indicate
that the domains bind to the widened minor groove of cis-ACHTUNGTRENNUNGplatin-modified DNA in a hydrophobic notch opposite the
lesion.[80–82] The photocrosslinking of SPT16 but not SSRP1 sug-
gests that the latter interacts mainly with DNA across from the
platinum crosslink, and that SPT16 is directed toward the
adduct. The photocrosslinking of SPT16 demonstrates that it
binds to platinum-modified DNA in the context of the nuclear
milieu and is relevant to the processing of platinum adducts.


Chromatin remodeling proteins bind to platinum-modified
90-base dumbbell DNA


DNA topoisomerase I (topo I) binds to closed circular DNA and
DNA–histone complexes containing cisplatin adducts.[83, 84]


Topo I relaxes superhelical DNA by severing one strand, cross-
ing the unbroken strand through the break, and then religat-
ing the broken strand. This function is necessary for transcrip-
tion.[85] The stalling of topo I at DNA damage sites can interfere
with repair, an effect blocked by poly(ADP-ribosyl)ation of
topo I by PARP-1 and PARP-2, which dissociates the protein
from DNA.[86] The combination of cisplatin and topo I inhibi-
tors, such as camptothecin, has improved response in clinical
trials.[87] The synergistic cell-killing by these two drugs is not
well understood, but the effect only occurs in cells with a func-
tional homologous recombination repair pathway.[88] The ability
of topo I to bind non-nucleosomal platinum-modified DNA has
not been established, but the current study demonstrates that
the interaction will occur in nuclear extracts.
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The SWI/SNF family proteins SMARCA3, SMARCA4,
SMARCC2, and protein polybromo-1 (PB-1) were photocross-ACHTUNGTRENNUNGlinked by the 90-base dumbbell probe. The acronym SMARC
stands for SWI/SNF-related matrix-associated actin-dependent
regulators of chromatin. These proteins are responsible for
chromatin remodeling, which allows the transcription machin-ACHTUNGTRENNUNGery to process DNA that is tightly wrapped around his ACHTUNGTRENNUNGtones.[89]


One member of this family, PB-1, contains an HMG-domain,[90]


which may bind to the platinum site and recruit the other
SWI/SNF proteins. The affinity of PB-1 and the SWI/SNF family
of proteins for platinum-modified DNA has not been demon-
strated prior to the present work. The ability of these proteins
to bind to platinum-modified DNA might inhibit excision of
the adduct by NER proteins or hijack them from their native
functions.


Pt-BP6-modified DNA is able to photocrosslink proteins with
low cellular abundance


The binding of proteins to DNA is an equilibrium process, but
photocrosslinking creates a covalent bond, which prevents
proteins from dissociation. Due to this covalent linkage, any
protein with an affinity for platinum-modified DNA will be pho-
tocrosslinked by the probe. As few as 500 zeptomoles of tryp-
sin-digested peptides can be detected by the Thermo Electron
Model LTQ Ion-Trap mass spectrometer used in our experi-
ments.[91] In practice, the instrument used in these studies will
detect subfemtomole amounts of peptide in complex mix-
tures,[92] corresponding to fewer than 6.02 � 108 molecules. In
our preparative-scale photocrosslinking experiments, we used
2 mg of HeLa nuclear extracts. These extracts are collected
from five 175 cm2 cell culture plates, each containing approxi-
mately 1.8 � 107 cells. If a protein were expressed at a level of
only 10 copies per cell, there would be 9 � 108 copies of that
protein present in our extracts. Although such poorly ex-
pressed proteins would have to compete for binding with
other more abundant ones, photocrosslinking will create an ir-
reversible covalent bond between any protein having an affini-
ty for the platinum-modified DNA and the probe. These con-
siderations indicate that proteins expressed at a level as low as
ten copies per cell should be detectable by our methods.


Several highly abundant proteins present at upwards of 105


molecules per cell were identified using Pt-BP6-modified DNA,
including PARP-1[93] and the Ku proteins.[94] Other proteins
identified are not nearly as abundant, such as the MMR pro-
teins Msh2, Msh3, and Msh6, as well as the SWI/SNF family pro-
teins, for which there are only 100–200 molecules per cell,[95, 96]


and DDB1, which is present at 8000 molecules per cell.[97] The
expression of HMGB3 in adult tissues was undetectable by RT-
PCR,[37] but was identified with our methodology. The identifi-
cation of these proteins demonstrates that these photo ACHTUNGTRENNUNGcross-ACHTUNGTRENNUNGlinking experiments provide a very sensitive method for detec-
tion of platinum-damaged DNA binding proteins.


Conclusions


DNA duplexes site-specifically platinated with a cisplatin ana-
logue containing an amino ligand bearing a pendant photo-ACHTUNGTRENNUNGactivatable moiety, Pt-BP6, were prepared to capture proteins
with an affinity for Pt-modified DNA. Differences in photo ACHTUNGTRENNUNGcross-ACHTUNGTRENNUNGlinking between a 25 bp probe containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) or
1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand crosslink reflect preferences previ-
ously reported for DNA adducts of cisplatin studied in isola-
tion. For example, HMG-domain proteins strongly favor the
1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand crosslink whereas the nucleotide exci-
sion repair protein RPA1 prefers the 1,3-d ACHTUNGTRENNUNG(G*pTpG*) adduct.
Similarly, a duplex containing the 1,2-d ACHTUNGTRENNUNG(G*pG*) adduct of Pt-
BP6 carrying a mismatched base opposite the platination site
has a greater affinity for the mismatch repair protein, Msh2.
These results indicate that the Pt-BP6-DNA lesion is processed
in manner analogous to cisplatin–DNA lesions and that recog-
nition of damaged DNA is effective in the context of the nucle-
ar environment. The Pt-BP6-DNA probe allowed us to identify
PARP-1 binding specificity to Pt-modified DNA. PARP-1 is cur-
rently a subject of much scrutiny by cancer biologists, and the
discovery that it binds to platinum-modified DNA warrants fur-
ther attention. This protein is differentially expressed among
the sampling of cancer cell lines routinely investigated in our
laboratory and high levels of expression in testicular cancer
cells lead to greater photocrosslinking. Because of the affinity
of some of the identified proteins for DNA ends, photo ACHTUNGTRENNUNGcross-ACHTUNGTRENNUNGlinking experiments were conducted with a site-specifically
platinated 90-base dumbbell probe, in which the capture of
most proteins bound to DNA ends is highly unlikely. Photo-
crosslinking experiments with the 90-base probe identified sev-
eral previously unrecognized platinum-DNA damage recogni-
tion proteins. Included are YB-1, DDB1, as well as several other
proteins involved in nucleotide excision repair and chromatin
remodeling. A numerical analysis reveals that this technology
should be able to detect proteins expressed at very low levels
that bind to platinum-DNA damage in cells. The ability of
these proteins to bind to platinum-modified DNA suggests
that further studies should be carried out to define the role of
these proteins in the processing of DNA damage. The effect on
cisplatin sensitivity of silencing or chemical inhibition of these
proteins is also warranted.


Experimental Section


Materials : Solvents and chemical reagents were purchased from
commercial sources. Potassium tetrachloroplatinate(II) was provid-
ed by Engelhard. DNA strands were synthesized on an Applied Bio-
systems ABI 392 DNA/RNA synthesizer using solvents and reagents
supplied by Glen Research. Enzymes were purchased from New
England BioLabs and Promega. UV/Vis spectra were obtained on
an HP 8453 UV/Vis spectrometer. Platinum analyses were per-
formed by flameless atomic absorption spectroscopy on a Perkin–
Elmer Analyst 300 system. Analytical and preparative HPLC work
was performed either on an HP Waters or an Agilent 1200 HPLC
system. UV irradiation was conducted in a Stratagene Stratalinker
UV Crosslinker. Protein digestion and analyses were performed by
trypsin digestion-coupled LC-MS/MS analysis at the MIT Biopoly-
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mers facility. Antibodies used in western blot experiments were
purchased from Axxora Life Sciences.


Synthesis of a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand Pt-BP6-modified 25 bp
DNA : A 25-base-pair DNA duplex, site-specifically platinated with
Pt-BP6, was synthesized as reported previously.[28] Briefly, cis-
ammineACHTUNGTRENNUNG(BP6)dichloroplatinum(II) (Scheme 1 B) was activated by
treatment with AgNO3 and allowed to react in a 2:1 molar ratio
with a 25-base single-stranded DNA containing one d ACHTUNGTRENNUNG(G*pG*) site,
5’-CCT CTC CTC TCA GGA TCT TCT CTC C-biotin-TEG-3’. The singly
platinated 25 bp was then isolated by reversed-phase HPLC and
characterized by UV/Vis absorbance, atomic absorption spectrosco-
py, and by ESI-MS.


Synthesis of a 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand Pt-BP6-modified 25-
base single-stranded DNA : In a method similar to that used to
prepare a DNA strand containing the 1,2-d ACHTUNGTRENNUNG(G*pG*) adduct, cis-
ammineACHTUNGTRENNUNG(BP6)dichloroplatinum(II) was activated with AgNO3. To a
solution of a 25-base DNA (35 nmol) containing one dACHTUNGTRENNUNG(G*pTpG*)
site, 5’-CCT CTC CTC TCG TGA TCT TCT CTC C-desthiobiotin-TEG-3’,
in NaH2PO4 (10 mm, pH 6.3) was added activated Pt-BP6 (70 nmol).
The reaction was incubated overnight at 37 8C with mixing. The
singly platinated 25-base DNA was then isolated by reversed-phase
HPLC on an Agilent C18 300-SB column. The method used was 0–
12 % B over 5 min, followed by 12–25 % over 25 min, where sol-ACHTUNGTRENNUNGvent A contained water/acetonitrile (95:5) and trifluoroacetic acid
(0.1 %), and solvent B contained acetonitrile/water (90:10) and tri-
fluoroacetic acid (0.1 %). The collected fractions were neutralized
with dilute sodium hydroxide and lyophilized. The samples were
then reconstituted in water and dialyzed to remove salt.


Characterization of 1,3-d ACHTUNGTRENNUNG(G*pTpG*) intrastrand Pt-BP6-modified
25-base DNA probes : Each collected peak was characterized by
UV/Vis absorbance and atomic absorption spectroscopy to estab-
lish a 1:1 ratio of platinum per DNA. The collected peaks were
characterized by ESI-MS to confirm that both chloride ligands were
replaced by Pt–DNA bonds. Platination of the guanine bases was
verified by enzymatic digestion of the DNA. The digests consisted
of NaOAc (100 mm, 20 mL, pH 5.2), ZnCl2 (100 mm, 1 mL), nucleACHTUNGTRENNUNGase
P1 (10 mL), and DNA (150 pmol). The total reaction volumes were
increased to 100 mL with ddH2O. The solutions were mixed thor-
oughly and incubated at 37 8C overnight. Next, Tris-HCl (1.5 m,


5 mL, pH 8.8) and calf intestinal phosphatase (1 mL, CIP) were
added. After a 4 h incubation at 37 8C, the samples were centri-
fuged at 5000 rpm for 5 min. The supernatants were analyzed by
RP-HPLC using a Supelcosil LC-18-S column. The method was 5–
15 % B over 30 min, 15–80 % B over 10 min, and 80 % B for 5 min,
where solvent A was NaOAc (100 mm, pH 5.2) and solvent B was
methanol.


Synthesis of Pt-BP6-modified duplex 25 bp probes : For analyti-
cal-scale photocrosslinking experiments, each platinated top strand
(50 pmol) was annealed to an equimolar amount of the comple-
mentary bottom strand and radiolabeled by standard T4 PNK phos-
phorylation procedures. The duplex 25 bp was then isolated by
15 % native PAGE using audioradiography to locate the radiola-
beled DNA, which was subsequently extracted from the gel. The
final product was then analyzed by 15 % native PAGE. For prepara-
tive scale photocrosslinking experiments, each platinated or unpla-
tinated top strand (500 pmol or 1 nmol) was annealed to an equi-
molar amount of the complementary bottom strand. The double-
stranded DNA was purified by 15 % native PAGE and visualized by
UV shadowing. Following excision of the desired band, the DNA
was extracted from the gel and dialyzed to remove salt. The con-


centration of the DNA was then determined by UV/Vis spectrosco-
py.


Design and synthesis of a 25 bp duplex containing a mis-
matched 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand adduct of Pt-BP6 : A single-
stranded 25-base DNA of the sequence 5’-GGA GAG AAG ATC TTG
AGA GGA GAG G-3’ was prepared on a DNA synthesizer using stan-
dard phosphoramidite methods. The DNA was heated to 55 8C for
14 h and then purified by 12 % denaturing PAGE. The DNA was lo-
cated by UV shadowing and then extracted from the gel and dia-
lyzed as described above. This DNA was then annealed to a com-
plementary 25-base DNA containing a 1,2-d ACHTUNGTRENNUNG(G*pG*) intrastrand
adduct of Pt-BP6 and the duplex was purified and used for analyti-
cal-scale photocrosslinking experiments as described above.


Synthesis of a biotinylated 65-base DNA : DNA having the se-
quence 5’-CCA CAC CCT TTT GGG TGT GGG GAG AGA AGA TCC
TGA GAG GAG AGG GCC GAG TTACHTUNGTRENNUNG(biotin-T)TTT AAC TCG GC-3’ was
prepared at a 1 mmol scale. Biotin-T represents a commercially
available biotin-modified thymine phosphoramidite (Glen Re-
search). The DNA was purified by 6 % urea-PAGE and visualized by
UV shadowing and excised. The DNA was extracted from the gel
and dialyzed versus water using dialysis tubing with a molecular-
weight cutoff of 3500 (Pierce).


Synthesis of site-specifically modified 90-base probe : For analyti-
cal-scale experiments, 100 pmol each of 25-Pt-BP6 and 65-biotin
were radiolabeled using T4 PNK (New England Biolabs) and a mix-
ture of unradiolabeled and g-32P-ATP. The radiolabeled DNA was
annealed in NEBuffer 3 (100 mL, New England BioLabs ; 50 mm Tris-
HCl pH 7.9, 100 mm NaCl, 10 mm MgCl2, 1 mm DTT) from 90 to
16 8C over 4 h. The DNA was ligated by the addition of T4 DNA
ligase reaction buffer (100 mL; 50 mm Tris-HCl, 10 mm MgCl2, 1 mm


ATP, 10 mm DTT, pH 7.5, 400 units T4 DNA ligase) and incubated at
16 8C overnight. The ligated DNA was analyzed and then purified
by 6 % urea-PAGE. The bands were isolated by audioradiography
and extracted from the gel. The DNA was then reannealed and
ethanol-precipitated. For preparative-scale experiments, 65-biotin
(2 nmol) and platinated and unplatinated 25-base DNA (1 nmol
each) were phosphorylated using T4 PNK and ATP (10 mm). The
DNA was annealed and ligated in a method analogous to that
used for the analytical-scale probes. The ligated DNA was purified
by 6 % urea-PAGE and the band was isolated by UV shadowing.
The DNA was extracted from the gel and then reannealed andACHTUNGTRENNUNGethanol-precipitated.


Characterization of site-specifically modified 90-base probe : To
ensure that the collected product contained one 65-base DNA and
one 25-base DNA, the preparative-scale probe was analyzed by nu-
clease digestion. Each digestion was performed with purified DNA
(75 pmol). The DNA was digested with exonuclease III, T7 exonu-
clease, and mung bean nuclease for 1 h at 30 8C in NEBuffer 4
(60 mL; 50 mm potassium acetate, 20 mm tris-acetate, 10 mm mag-
nesium acetate, 1 mm DTT, pH 7.9). To the solution was then
added 10X S1 nuclease buffer (10 mL; 500 mm sodium acetate
pH 4.5, 2.8 m NaCl, 45 mm ZnSO4) and nuclease S1 (10 mL, Prome-
ga). The solutions were mixed thoroughly and incubated at 37 8C
overnight. Next, Tris-HCl (1.5 m, 5 mL, pH 8.8) and calf intestinal
phosphatase (1 mL, CIP) were added. After a 4 h incubation at
37 8C, the samples were centrifuged at 5000 rpm for 5 min. The su-
pernatants were analyzed by RP-HPLC on a Supelcosil LC-18-S
column. The eluant was a gradient of 5–15 % B over 30 min, 15–
80 % B over 10 min, and 80 % B for 5 min, where solvent A was
NaOAc (100 mm, pH 5.2) and solvent B was methanol. To examine
whether the DNA was fully ligated, the analytical-scale probe was
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digested with mung bean nuclease, which cleaves the looped
ends. The purity of the DNA was first analyzed by 6 % urea-PAGE.
As a control, a singly ligated 90-base probe was synthesized on
the DNA synthesizer, purified, and radiolabeled as above. In an ep-
pendorf tube, DNA (1 pmol) was incubated in MBN reaction buffer
(50 mm sodium acetate, 150 mm NaCl, 1 mm ZnSO4, 5 units mung
bean nuclease, pH 5.0) for 30 min at room temperature. The re-ACHTUNGTRENNUNGactions were analyzed by 8 or 12 % urea-PAGE.


Cell culture : Cells were grown in Dulbecco’s Modified Eagle’s
Medium (DMEM) with fetal bovine serum (FBS, 10 %) and penicil-
lin–streptomycin (1 %) at 37 8C under CO2 (5 %). Once growth
reached ~80 % confluence, cells were trypsinized and passaged or
collected. Cells between passages 4 and 18 were collected and
used for preparing nuclear extracts. Testicular (NTera2), cervical
(HeLa), bone (U2OS), pancreatic (BxPC3), and HeLa cells in which
PARP-1 was silenced by RNAi were used for these experiments.


Short hairpin RNA (shRNA)-induced RNAi on PARP-1 in HeLa
cells : We designed several DNA sequences that transcribe to
shRNAs for silencing PARP-1 in HeLa cells. These DNA constructs
were cloned into the plasmid vector pcDNA3.1-Zeo(�)-U6. This
plasmid, derived from pcDNA3.1-Zeo (�) (Invitrogen), has the
human U6 promoter inserted upstream of the cloning site to drive
shRNA transcription. The transfected HeLa cells were selected in
DMEM with Zeocin (100 mg mL�1). After Zeocin selection, cells were
collected by trypsin digestion and their nuclear extracts were pre-
pared as previously reported.[28] The total protein concentrations of
the extracts were estimated by bicinchoninic acid solution (BCA)
assay. For each sample, extracts with 20 mg of total protein were
analyzed by western blot. With the use of a MoFlo high-perfor-
mance cell sorter (DakoCytomation), HeLa cells transfected with
the plasmid were sorted into wells of two 96-well plates. The in-
strument set up allows only 0.1 mL of diluted culture with no more
than one cell being added to each well. The single clones were in-
cubated at 37 8C for two weeks. During this time, the medium was
changed every four days. These cells were collected by trypsinACHTUNGTRENNUNGdigestion and grown in six-well plates. The nuclear extracts of sur-
vived clones were analyzed by western blot to evaluate the expres-
sion level of PARP-1.


Nuclear extraction : Nuclear extracts were prepared as reported
previously.[28] In a typical extraction, a cell pellet from 5 � 175 cm2


plates was used. Nuclear extracts were quantified by using the
BCA assay and stored at �80 8C. Between 0.5–1 mg of protein
were obtained from each 175 cm2 plate. For preparative-scale pho-
tocrosslinking experiments, 4 mg of nuclear extracts were required
and could be obtained from 4–8 � 175 cm2 plates.


Analytical-scale photocrosslinking : Established conditions for
photocrosslinking were used.[28] Briefly, radiolabeled DNA (1 pmol)
was incubated with nuclear extracts (20 mg) in binding buffer
(20 mL; 10 mm Tris-HCl pH 7.5, 10 mm MgCl2, 50 mm KCl, 1 mm


EDTA, 0.05 % NP-40, 0.2 mg mL�1 BSA). The reaction was incubated
on ice under UV irradiation for 2 h. Irradiation was performed by
using NEC FL8BL 8W bulbs, which provide a maximum at 360 nm
with minimal output at 300 nm (http://www.nelt.co.jp/english/
products/safl/). The latter wavelength could potentially labilize the
platinum-DNA bonds. The samples were placed at a distance of
4 cm from the lamps. The reactions were analyzed by 10 % SDS-
PAGE with a 4 % stacking gel for the 25 bp probe or 7.5 % SDS-
PAGE with a 4 % stacking gel for the 90-base probe. The gel was
dried and visualized using an Amersham Biosciences phosphor-ACHTUNGTRENNUNGimager.


Preparative-scale photocrosslinking : To unradiolabeled DNA
(100 pmol) in binding buffer (100 mL) was added HeLa nuclear ex-
tract (2 mg). The reaction mixtures were irradiated for 2 h on ice.
To each reaction mixture were then added streptavidin-coated
magnetic beads (5 mg, Dynabeads, Invitrogen), and the solutions
were incubated with mixing for 20 min at 4 8C. To the solution was
then added 2 � elution buffer (400 mL; 50 mm Tris-HCl, 10 mm DTT,
1 % SDS, pH 7.9) and the mixture was incubated with agitation for
20 min at 4 8C. The supernatant was then removed from the beads
using a magnet. The beads were washed four times with high salt
buffer (5 mm Tris-HCl, 500 mm EDTA, 1 m NaCl, pH 7.5), each time
removing the supernatant using the magnet. The beads were then
washed five times with 1 � elution buffer, again each time remov-
ing the supernatant using the magnet. After the fifth elution buffer
wash was removed, 2 � SDS-PAGE loading buffer (40 mL; 100 mm


Tris-HCl, 20 mm DTT, 2 % SDS, 30 % glycerol, 0.1 % bromophenol
blue, pH 7.9) was added to the solution. The solution was heated
to 90 8C for 10 min to dissociate the biotinylated DNA from the
beads and the supernatant was quickly removed using the
magnet. The reactions were resolved by 10 % SDS-PAGE with a 4 %
stacking gel for the 25 bp probe or 7.5 % SDS-PAGE with a 4 %
stacking gel for the 90-base probe. Following electrophoresis, the
gel was removed from the plates and the lanes containing the
preparative-scale photocrosslinking products were separated from
the rest of the gel using a blade. These lanes were then soaked in
Coomassie Blue R-250 for 1 h and destained in 10 % methanol, 7 %
glacial acetic acid, 83 % ddH2O twice for 1 h each. The bands were
located using the results from the radioactive analytical-scale cross-
linking experiment as a guide. Molecular-weight ladders were run
on both gels, such that the locations of each band on the gel
could be precisely estimated prior to excision. Bands were excised
from lanes containing Pt-BP6-platinated DNA as well as unplatinat-
ed DNA. The excised bands were analyzed by trypsin digest-cou-
pled LC-MS/MS. The peptide fragments were then processed by
SEQUEST protein analysis software to identify the parent pro-
teins.[98] The proteins present in the lane containing the unplatinat-
ed DNA were eliminated from the list of those found in the lane
with the Pt-BP6-platinated DNA. Proteins were accepted only if
they occurred in two repetitions of the crosslinking experiments. In
accordance with suggested guidelines for the identification of pro-
teins by trypsin digest-coupled mass spectrometry,[99] the proteins
identified were only accepted if meeting the criteria of low proba-
bility of coincidental identification (P<1.0 � 10�3) and/or multiple
unique matching peptides found. “Unique peptides” were defined
as having entirely different sequences from one another; two pep-
tides differing only by one modified amino acid were scored as
being identical. Mass spectra from proteins identified by a single
peptide match with good probability are available in the Support-
ing Information. Almost all of the proteins found in these experi-
ments were identified by three or more peptides and two repeti-
tions, and these results are presented with great confidence.


90-base probe repair assay: DNA (1 pmol) was incubated in bind-
ing buffer (20 mL) with nuclear extracts (20 mg) from HeLa, NTera2,
BxPC3, U2OS, and PARP-1 silenced HeLa cells. The reactions were
incubated on ice for 2 h. A sample containing U2OS nuclear ex-
tracts was exposed to UV irradiation for 2 h to assess whetherACHTUNGTRENNUNGirradiation effects the stability of the DNA. The samples were
phenol-extracted and ethanol-precipitated to remove proteins and
concentrate the DNA. The samples were analyzed by 8 % urea-
PAGE.
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Introduction


Bone is composed of collagen fibers mineralized by carbonat-
ed apatite crystals that grow in the gap regions of the individ-
ual fibrils. During bone maturation, the dimensions of the pla-
telet-like crystals increase to such an extent that they expand
beyond the collagen gap regions, leading to an increase in the
mineral-to-collagen ratio. The resulting increase in mineraliza-
tion alters the chemical composition of the fibril surface and
the mechanical properties of bone.[1–3] To maintain its function-
ality, in particular in response to load, bone must be repaired
when damaged. Bone thus continuously undergoes remodel-
ing, based on the well-balanced cellular activity of osteoblasts,
which deposit new bone, and osteoclasts, which are responsi-
ble for bone resorption. The balance between the activities of
these two cell types is essential for normal bone functioning.
Indeed, several bone diseases, among them osteoporosis,
which is caused by excessive osteoclast action, and osteopet-
rosis, which is caused by reduced osteoclast activity, are relat-
ed to a pathological imbalance between their activities.[4]


Bone resorption by osteoclasts is performed by a specialized
“resorptive apparatus,” which consists of a cytoskeleton-associ-
ated sealing zone through which the cells attach to appropri-
ate sites along the bone surface. Acidification of the cavity be-
tween the cell membrane and the bone surface, and secretion
of proteolytic enzymes into it, occurs through a specialized or-
ganelle known as the ruffled border.[5] This activity, in turn, re-
sults in local dissolution of the mineral, followed by digestion
of the collagen matrix, thereby forming a “resorption pit.”[6, 7]


Critical components in the assembly of this complex system
are the podosomes, small, actin-associated adhesion sites,[8–10]


which assemble into “clusters,” and eventually develop the
sealing zone.[11] The sealing zone delimits the membrane
domain where the ruffled border is formed.


We examined how osteoclast activity is influenced by the
underlying matrix. The bone resorption activity of osteoclasts
is regulated at many levels, including differentiation of their


monocytic precursors, fusion into multi-nucleated cells, migra-
tion to the resorption site, polarization of the mature osteo-
clasts, and assembly of a podosome-based sealing zone.[12]


This complex regulation of osteoclast function appears to be
strongly dependent on the surface chemistry, topography, and
mechanical properties of the underlying bone. For example,
osteoclast activity in vitro was shown to increase dramatically
on old bone, relative to new bone.[13] Osteoclast resorption has
also been examined by using a variety of natural (namely,
bone) or artificial matrices (resorbable substrates such as hy-
droxyapatite powders and ceramics).[14–22] b-Tricalcium phos-
phate is more degradable than calcite,[19] and carbonated apa-
tite is more degradable than octacalcium phosphate or amor-
phous calcium phosphate.[22] Carbonated apatite, hydroxyapa-
tite, and b-tricalcium phosphate are more adhesive than octa-
calcium phosphate, dicalcium phosphate dehydrate, tetra-
calcium phosphate, and a-tricalcium phosphate;[21] however, it
is not understood why certain substrates favor osteoclast ad-
hesion and subsequent degradation while others do not, and
what features of the cells are affected by the surface to which
they adhere.


Here, we compared the behavior of cultured osteoclasts on
three distinct surfaces: glass, calcite crystals, and bone. Calcite
large single crystals were chosen as a convenient, resorbable
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Bone is continuously repaired and remodeled through the well-
coordinated activity of osteoblasts, which form new bone, and
osteoclasts, which resorb it. How osteoclasts sense the properties
of the bone surface remains unclear. By combining light and elec-
tron microscopy, we compared osteoclast behavior on three dis-
tinct surfaces: glass, calcite single crystals, and bone. Podosomes,
the basic units of the adhesion structure, and their organization
into superstructures were found to be common to cells that were


attached to all three substrates, whereas the structure of theACHTUNGTRENNUNGresorption organelle, the so-called “ruffled border,” markedlyACHTUNGTRENNUNGdiffered. Moreover, the integrity, stability, and dynamic behavior
of the adhesion superstructures also fundamentally differed, de-
pending on the substrate. We conclude that osteoclasts sense the
local properties of the underlying substrate and respond to these
signals, both locally and globally.
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substrate because they are homogeneous, and also chemically,
structurally, and topographically well-characterized.


The differential effects of these surfaces on podosome for-
mation, assembly into sealing zone-like structures, and dynam-
ic reorganization of the podosomal system enabled us to
define specific parameters of osteoclast behavior that are regu-
lated by the underlying substrate, as opposed to substrate-
independent parameters. In doing so, we demonstrated that
whereas the properties of the substrate do not affect the basic
architecture of the podosomal units, they strongly influence
the dynamic formation of ring-like podosomal superstructures,
and the stability of these rings.


Results


Calcite as a substrate for osteoclast culture


Large fragments of calcite (5–8 mm) were cut from centimeter-
sized geological single crystals (feldspar) and preincubated
with the adhesion protein vitronectin to facilitate osteoclast
adhesion to the crystal surfaces. Differentiated osteoclasts
were cultured for four days on the crystals. Osteoclasts actively
resorb calcite both in the presence and in the absence of vitro-
nectin. Preincubation of calcite with vitronectin, however, re-
sulted in a ten-fold increase in activity, which was demonstrat-
ed by an increase in pit density from 1.8�1.5 pits mm�2 with-
out vitronectin, to 14.1�3.7 pits mm�2 with vitronectin. The
pits that were formed on the cal-
cite surface displayed morpholo-
gies that were reminiscent of
general acid etching, and were
characterized by sharp vertical
spikes of 1–10 mm (Fig ACHTUNGTRENNUNGures 1 B, C,
2 E, F). Because of this similarity,
it was important to establish a
direct correlation between the
cells and the pits, so as to guar-
antee that the pit formation we
observed was, in fact, a direct
consequence of osteoclast activi-
ty.


To this end, osteoclasts that
had been cultured on calcite for
four days were fixed, critical
point-dried (Figure 1 A), and
then removed by using a micro-
manipulator, while under obser-
vation with an environmental
scanning electron microscope
(ESEM). Upon removal of the
cells, deep resorption pits be-ACHTUNGTRENNUNGcame visible directly under the
cell (Figure 1 B, C). Exposure of
the underside of the ventral
membrane revealed small,
needle-like intrusions that proba-


bly fit the resorption spikes inside the pit (Figure 1 B).
The density of viable cells on the substrate, together with


their proven resorption activity, demonstrates that calcite is a
suitable substrate for osteoclast culture. Furthermore, judging
from the number and size of the pits that were created on cal-
cite relative to those that were found after a comparable time
period on slices that were cut from osteonal bone, osteoclasts
appear to be as active on calcite as they are on bone
(Figure 2). This finding is in agreement with evidence that the
presence of collagen does not substantially influence resorp-
tion activity.[18, 19, 21, 22]


On bone, the mineral is dissolved and removed before the
organic matrix is decomposed; this results in pits that are filled
with collagen fibers (Figure 2 C and ref. [23]). On calcite, the pit
is filled with extracellular matrix that was most likely secreted
by the cell during resorption (Figures 1 C and 2 F).


Architecture of the resorption apparatus


The isolated podosome is structurally characterized by a
dense, fibrous actin core (~300–400 nm in diameter, and ~1–
4 mm high) composed of fibers that are oriented more or less
perpendicular to the membrane, and sparser actin fibers that
are connected to the core and anchored to the membrane.[11]


This structure was observed on all three substrates that we ex-
amined (Figure 3 A; Figure S1 A in the Supporting Information).


Figure 1. A)–C) ESEM micrographs of an osteoclast cultured on calcite for 4 days, fixed, critical point-dried, and
subsequently removed from the substrate while under observation. A) Osteoclast on calcite. B) Osteoclast was
lifted by using a micromanipulator, which revealed a resorption pit directly under the cell. Insert : magnification of
the underside of the ventral membrane of the cell in the rectangle. C) The pit contains “cloudy” organic matrix.
D) SEM micrograph providing a panoramic view of osteoclasts on calcite 4 days after replating. Note the density
of cells attached to the surface.
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The same holds true for clusters
of podosomes (Figures 3 B and
S1 B).


In the sealing zone, distinct
podosomes can be detected as
the building blocks that form
the structure on all substrates.
Apart from the actin fibers that
connect the podosome core to
the membrane, other fibers are
observed that connect the
cores of different podosomes at
all heights (Figures 3 C and S1 C,
E). The architecture of the seal-
ing zone is similar on calcite
(Figure 3 C, D) and bone (Fig-
ure S1 E, F), both in width (3–
6 mm) and in the average dis-
tance between neighboring po-
dosome cores (250�60 nm on
calcite and 220�50 nm on
bone). On glass, however, the
sealing zone-like structure is
about 2 mm wide, and is rough-
ly half as dense, with an aver-
age distance between podo-
somes of 500�140 nm (Fig-
ure S1 C, D). Nevertheless, the
basic building blocks, the podo-
somes, and the manner in
which they are interconnected
remain the same, regardless of
the substrate.


Whereas the individual podo-
some, podosome cluster, and
sealing zone share the same
basic architecture on all of the
substrates that were examined,
there are marked differences in
the membrane structure that is
delimited by the sealing zone
(the so-called ruffled border).
Exposure of the ventral mem-
brane of osteoclasts adhering to
glass reveals flat membranes in
the area delimited by the seal-
ing zone-like structure (Fig-
ure 4 E, F).


On bone, the ruffled border
appears in transmission electron
microscopy (TEM) sections as
finger-like structures that are
delimited by membrane
folds.[5, 24, 25] In agreement with
these observations, SEM obser-
vation of ventral membranes
that were obtained after remov-


Figure 2. Resorption pits on bone and calcite. A), B) Resorption pits on bone after treatment with NaOCl to
remove the cells; this treatment results in dissolution of collagen fibers in the pit. C) Resorption pit on bone, with-
out removal of organic matrix. Insert: critical point-dried cell, with the pit it created. The pit is partially exposed,
due to the shrinkage of the cell during the drying process. D), E) Resorption pits on calcite, after all cells and or-
ganic material were removed. F) Resorption pit on calcite under partially wet conditions. Insert: The cell that creat-
ed the pit, seen under conditions of near-100 % humidity.


Figure 3. Ventral membrane of osteoclast on calcite. A) Individual podosome. B) Podosome cluster. C) Sealing
zone. This structure is built of podosomes (arrows). D) Ventral membrane of a whole cell. The cell boundary on
the upper left is highlighted for clarity. The sealing zone is marked by black arrowheads, and the ruffled border is
marked with a black asterisk.
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al of the cell body shows cylindrical extrusions emanating from
the membrane, with typical diameters of 1–2 mm; these extru-
sions almost entirely cover the area that is delimited by the
sealing zone (Figure 4 A). These channel-like extrusions contain
fibers (presumably composed of actin) that support the struc-
ture (Figure 4 B).


On calcite, some deep extrusions are also observed, but
they are fewer than those that are seen on bone, and more
dispersed (Figure 4 D). Apart from these features, the mem-
brane appears to follow the topography of the surface. It re-
mains flat where the etching is shallower, and it coats the
spikes in a manner that is typical of calcite resorption pits in
the areas where such pits have formed (Figure 4 C, D).


Actin reorganization dynamics


A collection of static frames of resorbing osteoclasts cannot
provide a full description of osteoclast activity on the different
substrates. In particular, it is incapable of providing information
on the dynamics underlying the formation of the resorption
apparatus, and its stability. Such information was provided by
taking time-lapse movies of live cells on the different sub-
strates.


Accordingly, differentiated cells stably expressing GFP-actin
were plated on the substrates and monitored over the course
of two days. (The presence of GFP does not influence cell ac-
tivity and actin dynamics.)[26] Frames were collected at a fre-
quency of one frame per minute: typical movies are shown in


Figure 4. A), B) Ruffled border on bone, delimited by the sealing zone, with a highly convoluted membrane. C), D) Ruffled border on calcite, delimited by the
sealing zone, with sparse extrusions. Note how the membrane follows the topography of the surface. E), F) A flat membrane delimited by the sealing zone on
glass, where the ruffled border should be. Sealing zones and sealing zone-like structures are marked by arrows, and the ruffled border is marked by asterisks.
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the Supporting Information (Movies S1, S2 and S3). Represen-
tative frames from these movies, which were recorded at time
points 0, 100, 200, and 450 min are presented in Figure 5.


The dynamics of actin reorganization in cells that were
plated on glass, calcite, and bone are dramatically different. On
glass, the podosome belt is typically fragmented, with 79�
20 % (n = 178) of the rings per cell at different time points
being incompletely formed; they display gaps of at least 4 mm.
The typical dynamic picture consists of the formation of rings
emerging from within the cell, merging with each other, and
moving to the cell periphery. There, the rings, or fragments of
rings, are stable for only a few minutes before they collapse
(Figure 5, right panels; Movie S3).


In contrast to glass, osteoclasts that are plated on calcite or
bone form continuous rings. The percentage of fragmented
rings per cell at different time points that is observed on cal-
cite is 15�9 % (n = 263), and the percentage of fragmented
rings per cell at different time points that is observed on bone,
12�8 % (n = 300; Figure 5).


On calcite, small rings merge together to form one or two
large rings, usually at the periphery of the cell, which maintain
their stability over several hours (Figure 5, central panels;
Movie S2). Osteoclasts that are plated on bone form several
small, very stable rings within one cell ; these, too, last for sev-
eral hours as individual rings, adjoining each other without
fusing (Figure 5, left panels; Movie S1). These small, stable
rings lie in close proximity to one another, and most likely cor-
respond to the partitions that are observed within the pits on
bone (Figure 2 B). Moreover, rings that have disassembled fre-
quently reform in the same positions, while in other locations


within the boundaries of the cell, rings never form. This finding
indicates that osteoclasts recognize certain areas of the bone
surface, within the overall area that is covered by a single cell,
which are more prone than others to resorption. In contrast to
bone, on the homogenous surfaces of calcite and glass, the
rings usually encompass the entire cell area.


The differences in osteoclast behavior are summarized in
Figure 6, in which all sequential frames from each movie that
was recorded on bone, calcite and glass were superimposed,


according to time periods zero, and ranging from 0–100, 0–
200, and 0–450 min. Preferential osteoclast activity in selected
areas is clear on bone, where the central area subtended by
the cell failed to support formation of rings during more than
seven hours (Figure 6, left panels). The osteoclast that is plated
on calcite (Figure 6, central panels) formed distinct rings, each
of which was active for the first two hours. These rings subse-
quently fused, such that during the next three to seven hours,
one large ring was stably located at the periphery of the cell.
The podosome belt that was formed by the osteoclast on the
glass surface (Figure 6, right panels) was very mobile, as dem-
onstrated by the “cloudy” appearance of the superimposed
images; this indicates that all the positions in a centrifugalACHTUNGTRENNUNGlocation, relative to the initial fragmented ring, were visited,
each for a very short time.


Discussion


The primary issue that is raised in this work is whether—and, if
so, how—osteoclasts sense the substrate to which they are at-


Figure 5. Sealing zone on bone and calcite, and sealing zone-like structure
on glass, viewed at the following time points: 0, 100, 200 and 450 min. The
initial time point is arbitrary. Notice the fragility of the rings on glass, in com-
parison to the coherent rings on bone and calcite. Notice the stability of the
small rings on bone, in comparison to the stable, large ring on calcite.


Figure 6. Sealing zones on bone and calcite, and a sealing zone-like struc-
ture on glass. Frames from 450 min movies were superimposed, such that
the last frame is composed of 450 images. The intensity represents stability.
On bone, the borders of the cell are drawn on the picture. Notice that some
areas are constantly being visited by rings, while others are not. On calcite
and glass, the borders of the cell are delimited by the rings. Notice the dif-
ference between calcite and glass: on both, the rings travel to the cell pe-
riphery, but on calcite, the rings are very stable, while on glass, unstable
rings that last for a short time cover the entire cell.
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tached; moreover, we ask how the signals originating from the
substrate are translated into different features of osteoclast ac-
tivity. We demonstrate herein that although osteoclasts that
adhere to glass, calcite single crystals, and bone share
common characteristics, they also differ in certain critical ways.
Whereas the fundamental architecture of sealing zones or seal-
ing zone-like structures, which consist of podosomal subunits
linked together by a robust actin fiber network, is common to
cells that are attached to all three substrates, the ruffled
border zone is markedly different. Moreover, the integrity, sta-
bility, and dynamic behavior of the podosomal superstructures
fundamentally differ in osteoclasts that are cultured on these
substrates.


The use of calcite in particular enabled us to reach conclu-
sions that go beyond direct comparison of osteoclast behavior
on conventional surfaces such as glass and bone. Calcite was
previously reported to be an unfavorable substrate for osteo-
clast adhesion,[19] yet coating it with the adhesion protein vitro-
nectin dramatically improved the viability and activity of osteo-
clasts on its surface. Vitronectin adsorption does not modify
the nature or the topography of the surface, but only affects
the availability and density of attachment sites, which are
always mediated by adhesion proteins. Furthermore, there is
evidence that the topography of the calcite surface itself dra-
matically influences osteoclast behavior, independent of vitro-
nectin adsorption.[27] We note that the amount of vitronectin
on the surface cannot be the limiting factor that causes differ-
ences in osteoclast behavior on calcite, glass, and bone. Vitro-
nectin is present in excess in the serum that was used to cul-
ture the cells, and is known to be strongly adsorbed on glass.
Moreover, in experiments that were carried out with and with-
out preincubation of glass and bone with vitronectin, none of
the static or dynamic properties that were monitored here was
observed to be different (data not shown).


The fact that the architecture of the basic adhesion unit
(that is, the podosome) is similar in cells that grow on glass,
calcite, and bone suggests that the assembly of this structure
in osteoclasts is intrinsically regulated, irrespective of the par-
ticular adhesive surface that is used; however, further develop-
ment of podosomal superstructures is surface-sensitive. The
fluorescence intensity of podosome-associated actin in the
sealing zones that are formed on bone and calcite is higher
than those that are formed on glass ; this reflects the nearly
double podosome density that was measured here, and most
likely also a greater height in the actin core bundle,[28] and in-
creased numbers of interconnecting fibers. Moreover, the seal-
ing zones that are formed on calcite and bone are about twice
as wide as the sealing zone-like structure that is formed on
glass. The reasons for these differences are not clear, yet it is
tempting to relate them to the fact that bone and calcite are
resorbable, calcium-rich surfaces, but glass is not. Thus, part of
the regulation of sealing zone formation, integrity, and dynam-
ics might be related to acidification of the lacuna cavity and its
neutralization upon mineral dissolution on bone and calcite,
but not on glass.


Despite the apparent similarity of the sealing zone structure
in osteoclasts that grow on bone and calcite, there are some


intriguing differences between the two. Examination of the
area along the ventral cell membrane, which is delimited by
the sealing zone, reveals multiple, finger-like structures that
are supported by a dense actin fiber network in cells that are
growing on bone; (Figure 4 A, B and refs. [29], [30]) similar
structures were sparser in cells that were cultured on calcite
(Figure 4 C, D), and entirely absent on glass (Figure 4 E, F). Dif-
ferences in the ruffled border structure that are induced by cal-
cite and bone do not, however, affect the ability of the cells to
degrade the surface. The amount, size, and shape of the pits,
on the other hand, are determined not only by the activity of
the cells, but also by the nature of the substrate. The nature of
the mineral and its solubility, the surface area of the crystals
and the presence of organic matrix, all affect resorption kinet-
ics and the resulting pit architecture.


Dynamic analysis of intrinsically fluorescent actin revealed
major differences in sealing zone formation, its development
and turnover. The adhesion structures of osteoclasts cultured
on glass, in the form of incomplete rings, were highly dynamic,
displaying repeated cycles of rapid, somewhat erratic centrifu-
gal movement towards the cell periphery. On calcite, ring
fusion was also detected, yet after initial merging and outward
migration, the rings became stable for several hours at the cell
periphery. On bone, small sealing zone rings were also found
to be stable for several hours. Notably, the ring-mediatedACHTUNGTRENNUNGcontact of osteoclasts with the bone surface was restricted to
specific regions of the cell, while in other locations beneath
the same cell, rings did not form (Figures 5 and 6).


The existence of adhesion-promoting and adhesion-exclud-
ing domains is most likely related to the heterogeneity of the
bone surface; therefore, attempts to correlate between those
features are currently underway. In particular, we aim to define
the specific local characteristics—such as chemical nature,
physical properties and topography—of the various regions on
the bone surface that could underlie the observed differences
in osteoclast behavior.


Conclusions


This study, which addressed the organization and dynamics of
the resorption apparatus of osteoclasts growing on three dif-
ferent surfaces, yielded novel information on cell-autonomous
and surface-induced regulation of podosome formation, organ-
ization and dynamics. Examination of actin organization in po-
dosomal superstructures and actin dynamics, highlighted the
ability of osteoclasts to sense the local properties of the under-
lying substrate and respond to these signals both locally,ACHTUNGTRENNUNGaffecting adhesion sites directly, and globally, by activatingACHTUNGTRENNUNGsignaling pathways that regulate cellular activity.


Experimental Section


Tissue culture and substrate preparation : RAW 264.7 cells were
from the American Type Culture Collection (ATCC; Manassas, VA,
USA). To induce osteoclast differentiation, cells were cultured on
plastic dishes (100 cells mm�2) in alpha MEM with Earle’s salts, l-
glutamine and NaHCO3 (Sigma) supplemented with fetal bovine
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serum (FBS; 10 %; Gibco, Grand Island, NY, USA), antibiotics (Biolog-
ical Industries, Beit Haemek, Israel), recombinant soluble receptor
activator of NFkB ligand (RANK-L; 20 ng mL�1), and macrophage
colony-stimulating factor (M-CSF; 20 ng mL�1; R&D, Minneapolis,
MN, USA), at 37 8C in a 5 % CO2 humidified atmosphere for three
days. Once differentiated, the cells were removed with EDTA
(10 mm) for 10 min, and then plated for 60 h on thin slices of
bone, calcite, and glass cover slips.


Longitudinal bone slices, 5–10 mm wide and 0.5–1 mm thick, were
mechanically sawed from cattle femur, immersed in 70 % EtOH for
10 min, and kept in medium and serum to avoid drying of the
bone prior to cell plating.


Calcite single crystal slices, 5–10 mm wide and 0.5–1 mm thick,
were mechanically sawed from a geological crystal (WARD’S Natu-
ral Science, Rochester, NY, USA) at an angle that differed from the
stable cleavage plane, thus creating a surface with multiple steps.
Slices were immersed in 70 % EtOH for 10 min and kept overnight
at 4 8C, with or without vitronectin (10 mg mL�1; Sigma). Prior to
plating, slices were washed, placed in the culture medium, and
heated to 37 8C.


Ventral membrane preparation for SEM microscopy : To charac-
terize the adhesive structures in a cellular environment, we devel-
oped a sample preparation technique involving high-resolution,
three-dimensional electron microscopy.[31] The procedure, which
we termed ventral membrane (VM) preparation, constitutes an
adaptation of published procedures,[32, 33] and entails unroofing of
the cell’s basal portion, while preserving the components’ three-di-
mensional organization and immunogenicity. For the SEM samples,
VMs were immediately fixed with warm gluteraldehyde (2 %; Elec-
tron Microscopy Sciences (EMS), Hatfield, PA, USA) in PBS for
30 min. Cells were then washed three times for 5 min in PBS, and
twice for 5 min with sodium cacodylate buffer (0.1 m Merck) con-
taining CaCl2 (5 mm) pH 7.3; post-fixed with OsO4 (1 %, EMS) in
H2O for 45 min, washed with cacodylate buffer (3 � ), and then with
H2O (2 � ). The preparations were then incubated with tannic acid
(1 %; Merck) in H2O for 5 min, washed in H2O (3 � ), incubated with
uranyl acetate (1 %; EMS) in H2O for 30 min, and washed with H2O
(3 � ). Dehydration in increasing concentrations of reagent-grade
EtOH (2 � 5 min for 25 %, 50 %, 70 %, and 95 %, and 2 � 10 min for
100 %) was followed by drying with a critical point dryer, (CPD30;
Bal-Tec AG, Balzers, Liechtenstein). Samples were coated with 1–
2 nm Cr by using a sputter coater (K575X; Emitech, Kent, UK). Sam-
ples were visualized in the SEM LEO-Supra 55 VP FEG (Zeiss, Ober-
kochen, Germany), and in the high-resolution SEM Ultra 55 (Zeiss).
For bone and calcite slices, the procedure was the same as that
used for glass, excluding incubation of the slices with uranyl ace-
tate.


Micromanipulation and electron microscopy under wet conditions
were conducted and observed in the FESEM XL30 (Philips, Hills-
boro, OR, USA).


Fluorescence microscopy : For live cell imaging, RAW cells stably
expressing GFP-actin[34] were induced to differentiate in plastic
dishes, and then plated on bone slices, calcite slices and glass
cover slips, as described above. Cells were simultaneously plated
on several slices to enable their observation for 60 h; samples were
replaced every 8–12 h. The first sample was observed 3–4 h after
replating. Bone and calcite surfaces were observed in medium and
serum by attaching the fragments upside-down to a glass-bot-
tomed Petri dish. All image analyses were carried out by using
Priism software for Linux operating systems (http://msg.ucsf.edu/
IVE/Download/). Data were acquired at 37 8C with a DeltaVision


system (Applied Precision Inc. , Issaquah, WA, USA), consisting of an
inverted microscope IX70 equipped with a 20 � /0.7 objective
(Olympus, Tokyo, Japan).


For preparation of Figure 6, the images were smoothed (three-
pixel box filter) to reduce noise, flattened (high pass filter) and
thresholded for ring definition. The resulting binary images for the
time sequences were then summed.
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Differential Effects of Natural Product Microtubule
Stabilizers on Microtubule Assembly: Single Agent and
Combination Studies with Taxol, Epothilone B, and
Discodermolide
J�rg Gertsch,[a] Sarah Meier,[a] Martin M�ller,[b] and Karl-Heinz Altmann*[a]


Introduction


Taxol, epothilone B (Epo B), and discodermolide (DDM) all
belong to a larger group of structurally diverse natural prod-
ucts, whose common characteristic is their ability to stabilize


cellular microtubules (MTs) and to promote the polymerization
of soluble tubulin.[1]


MTs are rod-shaped hollow filaments composed of the het-
erodimeric protein ab-tubulin as the constituent subunit.[2]


They are key components of the cytoskeleton of eukaryotic
cells, where they are involved in the spatial distribution of or-
ganelles throughout interphase and in chromosome alignment
and sister chromatide separation during mitosis. As a conse-
quence, the interference with MT functionality by MT-stabiliz-
ing agents (MSAs) is associated with cell cycle arrest at G2/M,
profound growth inhibition, and the induction of apopto-ACHTUNGTRENNUNGsis.[1, 2a] However, it is important to note that growth inhibition
and apoptosis induction by MSAs in general do not depend on
gross changes in the cellular equilibrium between soluble and
polymerized tubulin. Rather, these effects might be caused by
alterations in MT dynamics,[2a, 3] that is, the continuous change
in MT length through the loss or addition of ab-tubulin units
at polymer ends. The dynamic properties of MTs are a crucial
requirement in the proper assembly of the mitotic spindle and
the subsequent movement of sister chromatids to the spindle


A systematic comparison has been performed of the morphology
and stability of microtubules (MTs) induced by the potent micro-
tubule-stabilizing agents (MSAs) taxol, epothilone B (Epo B), and
discodermolide (DDM) under GTP-free conditions. DDM-induced
tubulin polymerization occurred significantly faster than that in-
duced by taxol and Epo B. At the same time, tubulin polymersACHTUNGTRENNUNGassembled from soluble tubulin by DDM were morphologically
distinct (shorter and less ordered) from those induced by either
taxol or Epo B, as demonstrated by electron microscopy. Exposure
of MSA-induced tubulin polymers to ultrasound revealed the


DDM-based polymers to be less stable to this type of physical
stress than those formed with either Epo B or taxol. Interestingly,
MT assembly in the presence of both DDM and taxol appeared to
produce a distinct new type of MT polymer with a mixed mor-
phology between those of DDM- and taxol-induced structures.
The observed differences in MT morphology and stability might
be related, at least partly, to differences in intramicrotubularACHTUNGTRENNUNGtubulin isotype distribution, as DDM showed a different pattern
of b-tubulin isotype usage in the assembly process.
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poles, with spindle MTs being up to 100-fold more dynamic
than those forming the interphase cytoskeleton.[4] In light of
their profound inhibition of human cancer cell growth, it is no
surprise that MSAs play an important role in cancer chemo-
therapy and anticancer drug discovery, with taxol (paclitaxel,
Taxol�) and its closely related analogue docetaxel (Taxotere�)
being two of the most important anticancer drugs currently in
use.[5] Taxol was the first MT stabilizer ever discovered[6] (with
its mechanism of action elucidated in 1979[7]) and was first ap-
proved for clinical use in 1992. Epo B[8] and DDM are still exper-
imental agents, but both compounds have entered clinical
trials in humans,[9, 10] and Epo B is currently undergoing phase
III studies against ovarian cancer.[11] The lactam analogue of
Epo B (BMS-247550, ixabepilone) was approved by the US FDA
for the treatment of metastatic and advanced breast cancer in
October 2007.[12]


In contrast to taxol, both Epo B[13] and DDM[14] are poor sub-
strates for the p-gp170 efflux pump, and as a consequence,
retain potent in vitro antiproliferative activity against a variety
of taxol-resistant human cancer cell lines. Perhaps the mostACHTUNGTRENNUNGintriguing finding in the context of human cancer cell growth
inhibition by taxol, Epo B, and DDM, however, is the fact that
combinations of DDM and taxol exhibit synergistic antiprolifer-
ative effects both in vitro[14a] and in vivo,[15] whereas no synergy
occurs between DDM and Epo B or taxol and Epo B. The syner-
gistic inhibition of human cancer cell growth by DDM and
taxol is paralleled by a corresponding synergistic suppression
of cellular MT dynamics,[16] thus providing a possible mechanis-
tic rationale for the intriguing combination effects at the level
of growth inhibition.


As demonstrated by competition binding experiments, taxol,
Epo B, and DDM all bind to the same site on b-tubulin, albeit
with different affinities.[17] Likewise, the three compounds pro-
mote MT assembly from soluble tubulin with distinctly differ-
ent efficiencies. Based on the critical tubulin concentration,
[T]cr (i.e. , the minimum concentration of tubulin required for
the initiation of polymer formation), as a measure of polymer-
izing potency, DDM is a more potent inducer of tubulin poly-
merization than Epo B, and both are significantly more potent
than taxol.[17] For all three compounds, the polymers formed
under appropriate conditions were demonstrated to be MTs by
electron microscopy (EM);[1a] however, DDM-induced MTs were
significantly shorter than those obtained with taxol or Epo B[18]


(e.g. , MT lengths of 0.78 and 3.3 mm were reported for DDM
and taxol, respectively, under identical experimental condi-ACHTUNGTRENNUNGtions[18a]), and DDM-based polymer preparations were also re-
ported to contain a significant fraction of ribbon polymers (as
opposed to cylindrical MTs).[18b] These latter data clearly point
to the dependence of gross MT architecture on the specific
polymerizing agent, even for compounds interacting with the
same tubulin-binding site. In spite of this fact, however, the
morphology of MSA-induced MTs as a function of the polymer-
izing agent, or, in particular, combinations of different agents,
has not been investigated in great detail. Notable exceptions
are the work of Meurer-Grob et al. ,[19] who have shown that
MTs assembled by a series of different MSAs (not including
DDM) might incorporate different numbers of protofilaments,


and a more recent study by Hamel and co-workers,[20] who in-
vestigated the effects of combinations of laulimalide with taxol
or epothilone A, respectively, on tubulin polymerization induc-
tion, MT stability, and gross MT architecture. It should be
noted, however, that laulimalide does not bind to the taxol
site on b-tubulin.[17, 21, 22]


In this study, we have performed a systematic comparison of
the morphology and stability of MTs induced by taxol, Epo B,
and DDM from purified pig brain tubulin under GTP-free con-
ditions using turbidity measurements, ultrasound (US) treat-
ment, structural analysis by EM, and semiquantitative b-isoform
analysis. In particular, this has included the assessment of com-
bination effects for all three binary combinations of these
agents, as it is well conceivable that the synergism between
DDM and taxol in the suppression of cellular MT dynamics and
the associated inhibition of cancer cell growth might originate
from, or at least be connected to, effects on MT architecture.


Results and Discussion


Tubulin polymerization


The induction of tubulin polymerization by the MSAs taxol,
Epo B, and DDM in the absence of both glutamate and GTP
was assessed either by turbidimetry analysis (following the in-
crease in absorbance at 340 nm (DA340) upon polymer forma-
tion)[23] or in a centrifugation-based assay, which involved the
quantification of unpolymerized soluble tubulin in the super-
natant of centrifuged polymerization mixtures.[24] With both
methods, maximum tubulin polymerization was observed at
equimolar MSA/tubulin ratios for all three compounds; no fur-
ther increase in the degree of polymer formation was detecta-
ble with compound concentrations in excess of that of tubulin
(data not shown; these findings are in line with previous litera-
ture observations for all three agents[25, 26]). However, significant
differences occurred between taxol, Epo B, and DDM with re-
spect to the time period, Tmax, required to achieve maximum
tubulin polymerization under identical experimental conditions
(Mg2 + , no glutamate or GTP). Thus, the Tmax for DDM in the
centrifugation-based polymerization assay, as defined as the
time elapsed after initiation of the polymerization reaction
until no further decrease in the amount of soluble tubulin
could be detected, was (420�139) s, which was significantly
smaller than the values obtained for taxol, (1024�177) s, and
Epo B, (1530�281) s. This indicated a much more rapid com-
pletion of the polymerization reaction for DDM than for taxol
or Epo B. To further support this conclusion, attempts were
made to derive Tmax values from the polymerization-associated
changes at A340. However, the determination of Tmax in the tur-
bidimetry-based assay was complicated by the fact that the
concentrations of soluble tubulin in the polymerization mix-
tures (as determined by the centrifugation method) continued
to decrease even after a plateau in the absorption curve had
been reached. This indicated that equilibrium was not ach-
ieved even when the absorption of the polymerization mixture
ceased to change. An alternative method was thus developed
for the assessment of Tmax by means of turbidimetry measure-
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ments, which involved the addition of GTP to MSA-containing
polymerization mixtures at different times after the initiation of
polymerization. In the presence of soluble, polymerizable tubu-
lin, the addition of GTP was assumed to give rise to a “second
polymerization curve” (a separate discrete increase in absorp-
tion). This was indeed observed (Figure 1 A and B), and Tmax


was defined as the time point when the addition of GTP failed
to trigger any further increase in A340. Using this approach, Tmax


values of (1490�411) s and (1711�462) s could be deter-
mined for taxol and Epo B, respectively ; these numbers agreed
reasonably well with those obtained in the centrifugation-
based assay.


Unfortunately, no sensible Tmax could be determined for
DDM by the turbidimetry method, due to the fact that the ad-
dition of GTP to DDM-containing polymerization mixtures led
to a dramatic second increase in A340 (>40 %) even long after
the centrifugation-based Tmax had been reached (Figure 1 C).
While the reasons for this phenomenon are unclear at this
point and need to be elucidated in further experiments, it
should be noted that the strong increase in the A340 observed
upon the addition of GTP to DDM-containing polymerization
mixtures after 30 min of (GTP-free) incubation cannot be ex-
plained by the existence of large amounts of residual soluble
tubulin that would undergo polymerization only with GTP, but
not with DDM, which was our original hypothesis. Only small
differences were found for the maximum degree of conversion
of tubulin into MT polymers between taxol (88 %), Epo B (91 %)


and DDM (89 %; in the absence of glutamate and GTP) and
DDM + GTP (92 %; addition of GTP once an absorption plateau
had been reached with with DDM alone, Figure 1 C).


MT size and morphology


In order to expand on the results obtained in the polymeri-
zation assays, EM was employed for a semiquantitative assess-
ment of the number and size of MTs produced with taxol,
Epo B, and DDM under our experimental conditions (in BBR80
buffer containing 1 mm MgCl2 and no glutamate or GTP; for
the composition of BBR80 buffer see the Experimental Sec-
tion).


The corresponding micrographs clearly showed that taxol
and Epo B led to the formation of few but relatively long (1–
10 mm) MTs (Figure 2). In contrast, DDM-induced MTs were
short (~1 mm), but the number of MTs formed was significantly
greater than that for either taxol (P = 0.0005) or Epo B (P =


0.0003; pictures not shown). Similar size characteristics for
DDM-induced MTs have been reported previously for different
experimental conditions.[18]


A closer inspection of the polymeric structures formed in
the presence of the three different MSAs revealed a number of
major architectural differences between the polymers formed
with DDM on one hand and those induced by either taxol or
Epo B on the other (apart from the difference in size). While
taxol and Epo B formed regular and straight MTs in our system


(Figure 2 B–D), DDM-induced tu-
bulin polymers were typically
twisted and frayed and there
were numerous ribbons and
sheets visible in the electron mi-
crographs (Figures 2 A, E, and 3).
In general, more than 50 % of
the DDM-polymerized tubulin
was present in sheets.


The presence of ribbon-type
structures in DDM-induced tu-
bulin polymers was observed
previously by Hamel and co-
workers.[18b] In their experiments,
the fraction of ribbons was larg-
est under conditions with only
GTP in the polymerization mix-
ture, while mostly regular MTs
formed in the absence of GTP
and MT-associated proteins
(MAPs), which were the condi-
tions employed here. These dis-
crepancies may be due to differ-
ences in other experimental pa-
rameters that cannot be traced.
Most importantly, however, no
further analysis of DDM-induced
polymers was performed in
Hamel’s study.


Figure 1. A) Determination of Tmax by turbidimetry. ab-Tubulin (50 mm) was treated with Epo B (50 mm) at room
temperature. GTP (25 mm) and glutamate (2.7 m) were added at different time points after a first plateau (A340)
was reached. The Tmax was calculated from Graphpad Prism 4 curve fitting as the time point at which no further
increase in A340 was detected. B) Same experiment as for A), but with taxol. C) Effect of GTP addition to DDM-,
taxol-, or Epo B-containing tubulin polymerization mixtures. ab-Tubulin (50 mm) was treated with MSA (50 mm) at
room temperature for 30 min prior to the addition of GTP (25 mm) and glutamate (2.7 m). The addition of GTP
and glutamate (fl) leads to a marked second polymerization curve with DDM-induced MTs, but not with taxol- or
Epo B-containing MT samples. The unpolymerized fraction in the DDM-treated sample can be assembled by GTP
alone without glutamate (gray curve). A tubulin only (no MSA) negative control is shown (····).
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In order to assess the number of protofilaments in DDM-in-
duced MT polymers (at 40 mm MSA/tubulin), 40 cylindrical MTs
from two independent experiments were analyzed and >90 %
of these polymers were found to be composed of 10–14 pro-
tofilaments. (In general, MTs assembled in vitro incorporate be-
tween 12 and 14 protofilaments[2d]). In contrast, DDM-induced
tubulin sheets contained up to 22 protofilaments (Figure 3).
The formation of polymeric sheets could occur either through
the opening of MT cylinders or by the lateral assembly of pro-
tofilaments, which do not close to form a cylinder. The existing
data do not allow us to distinguish between these possibilities,
but given the large number of protofilaments in the sheetsACHTUNGTRENNUNG(>18), the direct lateral assembly of protofilaments may be the
more likely mechanism of sheet formation.


Excess drug concentrations, relative to that of tubulin,
showed a tendency to increase the fraction of sheets in the


overall polymer population. In
this context, it is worth noting
that the increase in adsorption
(DA340) observed in the tur-
bidimetry experiments with
DDM has to be assumed to re-
flect the sum of all polymeric
forms (MTs, tubulin sheets and
ribbons, and MT fragments)
rather than uniform MTs only, as
in the case of taxol and Epo B.
Addition of MAPs (0.5 mg mL�1)
to free ab-tubulin prior to poly-
merization did not markedly
alter the architecture of poly-
mers induced by DDM (Fig-
ure 2 E).


Ultrasound (US) treatment of
MSA-induced tubulin polymers


The observations described
above raised the question of
whether the short size and, in
particular, the irregular nature of
the DDM-induced polymers
might affect the stability of
these structures under condi-
tions of physical stress. To test
this hypothesis, physical stress
was applied to fully grown MTs
(GTP- or MSA-induced) by
means of US. Intriguingly, even
a 2 min high-frequency (40 kHz)
US treatment of DDM-induced
polymers led to a reduction in
A340 by approximately 40 %; this
indicates that DDM-induced MTs
and other polymerization prod-
ucts were partially destroyed
under these conditions (Fig-ACHTUNGTRENNUNGure 4). In contrast, the polymerization curves observed with


either taxol or Epo B were not affected by intermittent short-
term exposure of the polymerization mixtures to US. Impor-
tantly, MTs assembled in the presence of GTP (0.5 mm) and
monosodium glutamate (0.4 m) and in the absence of MSAs
showed the same behavior as taxol- and Epo B-induced MTs
and were found to be entirely stable to high-frequency US, as
determined by turbidity measurements (data not shown).


The conclusions derived from the turbidimetry experiments
are also supported by the results of EM studies. As illustrated
by the electron micrographs shown in Figure 5, short-termACHTUNGTRENNUNG(<5 min) US treatment resulted in both the disassembly of
DDM-induced MTs as well as the agglutination of tubulin
sheets and ribbons into clews. This is an important finding, as
even significant changes in A340 might not always reflect large
changes in the ratio of soluble to polymerized tubulin, and,


Figure 2. Electron micrographs of MTs induced by equimolar amounts of different MSAs at 40 mm ab-tubulin con-
centration. A) DDM-induced MT fragments. B) Taxol-induced MTs. C) Epo B-induced MTs. D) Electron micrograph
showing long (>13 mm) MTs induced by Epo B. E) Tubulin polymers induced by DDM in the presence of MAPs
(0.5 mg mL�1). The size of the scale bar is 200 nm in all cases. All polymers were formed in the absence of GTP
(see the Experimental Section).


Figure 3. A) DDM-induced ab-tubulin sheet composed of 18 protofilaments. The longitudinal and lateral contacts
are broken. B) A typical ab-tubulin sheet induced by DDM. At its maximum width, the sheet is composed of 20
protofilaments. Also visible are convoluted protofilaments that appear as globular particles (white arrow head).
Polymerization was induced by equimolar amounts of DDM at 20 mm ab-tubulin concentration. The size of the
scale bar is 30 nm.
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therefore, the extent of tubulin polymerization or disassembly,
vide supra.


It should also be noted that the tubulin polymers obtained
with DDM under our experimental conditions were completely
resistant to cold-induced depolymerization (as deduced from
turbidity measurements). This is in agreement with previously
reported data for polymers obtained under different polymeri-
zation conditions,[14b] thus indicating that the polymers investi-
gated here are not inherently less stable than those previously
studied.


Given the distinct combination effects observed between
DDM and taxol in cell growth inhibition experiments[14a] (vide
supra), we also investigated the effect of DDM on the stability
of taxol- or Epo B-induced MTs under physical stress condi-
tions. The incubation of fully grown taxol-induced polymers
(obtained from 10 mm tubulin and 10 mm taxol) with either 5 or


20 mm of DDM followed by a
2 min US exposure led to a
measurable decrease in A340


(Figure 4 C). The effect was con-
centration dependent, that is, it
was more pronounced with
20 mm DDM (30 % reduction in
A340) than with 5 mm DDM, and
it strongly suggests that DDM
reduces the stability of taxol-
containing MTs under physical
stress conditions. No change in
A340 was observed upon the ad-
dition of a twofold molar excess
of DDM (relative to MSA andACHTUNGTRENNUNGtubulin) to Epo B-induced MTs
(Figure 4 C), which indicates that
the stability of the latter is not
affected by DDM. While we
have not specifically investigat-
ed this question, the apparent
destabilization of taxol-induced
MTs by DDM may be a conse-
quence of a (partial) displace-
ment of taxol from its binding
site, which could change the
overall properties of the poly-
mers to a more “DDM-like”
state. The different effects of
DDM on taxol- and Epo B-based
MTs would then be a direct re-
flection of the much larger dif-
ference in MT-binding affinity
between DDM and taxol (~400-
fold) than for DDM and Epo B
(~ fourfold, in favor of DDM).[17]


In addition to the effects of
DDM on taxol- and Epo B-con-
taining preformed MTs, we also
investigated the ability of taxol
and Epo B to affect the state of


the breakdown products derived from the US treatment of
DDM-induced MTs. Thus, DDM-containing polymerization mix-
tures (polymerization period of 30 min) were subjected to a
2 min US treatment and then incubated with taxol or Epo B for
30 min at room temperature. Neither taxol nor Epo B, even
when employed at a fivefold molar excess over tubulin, pro-
duced any increase in A340 (data not shown). This indicates that
neither compound was able to induce reassembly of the
breakdown products formed upon US treatment of DDM-in-
duced MTs.


Combination studies


As indicated above, DDM and taxol, but not DDM and Epo B,
exhibit pronounced synergism in the inhibition of human
cancer cell growth in vitro.[14a] At the same time, the experi-


Figure 4. Turbidimetry-based assessment of the stability of MSA-induced tubulin polymers against US treatment
(40 kHz, 1 min or 2 min, 22–25 8C). ab-Tubulin (10 mm) was polymerized with an equimolar amount of the respec-
tive MSA in the absence of GTP. Depending on the experiment, different concentrations of DDM were employed.
Arrows indicate time windows during which US treatment was applied. ab-Tubulin negative controls are also
shown. A) Short US exposure of active DDM-containing polymerization mixtures led to a significant decrease in
A340, thus indicating the degradation (disassembly) of polymerization products. B) Taxol- or Epo B-based MTs are
not affected. C) DDM treatment of taxol-induced MTs leads to a concentration-dependent decrease in A340. The
graph shows the DA340 after the addition of DDM to MTs induced by taxol or Epo B and subsequent US treatment
(2 min). Black bars: control (no DDM added); gray bars : 5 mm DDM added; white bars: 20 mm DDM added. The
DDM bar shows the DA340 after a 2 min US exposure of DDM-induced MTs (corresponds to Figure 4 A).
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ments discussed in the previous sections revealed distinctly
different effects of DDM, compared with that of either taxol or
Epo B, on tubulin polymerization kinetics, polymer morpholo-
gy, and the stability of polymerization products. Collectively,
these findings raised the question about the effects of DDM/
taxol and DDM/Epo B combinations on tubulin polymerization
and the nature of the polymers that would be formed in this
process. Thus, we investigated the induction of tubulin poly-
merization by equimolar mixtures of DDM/taxol, DDM/Epo B,
and taxol/Epo B. These experiments were performed in the


presence of MAPs and free ab-
tubulin in excess (1 equiv of
each MSA, 3 equiv tubulin), in
order to provide a sufficient
number of binding sites for the
complete binding of both
MSAs.


The centrifugation-based Tmax


observed upon simultaneous in-
cubation of tubulin/MAPs with
DDM and taxol, (387�131) s,
was comparable with that ob-
tained for DDM alone, (420�
139) s, and thus, was significant-
ly lower than the Tmax for taxol
((1024�177) s; Figure 6). In
contrast, combinations of DDM
and Epo B or taxol and Epo B
produced Tmax values that
roughly corresponded with the
higher of the Tmax values of the
individual combination partners
(Epo B in both cases; DDM/
Epo B: Tmax = (1565�218) min;
Epo B/taxol: Tmax = (1484�
275) min; Figure 6).


At the same time, and quite intriguingly, the architecture of
the DDM/taxol-induced MTs appeared to be intermediate be-
tween that of the MTs formed with either of the two agents
alone (Figure 7). The DDM/taxol-induced MTs tended to be
shorter (1–3 mm) than those induced by taxol (1–10 mm), but
longer than the polymers formed with DDM (~1 mm). Signifi-
cantly, the characteristic tubulin sheets observed with DDM
alone were almost completely absent from polymer prepara-
tions obtained with the DDM/taxol combination (Figure 7).


A more detailed analysis of the DDM/taxol-induced polymer-
ic structures revealed the presence of randomly distributed
areas across the polymer where the cylinder was opened and
distorted; these might represent accumulation sites of DDM
(Figure 7). At the same time, only few broken fragments were
visible. Internal distortions of the MT cylinder were virtually
absent from MTs assembled with taxol alone (under identical
conditions), although they may occur close to MT ends (data
not shown).


The EM analysis of DDM/Epo B-induced polymers was incon-
clusive, but seemed to indicate the formation of two inde-
pendent types of MTs (corresponding to those in Figure 1;
data for combination experiments not shown). This would be
in line with the results of the Tmax measurements, as the Tmax


for the combination in this case would be expected to corre-
spond to the higher of the Tmax values for the two combination
partners (i.e. , Epo B). However, at this point in time, these as-
sumptions are purely speculative, and additional experiments
will be required to either confirm or reject the hypothesis of
independent polymer formation for mixtures of DDM and
Epo B.


Figure 5. The effect of US on MSA-induced tubulin polymers. Upper row of micrographs: tubulin polymers in-
duced by DDM, taxol, or Epo B (40 mm of drug/ab-tubulin) prior to US treatment. Lower row of micrographs: cor-
responding preparations after a 2 min treatment with US (40 kHz). The size of the scale bars : DDM, Taxol,
DDM + US: 200 nm; Epo B: 25 nm; Taxol + US: 500 nm; Epo B + US: 2 000 nm.


Figure 6. Tubulin polymerization induced by equimolar mixtures of DDM
and taxol or of DDM and Epo B. Each MSA (10 mm) was added simultaneous-
ly to ab-tubulin (30 mm)/MAPs (0.5 mg mL�1). Data points are average values
from three experiments �SEM. Arrows indicate Tmax as determined by the
centrifugation method.
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Surprisingly, the US treatment of MTs formed with the DDM/
taxol combination revealed that they had apparently lost the
hyperfragile character of the DDM-induced polymers (data not
shown). This seems to contradict the previous observation of
the destabilizing effect of DDM on taxol-induced preformed
MTs. The reasons for this discrepancy have not been specifical-
ly addressed, but could perhaps be related to differences in b-
tubulin isotype composition and distribution between the MTs
assembled with either taxol alone or a taxol/DDM mixture
(vide infra).


b-Tubulin isotype composition of MSA-assembled MTs


Previous studies have demonstrated that the dynamicity and
stability of MTs strongly depend on their isotype composition.
For example, it has been known for some time that MTs assem-
bled, in vitro, solely from abIII dimers exhibit distinct assembly
properties[27] and significantly enhanced dynamics relative to
MTs derived from either abII or abIV dimers or from unfrac ACHTUNGTRENNUNGtion-ACHTUNGTRENNUNGated tubulin.[28] These experimental findings were extended in
a recent study by Rezania et al. , and the collective data were
analyzed by using an approach based on recursive maps.[29] As
a result, these authors suggested that the interactions be-
tween dimers of different isotypes during polymer growth are
stronger than those between dimers of the same isotype. For
example, the incorporation of new abII dimers during MT poly-
merization is predicted to occur preferentially next to an abIII


rather than an abII dimer, and vice versa.[29] As a consequence,
MTs assembled from mixtures of different tubulin isotypes
should be less dynamic (more stable) than those formed with
one isotype only, which is what is experimentally observed.


Based on this model, the differences in morphology and sta-
bility observed in our study between MTs assembled with
DDM and taxol or Epo B could be related to differences in ab-
tubulin isotype usage by different MSAs in the course of the
polymerization process. In order to address this question, we
analyzed the abI/II- and abIII-dimer content of the MTs induced
by DDM, taxol, or Epo B from purified (mixed isotype) ab-tubu-
lin in the absence of GTP by means of Western blotting.


Initial experiments were conducted with equimo-
lar amounts of ab-tubulin and MSAs, but no signifi-
cant differences were observed between the West-
ern blots of polymerization mixtures obtained with
the different MSAs under these conditions. However,
when ab-tubulin was employed in a fivefold molar
excess over the inducing agent, the fraction of abIII


dimers was markedly lower in DDM-induced MTs
than in those obtained with either taxol or Epo B
(Figure 8). This finding strongly suggests that DDM
has a pattern of isotype usage during tubulin poly-
merization that is different from that of taxol and
Epo B, and is characterized by a lower affinity for
abIII-tubulin. Under conditions where ab-tubulin and
DDM are present in a 1:1 ratio, this may become
manifest in the incorporation of abIII-type dimers


only towards the end of the polymerization process. As a con-
sequence, the isotype composition for the bulk of the MTs
would be more homogeneous; this ACHTUNGTRENNUNGresults in more dynamic,
less stable MTs (vide supra).


The above differences in isotype usage between DDM and
taxol also suggest that MTs assembled with a DDM/taxol mix-
ture and those obtained with taxol alone might differ in their
isotype composition and distribution (across the MT). This
could provide a rationale for the US resistance of MTs formed
with DDM/taxol, while taxol-induced MTs become less stable
to US treatment in the presence of added DDM.


Conclusions


The experiments performed in this study demonstrated that
DDM induces the formation of MT polymers, whose architec-
ture was clearly distinguishable from that of taxol- or Epo B-in-
duced structures. While these findings partly reconfirm previ-
ous literature reports,[18] we were also able to show that the
differences in morphology between DDM-induced MTs and
those obtained with either taxol or Epo B translate into distinct
differences in physicochemical properties. Thus, DDM-induced


Figure 7. Electron micrographs of MTs formed with equimolar amounts of DDM and
taxol. DDM (13.3 mm) and taxol (13.3 mm) were simultaneously incubated with ab-tubulin
(40 mm)/MAPs (0.5 mg mL�1). White arrows indicate regions displaying structural features
of DDM-induced MTs (Figure 2). The scale bars are 200 nm.


Figure 8. Western blots of tubulin polymers obtained with MSAs (10 mm)
and purified pig brain tubulin (50 mm) in the absence of GTP (1 h incubation
at room temperature). Control MTs were assembled with GTP (25 mm) and
glutamate (2.7 m). Monoclonal antibodies were used for immunostaining of
the b-tubulin isotypes.


172 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 166 – 175


K.-H. Altmann et al.



www.chembiochem.org





MT polymers can be destroyed by US treatment, whereas
those formed with taxol or Epo B are stable. While the biologi-
cal significance of these findings is unknown, they still high-
light the existence of fundamental differences in the physico-
chemical properties between DDM- and taxol- or Epo B-in-
duced tubulin polymers, which could also be relevant at the
biological level.


DDM-induced MT assembly was found to be distinct from
taxol- or Epo B-driven polymerization not only at the level of
polymer morphology and stability but also regarding the
usage of different tubulin isotypes. Thus, under conditions in
which MSA availability is limiting, DDM-induced MTs contained
significantly less abIII-tubulin than those assembled with either
taxol or Epo B. While no such difference could be detected
(within the accuracy limits of Western blot analysis) when
MSAs and ab-tubulin were present in a 1:1 ratio, the less effi-
cient usage of abIII-tubulin by DDM could lead to changes in
polymer stability due to changes in the intramicrotubular dis-
tribution of tubulin isotypes. Clearly, a more comprehensive
understanding of the differential effects of MSAs on tubulin
polymerization and MT stability will require a detailed assess-
ment of tubulin isotype usage by these agents during the
polymerization process.


Subtle but significant differences between DDM and taxol
have been reported for cellular systems. Thus, DDM has been
shown to produce shorter MTs and to induce strong MT bun-
dling in cells[18a, 30] and, in comparison to taxol, exhibit stronger
MT-stabilizing effects.[18a, 30] On the other hand, the concentra-
tions required to produce mitotic arrest by DDM appear to be
significantly higher than those required to inhibit human
cancer cell proliferation,[16, 31] and we have confirmed this phe-
nomenon in our own laboratory (B. Sager, J.G. , unpublished
data). More recently, DDM was also found to induce accelerat-
ed senescence in A549 cells, whereas taxol did not.[32] Based
on our experiments, it is not inconceivable that these effects
are due to differences in MT architecture between DDM- and
taxol-induced MTs rather than being related to interactions (of
DDM) with additional protein targets. Cell-based experiments
in our own laboratory have also shown that incubation of
MonoMac-6 cells with high concentrations of DDM (1 mm) over
short time periods leads to the extensive formation of bundles,
which are rapidly transported into pseudopodia, thereby in-
ducing a distinct cellular morphology (J.G. , unpublished data).
Similar effects have previously been observed with mouse fi-
broblasts,[30] and no such changes in cellular morphology were
induced in MonoMac-6 cells with either taxol or Epo B. Based
on immunofluorescence staining, the DDM-induced bundles in
MonoMac-6 cells appear to be largely composed of shorter
MTs (in comparison to taxol- or Epo B-induced bundles) and/or
ab-tubulin sheets that assemble laterally and cluster without
forming a tube.


Finally, our study points to the formation of a new type of
MT polymer with a mixed morphology in the simultaneous
presence of DDM and taxol. These findings parallel the previ-
ously reported cellular synergism between DDM and taxol.[14a]


Future studies will show whether our findings with isolatedACHTUNGTRENNUNGtubulin are of relevance for cellular systems, and whether MT


architecture could become a relevant aspect in MT-based drug
discovery.


Experimental Section


Chemicals : (+)-DDM and Epo B were generous gifts of the Novar-
tis Pharmaceuticals Corp. (Basel, Switzerland); taxol (paclitaxel) was
purchased from Sigma. Compounds were used as stock solutions
(2 mm) in DMSO. DMSO, GTP, ATP, PIPES, and EGTA were obtained
from Fluka. Monoclonal antibodies against b-tubulin isotypes and
a polyclonal antibody against a-tubulin were purchased from
Abcam (Ab11314, Ab11313, Ab151246) and employed according to
the manufacturer’s instructions.


Isolation of pure ab-tubulin (>95 %): Tubulin was isolated as
pure ab-tubulin from fresh pig brain tissue according to the
method of Castoldi and Popov.[33] Fresh brain tissue was obtained
from a local slaughterhouse and processed immediately without
prior cooling. In brief, cleaned pig brain tissue (150–200 g) was put
into ice-cold depolymerization buffer (50 mm MES, 1 mm CaCl2, ad-
justed to pH 6.9 with KOH) and homogenized in a Polytron mixer.
The homogenate was centrifuged in a Sorvall SLA-1500 rotor at
14 500 rpm for 60 min. The supernatant was transferred into anACHTUNGTRENNUNGErlenmeyer flask in high-molarity PIPES buffer (1 m PIPES, 10 mm


MgCl2, 20 mm EGTA adjusted to pH 6.9 with KOH) plus ATP
(1.5 mm final concentration) and glycerol (98 %) in a total volume
of 300 mL. The resulting suspension was mixed and incubated at
37 8C for 1 h. Aliquots were transferred into ultracentrifuge tubes
and centrifuged in a Beckman Ti50.2 rotor at 32 500 rpm (96 000 g)
for 75 min at 30 8C. The MT protein pellets were resuspended in
depolymerization buffer and put on ice prior to ultracentrifugation
at 4 8C. The procedure was repeated for two polymerization cycles
(total of three cycles), and the final ab-tubulin pellets were dis-
solved in ice-cold Brinkley Buffer (BRB80: 80 mm PIPES, 1 mm


MgCl2, 1 mm EGTA adjusted to pH 6.8 with KOH) prior to shock-
freezing in liquid N2 and subsequent storage at �80 8C. The ab-tu-
bulin purity and concentration were determined by SDS-PAGE gel
electrophoresis and spectrophotometrically (A =e � c � d with an
extinction coefficient of 115 000 m


�1 cm�1 at 280 nm). This proce-
dure typically yielded 60–100 mg of ab-tubulin per 100 g of brain
tissue with a purity >95 %. Notably, this method of tubulin prepa-
ration results in tubulin with GDP in the exchangeable site with
only traces of GTP. No GTP, MAPs, or glutamate was used in poly-
merization experiments with this tubulin unless specifically stated.


Preparation of MAPs : Heat-treated MAPs were prepared from
fresh pig brain tissue according to a method previously published
by Hamel et al.[23] The MAPs preparation was lyophilized and
stored at �80 8C. The purity and concentration were determined
by SDS-PAGE gel electrophoresis. In experiments employing MAPs,
0.5 mg mL�1 were added to ab-tubulin preparations.


Electron microscopy (EM): Conventional transmission EM (both
bright- and dark-field) was performed at the Electron Microscopy
Center, EMEZ ETH, Z�rich. MT samples were prepared in BRB80
buffer, in general, with stoichiometric amounts of drug/ab-tubulin.
Samples (5 mL) of MT from preparations were loaded onto a freshly
prepared copper grid. The grid was blotted dry with filter paper
15–20 s later, and the MT preparations were stained with uranyl
acetate (2 %) for 20 s. For negative staining, an aliquot (5 mL) of the
sample was adsorbed for 60 s onto glow-discharged carbon-
coated collodium film on a 400 mesh per inch copper grid. The
grid was next washed with two drops of distilled water, stained for
20 s with uranyl formate (0.75 %, pH 4.25), and air dried after the
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removal of excess liquid with filter paper and suction with a capil-
lary applied to the edge of the grid. Specimens were examined in
a Hitachi H-8000 TEM (Hitachi, Ltd.), operated at 100 kV. The num-
bers of MTs were counted from prints of different grid areas
(176 mm2 each). Polymers were chosen randomly for analysis.


Tubulin polymerization : Freshly thawed ab-tubulin was centri-
fuged at 5 000 g for 5 min at 5 8C and then incubated with addi-
tional BRB80 buffer, MSAs, DMSO vehicle (2 %), GTP/glutamate
(0.5 mm/0.4 m final concentration if not stated otherwise), and/or
MAPs (0.5 mg mL�1) in a 96-well plate in either 50 or 100 mL vol-
umes. MSA-driven polymerization was investigated in the absence
of GTP. Compounds were added to the tubulin solution on ice. Ex-
periments were either carried out in a 96-well quartz plate or in
normal 96-well polystyrene plates (Falcon). The polymerization was
monitored by following the increase in absorption at 340 nm in a
temperature-controlled TECAN GeniosPro spectrophotometer. De-
pending on the specific experiment, the temperature was set
either to room temperature (actual measuring temperature was
24–27 8C) or 37 8C. The concentration of DMSO was found to be
highly critical, as DMSO concentrations >2 % induced considerable
MT formation. All experiments, including both negative (untreated
ab-tubulin) and vehicle controls, were carried out in triplicate. Ex-
periments were performed with at least two different ab-tubulin
batches. Average differences in A340 were subjected to statistical
analysis (student t-test and ANOVA), and P<0.05 was considered
to be significant.


Determination of the time required to achieve maximum poly-
merization (Tmax). Several drug/ab-tubulin mixtures were run in
parallel in these experiments. After an initial polymerization time
of 120 s for all samples, individual mixtures were removed every
minute and centrifuged. The remaining amount of unpolymerized
ab-tubulin in these samples was determined according to Lin
et al. ,[24] that is, employing a standard Bradford method (Pierce Bio-
technology). Tmax was determined from a curve generated with the
Graphpad Prism 4 software (A340 in the presence of MSA alone/A340


for MSA + GTP) and defined as the time point at which the quan-
tifiable amount of tubulin in the supernatant did not decrease fur-
ther. This method was also employed to determine the maximum
degree of conversion of tubulin into MT polymers (% polymeri-
zation) induced by each MSA. In an alternative approach, the ab-
sorption of the polymerization mixtures was followed at 340 nm
and assumed to be proportional to the amount of MT polymer
formed.[23] After the MSA addition, glutamate (2.7 m) and GTP
(25 mm) were added to the polymerization mixture every minute
to assess whether free ab-tubulin (or oligomers not associated
with MTs) was still present. This was judged by the appearance
and height of a second polymerization curve (a further increase in
A340), which was assumed to indicate the presence of remaining
free ab-tubulin or oligomers not detectable at 340 nm. In this
method, Tmax was determined from a curve generated with the
Graphpad Prism 4 software and defined as the time point at which
no second polymerization curve could be detected upon the addi-
tion of glutamate/GTP.


Ultrasound (US) treatment of polymers : Polystyrene 96-well
plates containing the samples from the polymerization assays were
carefully sealed with parafilm. A Merck ASB 40 kHz US water bath
was filled with deionized water (10 cm deep), and the 96-well
plates were carefully placed on the surface to float. Sonication was
performed for different time periods. After sonication, the plate
was carefully dried and left for 10 min on a shaking table. This
latter incubation step was crucial to obtain reproducible results.


Keywords: discodermolide · microtubule stabilizer ·
microtubules · natural products · proteins
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Introduction


The natively disordered protein a-synuclein (a-Syn) is the main
constituent of Lewy bodies, which are intracellular proteina-
ceous inclusion bodies, whose formation is a cellular hallmark
of Parkinson’s disease (PD) and other neurodegenerative path-
ologies.[1–3] Although there is a wide consensus in the scientific
community that the in vivo aggregation of a-Syn into amyloid
fibrils and, eventually, Lewy bodies is a critical step in the
onset of PD, the details of this process are largely unknown. In
particular, no comprehensive aggregation pathway detailing
the role of intermediates is currently available. A better com-
prehension of the aggregation mechanisms could ultimately
be functional in devising strategies aimed at avoiding the
onset of PD or mitigating its symptoms.


When reproduced in vitro and investigated by spectroscopic
techniques, fibrils of a-Syn found in the dopaminergic neurons
of PD patients reveal a high content of b-sheet secondary
structure.[4, 5] a-Syn is also found to form the same type ofACHTUNGTRENNUNGfibrils in vitro under a variety of conditions.[3] Since a-Syn is a
typical example of natively unfolded protein (NUP),[6] and as
such lacks a well-defined three-dimensional structure,[7] the ag-
gregation process is primarily one of acquiring structure.[8] The
major steps of the process are the appearance of aggregation-
prone species of the monomer, the formation of oligomers,
and, eventually, the nucleation and growth of fibrils or other
macroscopic aggregates. Different secondary-structure con-
tents were indeed identified in the aggregates at specific
stages of the fibrillization process.[9–12] Several aggregation in-
termediate species with different morphologies and sizes were


observed,[10, 12, 13] some of which were suggested to be extrane-
ous to the fibrillization pathway.[13, 14] a-Syn fibrillization is thus
a multistep process, with branched reaction pathways that
also include dead ends, and involves a number of oligomeric
species with different structures and properties.[15] Most impor-
tantly, it is not obvious which of the many species formed
during the fibrillization process is most dangerous for theACHTUNGTRENNUNGorganism, although evidence is accumulating that specifically
identifies annular, ring-like oligomeric forms as the most
toxic.[9, 16–18] Conversely, fibril formation could be functional in
sequestering the dangerous oligomeric species.[19]


Interestingly, the point-mutated a-synucleins responsible for
familial PD, the A30P, A53T, and E46K mutants, have been re-
ported to show marked differences in their aggregation behav-
iors compared to WT a-Syn, with regard to both fibrillization
and oligomerization.[10, 17–25] For instance, compared to WT a-
Syn, A30P was found to promote the formation of annular,
pore-like protofibrils, whereas A53T promotes the formation of


a-synuclein (a-Syn) is an abundant brain protein whose muta-
tions have been linked to early-onset Parkinson’s disease (PD).
We recently demonstrated, by means of a single-molecule force
spectroscopy (SMFS) methodology, that the conformational equi-
librium of monomeric wild-type (WT) a-Syn shifts toward b-con-
taining structures in several unrelated conditions linked to PD
pathogenicity. Herein, we follow the same methodology previous-
ly employed for WT a-Syn to characterize the conformational
heterogeneity of pathological a-Syn mutants A30P, A53T, and
E46K. Contrary to the bulk ensemble-averaged spectroscopies so
far employed to this end by different authors, our single-molecule
methodology monitored marked differences in the conformation-
al behaviors of the mutants with respect to the WT sequence. We


found that all the mutants have a much higher propensity than
the WT to adopt a monomeric compact conformation that is
compatible with the acquiring of b structure. Mutants A30P and
A53T show a similar conformational equilibrium that is signifi-
cantly different from that of E46K. Another class of conforma-
tions, stabilized by mechanically weak interactions (MWI), shows
a higher variety in the mutants than in the WT protein. In the
A30P mutant these interactions are relatively stronger, and there-
fore the corresponding conformations are possibly more struc-
tured. The more structured and globular conformations of the
mutants can explain their higher propensity to aggregate with
respect to the WT.
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both annular and tubular protofibrillar structures. In contrast,
the E46K mutant reduces the abundance of such aggre-
gates.[18] Wild-type a-Syn was also found to form annular pro-
tofibrils, but only after extended incubation.[17] Both E46K and
A53T exhibit an increased rate of fibrillization with respect to
WT a-Syn,[21, 26] whereas the A30P mutant either does not dis-
play such increase[19, 24] or even shows a decrease.[25]


Quite surprisingly, in ensemble-averaged experiments, such
marked contrasts in the aggregation behavior of the different
mutants have not been found to correspond to analogously
clear-cut differences in their monomeric conformational behav-
ior.[19, 27] When they were studied by means of various spectro-
scopic techniques, only subtle differences were detected at the
monomeric level between WT, A30P, A53T, and E46K a-Syn in
terms of amount of non-Ab component (NAC) region shield-
ing,[28, 29] N-terminal a-helix propensity,[27] and b-structure pro-
pensity at high concentration.[20]


Recently, we described a SMFS methodology that makes it
possible to show that monomeric a-Syn is capable of assum-
ing multiple, but discrete, structured conformations prior to
any aggregation step.[30] We identified three classes of mechan-
ically different monomeric a-Syn conformations, one of which
is compatible with an amount of b-structuring similar to that
found in a-Syn aggregates. Using this methodology, we could
quantify the population of these classes of a-Syn conforma-
tions, and how their relative abundance shifts in response to
different environments. In particular, the proportion of b-con-
taining conformations increased markedly under conditions
known to be related to PD pathogenesis. This result suggests
that the specific ensemble of conformations visited by a-Syn
at the monomeric level, and their relative abundance, can in-
fluence the whole aggregation process right at the onset. We
thus employed the same SMFS methodology mentioned
above to characterize the conformational equilibria of mono-
meric a-Syn pathological mutants A30P, A53T, and E46K, and
evaluate the differences with respect to WT and between each
other.


Results


A chimeric polyprotein construct for mechanical unfolding
SMFS experiments


The SMFS methodology we employed in this study has been
described elsewhere.[30] Briefly, chimeric polyproteins com-
posed of a single a-Syn module flanked on either side by
three tandem I27 domains (Figure 1 A, 3S3) were expressed.
Two cysteines were added at the C-terminal to promote bind-
ing to gold surfaces (see the Experimental section). The central
a-Syn module had the sequence of either WT a-Syn or one of
its pathogenic mutations, A30P, A53T, or E46K, to give a total
of four different chimeric 3S3 constructs. Flanking I27 domains
act both as “molecular handles” and as an internal mechanical
gauge that allows the unambiguous recognition of SMFS sig-
nals originating only from single molecules. Polyprotein con-
structs were allowed to deposit on a gold surface at a concen-
tration of ~100 mg mL�1. For more details on the SMFS experi-


mental approach please refer to the many excellent research
articles and reviews available in the literature, focusing on
many diverse aspects of SMFS experiments performed on chi-
meric polyproteins.[31–48]


Tens of thousands of force versus extension curves were re-
corded on an atomic force microscopy (AFM) apparatus for
each construct, only a fraction of which contained single-mole-
cule mechanical unfolding information. After automatic data
filtering, only those traces that could be unambiguously as-
signed to the complete mechanical unfolding of single 3S3
molecules were tagged for successive measurement, while the
rest were discarded. (See the Experimental Section for a de-
tailed explanation of the employed data-filtering criteria).


Figure 1. A) Schematic representation of the polyprotein 3S3 constructs con-
taining the a-Syn sequence flanked on either side by three titin I27 modules,
the N-terminal His-tag needed for purification purposes, and the C-terminal
Cys–Cys tail needed for covalent attachment to the gold surface. In the a-
Syn moiety (enlarged), three regions are shown: 1) the amphipathic region,
prone to fold into a-helical structures when in contact with phospholipid
membranes; 2) the fibrillogenic NAC region, characteristic of the fibril core
of a-Syn amyloids; and 3) the acidic C-terminal tail, strongly charged and
not prone to fold. The positions of mutation sites A30, E46, and A53 are in-
dicated. B) Example of a curve characterized by a featureless region assigned
to the stretching of a-Syn moiety having the mechanical properties of a
random coil (see Results). This region is followed (from left to right) by six
unfolding peaks ~200 pN high, with ~28 nm gaps between each, assigned
to the unfolding of the I27 domains. The characteristic contour lengths of
the fully folded construct, of the I27 modules and of the wholly unfolded
construct are shown (dashed lines). In all cases, contour lengths were ob-
tained by fitting a worm-like chain equation with two free parameters (con-
tour and persistence length). C) Example of the curves featuring the b-like
signature of a-Syn (see Results), showing seven practically indistinguishable
unfolding events of similar magnitude and spacing. D) Example of the
curves featuring the signature of mechanically weak interactions, showing
small peaks preceding the six saw-tooth-like peaks.
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The remaining curves were then examined and characterized
in terms of position, height, and number of their mechanical
unfolding peaks. (See the Experimental Section for details on
data processing, and the Supporting Information for complete
contour length and rupture force data.) It must be emphasized
that the contour-length increase caused by each rupture event
allows the span of the amino acid chain that was involved in
that interaction to be univocally quantified. This analysis evi-
denced only three homogeneous classes of curves (Figure 1 B–
D), revealing thus that a-Syn is capable of assuming only three
mechanically distinct groups of conformations in the 3S3 con-
struct. Unfolding curves of 3S3 constructs containing WT or
point-mutated a-Syn, collected under the same experimental
conditions, showed a characteristic distribution of the relative
population of the three conformations (see Figure 2 A), thusACHTUNGTRENNUNGrevealing that the point mutations have a significant impact
on the monomeric a-Syn conformational equilibrium.


Three classes of mechanical behavior


The present division into classes follows the one we described
in ref. [30] . One homogeneous group of curves showed sixACHTUNGTRENNUNGunfolding peaks, evenly spaced by a distance corresponding to
the unfolding of an I27 module (Figure 1 B). In these curves,


the average contour length measured at the first I27 unfolding
peak was 68�15 nm, corresponding to that of a fully stretch-
ed a-Syn moiety (49 nm) plus six folded I27 modules (ca. 4–
4.5 nm each).[49] This means that in these curves, a-Syn was
captured in a conformation whose extension does not imply
the overcoming of measurable unfolding energy barriers, that
is, that offered a purely entropic mechanical resistance to pull-
ing. This is a typical behavior of random coils or mostly unfold-
ed conformations. Thus, we assign this class to mainly unfold-
ed a-Syn monomer conformations. See Figures S1, S5 A and S7
in the Supporting Information for a more detailed characteriza-
tion of this class of curves.


Another highly homogeneous group of curves showed
seven equally spaced peaks (Figure 1 C). The average contour
length measured at the second peak was 70�10 nm, in good
accord with the value found at the first I27 peak in the class of
curves with six peaks described above. The seventh peak ap-
pears in the region that contains no signal when a-Syn is in
random coil. This does not imply that the first peak in these
curves can be ascribed to the unfolding of a-Syn, but rather,
that one of the seven peaks must necessarily be due to the
mechanical unfolding of an a-Syn compact conformation,
since significant mechanical resistance is recorded at elonga-
tions that are smaller than a fully stretched a-Syn. Thus, in
these curves a-Syn was captured in a conformation that offers
a high mechanical resistance to pulling, comparable to that of
I27 modules. The only secondary structural motif known to be
capable of showing such high unfolding forces is the antiparal-
lel b-sheet, so we assign this class of curves to b-rich a-Syn
conformations. In these curves, the average contour length of
the first peak is only 40�7 nm, which corresponds (after sub-
tracting the length of six folded I27 domains) to a synuclein
free chain of ~50 amino acids (aa) and, consequently, an a-Syn
folded domain of about 90 aa. Interestingly, this length match-
es the portion of a-Syn that is found to be included in theACHTUNGTRENNUNGfibrils after aggregation.[4, 12] See Figures S2, S5B and S6 for a
more detailed characterization of this class of curves.


It is important to note that the occurrence of a seventh
peak in the class of curves described above cannot be attribut-
ed to the unfolding of additional I27 domains in dimerized 3S3
constructs. First and foremost, a control experiment performed
on WT 3S3 under disulfide-reducing conditions[30] showed the
same occurrence of seven-peaked curves as in the experiments
conducted without the addition of a reducing agent.


Under nonreducing conditions, 3S3 can form dimers, and we
indeed observed an extremely small proportion of curves (i.e. ,
about 0.002 % of the recorded curves) attributable to theACHTUNGTRENNUNGmechanical stretching of such molecules. However, these force
traces could be easily distinguished from those generated by
the unfolding of a monomeric 3S3 construct, and thus discard-
ed. Most importantly, no geometry of pulling of a 3S3–3S3
dimer can give seven-peaked force traces like those described
above. If one such dimer were indeed picked up in a position
that resulted in exactly seven I27 modules being trapped be-
tween the AFM tip and the surface, then at least one a-Syn
moiety would necessarily also be included. For this reason, the
resulting force trace would inevitably show a distance between


Figure 2. A) Population of a-Syn conformers in the four a-Syn sequence var-
iants tested in this work. Percentages observed for each curve type (see
Figure 1) of the wild-type protein (n = 51), the A30P mutant (n = 43), the
E46K mutant (n = 51), and the A53T mutant (n = 63) B) Graph showing the
marked dissimilarity between WT a-Syn and the three pathogenic mutants
examined in this study. Error bars show standard deviations.
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the first I27 peak and the contact point equal to or longer
than the length of a fully extended a-Syn molecule. Since the
first peaks in the class of seven-peaked curves consistently
show a contour length of 40�7 nm, this can only be ascribed
to the unfolding of seven adjacent modules, one of which
must necessarily be a-Syn. See Figure S4 for an example of a
force trace showing the mechanical unfolding of a 3S3–3S3
dimer.


The possibility exists for a 3S3 construct in which a-Syn is in
a compact, “b-rich” conformation to be picked up by the AFM
tip at a position that would result in a mechanical unfolding
trace showing only six peaks. However, in this case, the con-
tour length of the first peak would not be equal to a fully
stretched a-Syn plus six folded I27 modules, as in the first class
of curves described above. Rather, it would be significantly
shorter. The total construct length at detachment would also
be noticeably shorter. An exhaustive report on the implications
of this observation is included in the Supporting Information
(Figures S3 and S7B).


Other types of signal artifacts, such as the AFM tip’s simul-ACHTUNGTRENNUNGtaneously pulling more than one 3S3 construct, can also beACHTUNGTRENNUNGcogently ruled out, as discussed elsewhere.[30]


Finally, curves not assignable to the previous two classes
were grouped in a third class. In all these curves, weak me-
chanical signals appeared between the first I27 peak and the
contact point (see, e.g. , Figure 1 D) signifying that a-Syn was
captured in conformations stabilized by interactions that of-
fered a limited mechanical resistance to unfolding (hencefor-
ward called “Mechanically Weak Interactions”, MWIs). Similarly
to what was found in the previously described classes of
curves, the distance between the first I27 unfolding peak and
contact point is 73�13 nm, corresponding to the length of
the totally unfolded a-Syn plus six folded I27 modules. TheACHTUNGTRENNUNGpositions and rupture forces of the MWI appearing in this class
of curves show an higher degree of diversity with respect to
all other signals (Figure 3; see Figure S8 for a more detailed
characterization of this class of curves).


Mutations affect the conformational equilibria of the a-Syn
variant moieties in the 3S3 constructs


As shown in Figure 2, all three mutants show a markedly
higher proportion of b structure than WT a-Syn, which was ob-
served to have a b conformation in only 6�2 % of the curves.
A53T shows the largest b-structure propensity (36�4 %) while
A30P and E46K have lower values (28�3 % and 20�3 % re-
spectively).


The opposite is observed for curves containing MWI-related
weak unfolding events: WT a-Syn has the highest value (53�
4 %), and all mutants show significantly lower percentages.
A30P and A53T have very similar values and are the most dif-
ferent from WT a-Syn (19�3 % and 21�3 % respectively),
while E46K shows an intermediate value (43�4 %). For each
3S3 variant, the percentage of curves showing the rupture of
the MWIs that stabilize the a-Syn moiety was plotted against
the percentage of those corresponding to the unfolding of a-


Syn b structured conformers (Figure 2 B). An anticorrelation be-
tween the two populations is clearly shown by the plot


The abundance of random-coil-extended conformations is
very similar for WT, E46K, and A53T (41�4 %, 36�3 %, and
43�4 %, respectively), while it is higher for A30P (53�3 %). Re-
markably, the ratio between b-structured and random-coil con-
formers is roughly similar for all three mutants (0.5�0.1, 0.5�
0.1, and 0.8�0.2 for A30P, E46K, and A53T respectively), while
it is markedly lower for WT 3S3 (0.15�0.05)


Mutations in the 3S3 construct widen the variety of MWI


The profiles of the force curves corresponding to a-Syn in a
random-coil conformation and in the compact b structures
were extremely homogeneous and showed no significant dif-
ferences among WT a-Syn and mutants, apart from their rela-


Figure 3. Top: The measurement of MWI interaction lengths. A worm-like
chain function (see the Experimental Section) is fitted to the MWI peak and
the first I27 unfolding peak. The difference between the asymptote lengths
gives the contour length of the loop enclosed by the MWI. Bottom: Scatter
plots showing the size of loops enclosed by MWIs versus the corresponding
measured interaction force for each of the four a-Syn sequence variants.
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tive abundance; this suggests a unique structure for all se-
quence variants. In contrast, mechanically weak signals
showed a higher variety among the different a-Syn species.
The distances between the MWI signal and the contact point
correspond to the 3S3 chain length that is already accessible
to extension prior to the mechanical rupture of the MWI. Ac-
cordingly, the distance between the MWI signal and the first
I27 unfolding peak corresponds to the 3S3 chain length, which
was rendered accessible to extension by the rupture of the
same MWI. This length, that is the length of the loop enclosed
by each MWI, was plotted against the corresponding rupture
force (Figure 3). The MWI scatter plot of WT a-Syn shows that
all weak peaks have a rupture force below ~100 pN, and their
distance from the contact point does not exceed ~30 nm. Con-
versely, the MWI scatter plots of all three a-Syn pathological
mutants show events exceeding the ~30 nm boundary, and
A30P also shows a high proportion of events exceeding the
~100 pN boundary.


Discussion


Conformational equilibria of a-Syn variants in the 3S3ACHTUNGTRENNUNGconstruct


Ensemble-averaged experiments and spectroscopies have re-
cently been providing experimental evidence of the conforma-
tional diversity of NUPs in solution.[50, 51] Specifically, several pre-
vious works described monomeric a-Syn as exploring different
conformations in solution prior to the formation of insolubleACHTUNGTRENNUNGfibrils.[9, 18, 23, 27, 29, 52] In spite of the fact that a-Syn pathogenic
mutants have markedly different membrane-permeabilization
properties, aggregation behaviors, and toxicities, correspond-
ingly marked differences have not been detected so far in their
properties at the monomeric level by mean of bulk experi-
ments. According to this observation, Fredenburg et al. postu-
lated that (as yet unknown) extrinsic factors could contribute
to the toxicity of a-Syn in cells, and that the inherent charac-
teristics of monomeric a-Syn mutants are of limited relevance
in determining their in vivo properties.[18]


In contrast, the mechanical unfolding data at the single-mol-
ecule level we present here show marked differences between
WT a-Syn and each of its pathogenic mutants. In particular,
mutations were found to affect the monomeric conformational
equilibria of the a-Syn variant moieties with respect to both
the amount of b-like structuring (Figure 2) and the formation
of MWIs (Figure 3). On the other hand, since we detected
those differences not in the behavior of free a-Syn in dilute
solutions, but in an a-Syn moiety inserted into 3S3 chimeric
multimodular constructs, the question arises whether these dif-
ferences are representative of the effect that mutations have
on free monomeric a-Syn.


The presence of I27 linkers could have several plausible re-
percussions on the behavior of the central a-Syn module. The
mere presence of such large objects linked to both termini of
a-Syn could give rise to entropic pulling effects, in turn leading
to on average more-extended a-Syn conformations. “Aspecific”
interactions of the I27 linkers with a-Syn are also plausible. We


recently substantiated by CD spectroscopy[30] that the presence
of I27 domains in 3S3 construct slightly increases the a-helical
content of the central a-Syn. I27 linkers could also give rise to
“crowding effects”.[53–56] Since six I27 modules are present for
each a-Syn, the volume left accessible to a-Syn conformational
changes is severely limited. The effect of macromolecular
crowding on a-Syn aggregation properties is well character-
ized.[57–59] Molecular crowding gives rise to excluded-volumeACHTUNGTRENNUNGeffects, which promote reactions with negative activation vol-
umes, such as molecular compactions and aggregations. Con-
sequently, a-Syn compact conformations should be more
stable and have significantly longer lifetimes in our 3S3 con-
structs than in a-Syn dissolved in ideal uncrowded solutions,
thus leading us to detect a substantially larger amount of
a-Syn structured conformers. Intriguingly, the populations we
estimated are in good agreement with data on monomeric a-
Syn obtained under conditions with high crowding or high a-
Syn concentration.[9, 12, 20] Of course, the fact that the I27 mod-
ules are covalently linked to both termini of a-Syn, rather than
floating in solution, introduces further effects than simple
crowding, as is often the case in natural or chimeric multimod-
ular proteins,[32, 54, 60] whose contribution to the final observed
conformer population is not easy to discern at the moment.


Even considering the above, the crucial observation is that,
in all the 3S3 constructs, both WT a-Syn and the mutant moi-
eties are inserted in the same stereochemical context. All 3S3
constructs are identical, except for the relevant a-Syn point
mutations. We can therefore attribute the differences observed
in the relative abundance of conformational classes to the
effect that these mutations have on free monomeric a-Syn,ACHTUNGTRENNUNGregardless of how exactly the effects described previously
modify the conformational equilibria of a-Syn whenever it is
included in the 3S3 construct.


The unfolding signals of the mechanically weak interactions
correspond to a large variety of conformations


While each set of 3S3 unfolding curves assigned to random
and b-like-containing a-Syn conformations is remarkably ho-
mogenous within the set, a more complex multiplicity of con-
formations results from the measured unfolding distances and
forces of weak peaks. Further experiments would be necessary
to univocally assign these signals to specific a-Syn conforma-
tions. The possibility exists that parts of these signals are due
to interactions between the central a-Syn moiety and flanking
I27 modules, as we discussed recently.[30] One class of conform-
ers that could be compatible with the observed weak a-Syn
unfolding signals is represented by those conformations that
have an incomplete b structure. Possible “pre-b” structures are
in equilibrium with the fully formed b structure found in
curves with seven peaks, and en route to either acquiring or
losing that structure. This hypothesis is strengthened by the
observation that there is an inverse proportion between the
population of MWI and b structures (Figure 2 B). On this basis,
since weak signals originating from A30P have on average
higher rupture forces than those showed by WT and by the
other two mutants, the “pre-b” conformations are mechanically


180 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 176 – 183


B. Samor� et al.



www.chembiochem.org





more stable for this mutant, and therefore possibly more struc-
tured.


Bertoncini et al. demonstrated that the two mutants A30P
and A53T show weaker average signals from long-range inter-
actions than the WT protein, as measured by NMR residualACHTUNGTRENNUNGdipolar coupling and paramagnetic relaxation enhancement
measurements.[28] This is in agreement with the result present-
ed here of a substantially decreased fraction of detected MWIs
(around ~20 %) in the A30P and A53T mutant samples, in con-
trast to the ~50 % displayed by the wild-type. Moreover the
same study showed that mutant proteins are more flexible
and able to sample a larger range of conformations; this
agrees with our measurements of an increased variety of
lengths associated with their MWI signals (Figure 3). It would
be interesting to see by NMR experiments similar to those of
Bertoncini et al. if, in the mutant E46K, long-range interactions
are more conserved with respect to the A30P and A53T mu-
tants, as suggested by its larger population of conformers dis-
playing MWI.


Conclusions


The effects of the single-point mutations responsible for fami-
lial PD on the conformational equilibria of monomeric a-Syn
were evaluated. The mutations were found to shift the equili-
bria towards more-structured conformers. Since the oligomeri-
zation step is likely to be the one most directly influenced by
the monomeric conformational equilibrium, it would be tempt-
ing to propose the hypothesis that the perturbations we
found in the equilibria, and in particular the increase of struc-
ture in the monomer, are linked to the propensity to form olig-
omers. However, since the characterization of a-Syn oligomers
is still sparse in literature, we cannot currently trace a direct,
quantitative correlation between our monomeric data and the
propensity of an a-Syn mutant to form a specific class of oligo-
meric intermediates. A more detailed knowledge of the a-Syn
oligomerization process, detailing its relationship with the con-
formational properties of the monomers, will be necessary to
substantiate this correlation. Systematic studies on oligomeri-
zation are just beginning to appear in literature.[13, 61]


All the conceivable a-Syn aggregation processes, including
the formation of any type of oligomer and fibril, require the
progressive increase of a-Syn structure, with a substantial
prevalence of b-sheet structured forms.[6, 12] The increased pop-
ulation of b-sheet conformers shown by the mutants, and their
access to longer-range MWIs (Figures 2 A and 3) imply more
globular structures with an increased number of attractive self-
interactions that significantly differ from the WT. This increase
can explain the higher propensity to form both oligomeric and
polymeric structures.[23] In accord with this hypothesis, even
though there are differences in their individual fibrillization
and oligomerization properties, all three mutants show anACHTUNGTRENNUNGaccelerated monomer consumption rate with respect to WT
a-Syn, as evidenced by the in-bulk fibrillization kinetics experi-
ments so far reported by different authors.[18, 19]


Experimental Section


Polyprotein design and expression : The protocol closely follows
the one described in ref. [30]. We reproduced the protein construct
design proposed by J. Fernandez for the study of the random
coiled Titin N2B segment.[62] Chimeric polyproteins were obtained
from pAFM1–4, pAFM5–8 vectors, kindly provided by Prof. Jane
Clarke (Cambridge University, UK) and constructed according to
ref. [63] . a-Syn or its point-mutated sequences were amplified by
PCR by using a couple of primers containing KpnI and XbaI restric-
tion sites. The original eight I27 module plasmid was reconstituted
from pAFM1–4 and pAFM5–8, obtaining the pAFM8m vector.
pAFM8m was then digested with KpnI and XbaI and ligated to the
amplified a-Syn sequence cleaved by the same enzymes to give
the pAFM3s3 vector (see ref. [30]). The obtained expression plas-
mids code for four chimeric polyproteins containing a single a-Syn
module (WT, A30P, A53T, or E46K) flanked on either side by three
tandem I27 domains, collectively named 3S3. Vectors were trans-
formed into Escherichia coli C41ACHTUNGTRENNUNG(DE3) cells[64] (obtained from Prof.
John E. Walker, Medical Research Council–Dunn Human Nutrition
Unit, Cambridge, UK, with the agreement of the Medical Research
Council Center of Cambridge). The cells were grown, and the ex-
pression of proteins was induced as described in ref. [63]. Re-
combinant proteins were purified by Ni2 + affinity chromatography
in sodium phosphate buffer (20 mm, pH 8, 500 mm NaCl) ; the elu-
tion from the resin was obtained with imidazole (20 mm). After di-
alysis, the proteins were kept at �80 8C in phosphate buffered
saline (PBS) with 30 % glycerol.


Buffer elemental analysis : Due to the well-known structuring ef-
fects of divalent metal ions on a-Syn,[65] an accurate elemental
analysis of the buffer was performed to exclude artifacts in our re-
sults arising from metal contamination. A Tris/HCl buffer solution
(500 mm, pH 7.5) was analyzed for metal contents by atomic ab-
sorption spectroscopies. The measured concentrations were Cu =
0.2�0.1 nm, Zn= 3.5�0.1 nm, Fe = 0.9�0.1 nm, and Ca = 22.5�
0.1 nm. These values are two orders of magnitude lower than the
concentration required to induce structural effects on a-Syn.[66]


Surface preparation : We followed the template-stripped gold
(TSG) surface preparation described by Wagner et al.[67, 68] Briefly,
gold (Alfa Aesar, 99.99 %) was deposited onto freshly cleaved mica
substrates (Mica New York Corp. , clear ruby muscovite) in a high-
vacuum evaporator (Denton Vacuum, model DV502A) at 10�5 Torr.
Before deposition, the mica was preheated to 350 8C by a heating
stage mounted behind it to enhance the formation of terraced
AuACHTUNGTRENNUNG(111) domains. The typical evaporation rate was 3 � s�1, and the
thickness of the gold films ranged around 300 nm. The mica tem-
perature was maintained at 350 8C for 2 h after deposition for an-
nealing. This method produced samples with flat AuACHTUNGTRENNUNG(111) terraces.
These films were fixed to a glass substrate with EPO-TEK 377
(Epoxy Tech, Billerica, MA, USA). They were then separated at the
gold–mica interface by peeling immediately before functionaliza-
tion with the desired molecules. This procedure produced gold
substrates with a flat surface morphology due to the templating
effect of the atomically flat mica surface.[67, 68]


SMFS experiments : For each experiment, a drop of the chosen
3S3 construct solution (20 mL, ~100 mg mL�1) was deposited on the
freshly peeled gold surface for about 20 min. SMFS experiments
were performed by using a commercially available AFM system:ACHTUNGTRENNUNGPicoforce AFM with Nanoscope IIIa controller (Digital Instruments,
Plainview, NY, USA) using V-shaped silicon nitride cantilevers (NP;
Digital Instruments) with a spring constant calibrated by the ther-
mal noise method.[69] The pulling speed was 2.18 mm s�1 for all ex-
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periments. The buffer used was Tris/HCl (10 mm, pH 7.5). To assess
the statistical validity of the comparison between data obtained
with different 3S3 constructs, standard c2 tests were performed.
The differences between data sets are significant with p<0.01, the
exception being represented by one pair of mutants, whose differ-
ences are less likely to be statistically significant (see Table S1).


Data analysis : The force curves were analyzed by using Hooke, an
open-source force spectroscopy data analysis program available at
http://code.google.com/p/hooke (M.S. et al. , unpublished results).
Mechanical unfolding peaks were fitted with a worm-like chain
force versus extension model[70] with two free parameters [Eq. (1)]:
contour length (L) and persistence length (p). Due to fit instability,
the smaller MWIs have instead been fitted with only the L parame-
ter free, and p fixed at 0.35 nm. Peaks were characterized in terms
of the length of the polypeptide chain extended after each unfold-
ing event by comparing the fitted WLC contour lengths of succes-
sive peaks.


F ¼ kbT
p


�
x
L
þ 1=4


�
1� x


L


��2


�1=4


�
ð1Þ


Curve selection and classification : Only those force curves attrib-
utable to the complete mechanical unfolding of a single 3S3 con-
struct were chosen. First, the raw data output of the instrument
was automatically filtered by the Hooke software, discarding the
curves that contained fewer than four force peaks on the retraction
trace. The peaks are recognized by means of a simple convolution
algorithm (see the Hooke documentation and source code online
for details). This ensures that curves containing no or only a few
force peaks (usually about 90 % of the total) are not considered for
analysis.


The remaining curves were then analyzed by the operator in two
review iterations. In the first step, the set of curves was visually re-
viewed and annotated by the operator, taking note of the number
of peaks and of any noteworthy features of the force curve. This
review helps to pinpoint the curves more likely to belong to the
unfolding of a single 3S3 molecule and to notice repeatable pat-
terns. In the second iteration, curves were reviewed taking note of
the number of peaks, initial and final contour length, and overall
appearance, and only the ones that fit the expected unfolding pat-
tern of a single 3S3 molecule (with respect to the total length,
number of peaks, peak force hierarchy, contour length increase
upon domain unfolding, rupture forces, etc.) were chosen for the
final statistics. Curves corresponding to the unfolding of a whole
3S3 molecule but in which the first part of the curve was substan-
tially obscured by aspecific forces were also discarded. The remain-
ing curves (about 0.5–0.1 % of the original sample) were found to
belong to three kinds of reproducible patterns, corresponding to
the three classes described in this paper. To avoid excessive opera-
tor bias, the first and second review iterations were performed
and/or checked by different operators.
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