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Olefin Metathesis for Site-Selective Protein Modification
Yuya A. Lin, Justin M. Chalker, and Benjamin G. Davis*[a]


Introduction


Chemical modification of proteins is a powerful method for
study and modulation of macromolecular function. Covalent
attachment of fluorescent probes, for example, allows proteins
to be tracked both in vitro and in vivo.[1, 2] Tethering antigens
to protein carriers is a current route to synthetic vaccine candi-
dates for HIV,[3] cancer,[4] malaria,[5] and pathogenic bacteria.[6]


Additionally, the study of post-translational modifications
(PTMs) is facilitated by chemical access to modified proteins
that are otherwise difficult to isolate from natural sources in
pure form.[7, 8] Finally, protein function may be enhanced, al-
tered, or imparted entirely by a selective modification.[9] Given
the range of opportunities in chemistry, biology, and medicine,
it is not surprising that new strategies for the selective modifi-
cation of proteins have continued to develop at a rapid pace.


Most strategies for chemical protein modification rely on the
nucleophilic side chains of amino acids such as lysine, cysteine,
or aspartic and glutamic acids.[10] Although these modifications
are widespread, the reaction space they occupy is relatively
small and new strategies are needed for evermore precise and
sophisticated endeavors. For a reaction to be generally useful
for protein modification, it must be site-selective and efficient
under conditions compatible with proteins: aqueous media,
low to ambient temperature, and at or near neutral pH. More-
over, the reaction must tolerate salts and surfactants common-
ly used to stabilize proteins.[11] To engineer a reaction that sat-
isfies these conditions is not a simple task.


Transition-metal-catalyzed reactions are attractive candidates
for site-selective protein modification. These transformations
are ubiquitous in organic synthesis and mediate the formation
of bonds that are otherwise difficult or impossible to create.[12]


These reactions are flexible and can often be tuned by judi-
cious selection of ligands and additives. Moreover, the reper-
toire of transition-metal-mediated reactions in water has ex-
panded in recent years.[13, 14] While there is still a disparity be-
tween the widespread use of transition metals in small-mole-
cule synthesis and their modest deployment in protein modifi-
cation, key advances have been made (Scheme 1). The Francis
group has pioneered several modifications of natural residues


using transition metals.[15] Tryptophan alkylation with rhodium
carbenoids[16] and allylation of tyrosine by palladium p–allyl
complexes[17] are among their accomplishments. For unnatural
residues, Heck and Sonogashira reactions at p-iodophenylala-
nine have been described.[18–20] Progress in Suzuki cross-cou-
pling at this residue[21] and p-boronophenylalanine[22] has also
been reported. Finally, the copper-catalyzed azide–alkyne
[3+2] cycloaddition has been employed widely in protein
modification.[23–26]


A glaring omission from the examples in Scheme 1 is olefin
metathesis. It is indisputable that olefin metathesis is one of
most useful reactions for carbon–carbon bond formation
(Scheme 2).[27–30] In part, the broad utility of olefin metathesis
is a consequence of the exquisite selectivity and functional
group tolerance of ruthenium-based metathesis catalysts.
Using olefin metathesis to modify proteins is a stringent test of
this chemoselectivity and functional group compatibility. More-
over, the capacity to form carbon–carbon bonds on protein
surfaces creates many new and exciting opportunities in biol-
ogy.[31] This minireview is an account of the development of
olefin metathesis for protein modification. Highlighted below
are examples of olefin metathesis in peptidic systems and in
aqueous media that laid the groundwork for successful meta-
thesis on protein substrates.[32] Also discussed are the opportu-
nities in protein engineering for the genetic introduction of
amino acids suitable for metathesis. Finally, we outline pro-
spective opportunities and challenges in chemistry and biology
that stem from the use of olefin metathesis on proteins.


For a reaction to be generally useful for protein modification,
it must be site-selective and efficient under conditions compat-
ible with proteins: aqueous media, low to ambient tempera-
ture, and at or near neutral pH. To engineer a reaction that sat-
isfies these conditions is not a simple task. Olefin metathesis is
one of most useful reactions for carbon–carbon bond forma-
tion, but does it fit these requirements? This minireview is an


account of the development of olefin metathesis for protein
modification. Highlighted below are examples of olefin meta-
thesis in peptidic systems and in aqueous media that laid the
groundwork for successful metathesis on protein substrates.
Also discussed are the opportunities in protein engineering for
the genetic introduction of amino acids suitable for metathesis
and the related challenges in chemistry and biology.
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Department of Chemistry, University of Oxford,
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The Challenge of Olefin Metathesis onACHTUNGTRENNUNGProteins


A number of challenges must be addressed for efficient olefin
metathesis on a protein surface. Firstly, the protein must con-
tain an alkene. Tirrell and co-workers have reported the genetic


incorporation of homoallylgly-
cine (Hag) as a methionine sur-
rogate in proteins through the
use of methionine auxotrophic
bacterial hosts.[33, 34] The authors
clearly recognized the opportu-
nity for modification by olefin
metathesis, but metathesis at
Hag is at present limited to
peptide models in organic sol-
vent. Thus, a second challenge
is that the reaction must work
efficiently in water at or below
37 8C. Olefin metathesis reac-
tions often involve long reac-
tion times in organic solvent at
elevated temperatures—not in-
viting conditions for a protein.
Thirdly, the reaction must toler-
ate hundreds of side chains that
might chelate the metal center
and sequester or poison the
catalyst. Fourthly, the secondary
and tertiary structure of the
protein must not compromise
access to the desired site of
modification. Finally, because
proteins are often only available
at low concentrations, the reac-
tion must be rapid to achieve
full conversion. These criteria
are daunting and have thwarted
efforts in metathesis on proteins
for more than a decade since


Tirrell’s first incorporation of Hag into proteins. We now turn to
the fundamental studies that motivated and guided the devel-
opment of olefin metathesis on proteins.


Olefin Metathesis on Peptides


The overriding motivation for using olefin metathesis to
modify peptides is to install nonlabile carbon–carbon bonds.[35]


These modifications are typically of two varieties. The first type
is a crosslink that might stabilize peptide secondary structures,
with the goal of imparting better metabolic stability and
higher binding affinity towards biological targets. The second
type of modification is post-synthetic labeling with functional
tags such as carbohydrates, thereby providing nonlabile ana-
logues of natural PTMs. We discuss key examples of these
modifications in turn.


One of the earliest examples of olefin metathesis on pep-
tides was reported by Clark and Ghadiri.[36] They demonstrated
sequential cross metathesis and ring-closing metathesis (RCM)
between two cyclic peptides containing Hag residues in the
presence of catalyst 1 b (Scheme 3). The resulting structure is a
b-sheet-like cylindrical structure. This example is remarkable in
that it is not only one of the earliest examples of olefin meta-


Scheme 1. Examples of transition-metal-catalyzed protein modification. A) Trp alkylation with rhodium carbenoids.
B) Modification of Tyr with p-allylpalladium electrophiles. TPPTS = sodium triphenylphosphine trisulfonate. C) Heck
reaction. D) Sonogashira coupling. E) Suzuki coupling. F) Copper-catalyzed azide–alkyne [3+2] cycloaddition.


Scheme 2. A) Selected types of olefin metathesis : CM = cross metathesis,
RCM = ring-closing metathesis, ROM = ring-opening metathesis. B) Conven-
tional ruthenium-based metathesis catalysts
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thesis in peptide synthesis, but an example of cross metathesis
templated by intermolecular hydrogen bonding. This early ex-
ample highlights the influence of peptide preorganization on
the outcome of the metathesis and the ability to “covalently
capture” self-assembled secondary structure.


RCM, probably the most developed metathesis reaction, has
proven useful in the synthesis of unnatural amino acids and
peptidomimetics. Exploratory work in this area delineated the
scope of ring sizes and sidechains that are useful in the synthe-
sis of cyclic amino acids.[37–39] This chemistry provides access to
several b-turn analogues that
mimic the natural role of b-
turns in stabilizing short pep-
tides.[40, 41] b-Turns are common
structural features and comprise
about 25 % of all amino acids in
proteins. Moreover, they often
serve as recognition elements
on the protein surface; this
makes them attractive targets
for RCM.[42]


RCM has also been used to
crosslink a-helices to induce
structural rigidity.[43] In one of
the first examples, by Grubbs,
an a-helix consisting of seven
amino acids was modified to
contain O-allyl ethers at its i
and i+4 positions, which were
approximately aligned on the
turn of the helix.[44, 45] RCM with
catalyst 1 a followed by hydro-
genation provided the cross-
linked a-helix (Scheme 4). A sys-
tematic study of the crosslink
position and helix stability was
later undertaken by Verdine.[46]


Disulfide bridges play important roles in stabilizing the sec-
ondary and tertiary structures of peptides and proteins. How-
ever, they are labile under reducing conditions. As a result,
many workers have turned to RCM to create the carbon equiv-
alents of disulfide bridges, the so-called “dicarba analogues”.
Building on Grubbs’ early use of RCM to replace disulfides by
all-carbon analogues,[37, 38] Vederas and co-workers synthesized
the dicarba analogue of the hormone oxytocin (6,
Scheme 5).[47, 48] The linear peptide 7, in which the two cysteine
residues were replaced with allylglycine, was constructed on a
solid support. RCM was then carried out on-resin, followed by
cleavage from the solid support. Hydrogenation afforded the
cyclic oxytocin analogue 8 (Scheme 5), which was shown to
have a longer half-life in vivo than the natural counterpart.


Similar strategies guided efforts in the synthesis of ana-
logues of the lantibiotic nisin (9, Scheme 6) in which thioether
linkages were replaced with all-carbon linkages.[49] It was also
found that the alkane-bridged mimics of the nisin A and
B rings had activity comparable to that of the natural lanti-ACHTUNGTRENNUNGbiotic.


Scheme 3. Peptide cylinder by CM-RCM assisted by intermolecular hydrogen
bonding.


Scheme 4. Crosslinked helices by RCM.


Scheme 5. Synthesis of an oxytocin dicarba analogue by RCM.
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Apart from Ghadiri’s cross metathesis of preorganized pep-
tides, the examples discussed so far are essentially restricted to
RCM. To modify proteins post-translationally by cross metathe-
sis, it is instructive to consider peptide models and the relative
reactivities of prospective side chains. Studies by Gibson on
cross metathesis of unsaturated amino acids revealed that re-
activity in metathesis increased with the length of the side
chain when catalyst 1 a was used (Scheme 7 A).[50, 51] It is note-
worthy that Schrock-type molybdenum catalysts promote
cross metathesis of unreactive partners such as vinylglycine.[52]


However, the air- and moisture-sensitivity of this catalyst does
not, at present, bode well for application to metathesis on de-
protected peptides in aqueous media.


Biologically important glycopeptides have also been synthe-
sized by cross metathesis between sugars and peptides. Early
examples by the Roy laboratory demonstrated the feasibility of
glycopeptide synthesis by cross metathesis.[53] McGarvey later
refined considerations of protecting groups and reaction con-
ditions to favor cross metathesis over self metathesis, with the
most promising results being obtained with catalyst 2.[54] Ble-
chert recently revisited glycopeptide synthesis by cross meta-


thesis and detailed the compatibility of metathesis catalysts
with certain amino acid residues.[55] Histidine and tryptophan
were problematic, whereas methionine was notably tolerated
in metathesis reactions when the Hoveyda–Grubbs second-
generation catalyst (4) was used. In that report, deprotected
carbohydrates were also demonstrated as useful substrates in
metathesis reactions. Deprotected peptides were also used,
but a free carboxy terminus was sometimes detrimental
(Scheme 7 B). Collectively, these examples motivate the use of
cross metathesis as a route to nonlabile C-glycopeptides and
glycoprotein analogues of the natural O-linked and N-linked
glycopeptides and glycoproteins.


Although these examples were all carried out in organic sol-
vents, the results demonstrated promising functional group
compatibility and substrate scope for olefin metathesis in pep-
tidic systems. The relative reactivities of various unsaturated
amino acids in metathesis can also guide amino acid selection
for incorporation into proteins. Successful results with Hag
were particularly promising, because it can be genetically in-
corporated into proteins. Finally, the general strategy of using
metathesis to stabilize peptide secondary structures or to


Scheme 6. The lantibiotic nisin (9) and its alkane-bridged AB ring mimics 10 a and 10 b.
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tether carbohydrates covalently
can, in principle, be extended
to proteins. In order for these
strategies to be applicable to
proteins, developments in aque-
ous olefin metathesis were re-
quired.


Aqueous Olefin
Metathesis


Aqueous olefin metathesis is a
rapidly developing area and has
been recently reviewed in
detail.[56] Although this research
is primarily driven by the ulti-
mate goal of sustainable
chemistry, progress in this field
is immediately relevant to olefin
metathesis on biomolecules
that require aqueous media. Se-
lected catalysts useful in homo-
genous olefin metathesis are
discussed below, along with
other notable strategies for
aqueous olefin metathesis that
might prove useful in bioconju-
gation.


Several water-soluble (pre)catalysts have been de-
veloped for olefin metathesis. The solubility of these
catalysts in water is imparted by ligands containing
hydrophilic poly(ethylene glycol) (PEG) or quaternary
ammonium groups. A selection is given in
Scheme 8 A. The PEGylated catalyst 11 was the first
to promote a range of RCM in neat water.[57] The self
metathesis of allyl alcohol was also the first reported
cross metathesis in water. Another catalyst in which
the N-heterocyclic carbene (NHC) ligand was well-de-
fined and soluble in water by virtue of pendant am-
monium groups was later reported.[58] Grela and co-
workers have reported the installation of ammonium
groups on the alkylidene portion of the catalyst. The
ammonium group imparts water solubility to the
precatalyst and weakens the O–Ru coordination, re-
sulting in fast initiation. This catalyst is active in RCM,
ene–yne, and cross metathesis of simple substrates
in protic solvents, including water.[59, 60] Raines has
also reported an addition to water-soluble metathe-
sis catalysts containing a salicylaldimine ligand with
a pendant ammonium group. This catalyst was
active in RCM of a range of substrates in aqueous
solvent.[61]


Other studies have focused on the use of water-in-
soluble catalysts in aqueous media with the use of a
cosolvent. Blechert reported good RCM with cata-
lysts 2 or 4 in aqueous DMF or methanol.[62] Modest
activity in CM was observed for simple olefins.


Scheme 7. A) Relative CM reactivities of a selection of unsaturated amino acids. B) Glycopeptide syntheses by CM.


Scheme 8. A) Examples of water-soluble metathesis catalysts. B) Cross metathesis
through the use of a non-ionic amphiphile.
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Raines reported the use of dimethoxyethane or acetone in
water to aid aqueous RCM of several dienes and self metathe-
sis of allyl alcohol in the presence of commercially available
catalyst 4.[63] Despite these developments, aqueous CM is
largely limited to simple, reactive olefins such as allyl alcohol.
The substrate scope in aqueous CM can be expanded to more
complex substrates with emulsion chemistry. Lipshutz has wid-
ened the scope of aqueous olefin metathesis with the use of
non-ionic amphiphiles such as 15.[64] The efficiency of this
method is likely due to increased effective concentrations of
reactants and catalyst in the micelles formed by the surfactant.
It is not clear at this point whether nanometer micelles can
both solubilize the metathesis catalyst and still allow reaction
on a protein surface. Nevertheless, the advance in aqueous
metathesis is notable.


While the development of water-soluble catalysts for olefin
metathesis is a milestone in aqueous chemistry, there is not
yet a catalyst that is completely resistant to decomposition in
water. A substituted olefin can slow decomposition because al-
kylidenes are more stable in water than methylidenes, but the
rate of metathesis might also be compromised.[65] Metathesis
catalyst decomposition in protic solvents and water has been
investigated, but is still not completely understood.[66] In most
cases, decomposition results in ruthenium hydrides, which are
inactive in metathesis but prone to mediate carbon–carbon
double bond isomerization and migration.[67] These side reac-
tions point to the need for a comprehensive investigation of
the coordination sphere and its ability to attenuate or prevent
catalyst decomposition. An immediate compromise to catalyst
stability in water—particularly for the purpose of protein modi-
fication—is to use a substrate that can react at a much greater
rate than catalyst decomposition.


Allyl Sulfides: Privileged Substrates in Olefin
Metathesis


In exploratory work in aqueous metathesis, our lab focused on
cross metathesis of unsaturated amino acids with allyl alcohol
in the presence of the Hoveyda–Grubbs second-generation
catalyst (4).[32] Unnatural amino acid derivatives such as Hag
and S-alkenyl cysteines were screened because they could po-
tentially be incorporated into proteins either genetically or
chemically if they proved reactive in metathesis. At the outset,
no effort was made to exclude oxygen and tBuOH was used to
solubilize the catalyst. Hag was screened first because its incor-
poration into proteins was well-established[33, 34] and metathesis
in organic solvent with this amino acid had already been dem-
onstrated.[50, 51] Disappointingly, no cross metathesis was ob-
served with Hag in aqueous media. Our fortunes changed with
S-allylcysteine (Sac). Sac derivative 17 gave a 68 % yield of the
desired CM product after only 2.5 h of reaction time at 32 8C.
Hag and S-butenyl- and S-pentenylcysteine underwent no pro-
ductive CM under the same reaction conditions (Scheme 9).
Allyl amines and allyl ethers were also examined, but allyl sul-
fides remained the most reactive substrates in cross metathesis
in aqueous media. It must be noted that catalyst degradation
does occur in such aqueous systems, but the reactions with


allyl sulfides were sufficiently high in turnover frequency to
outcompete catalyst decomposition.


The efficient metathesis of allyl sulfides in water was striking
for two reasons. Firstly, before this result the most complex
cross metathesis in homogenous aqueous media had been the
self metathesis of simple, reactive substrates such as allyl alco-
hol. Secondly, the efficient metathesis was observed with
sulfur-containing substrates. Sulfur is often problematic in tran-
sition-metal-catalyzed reactions because its high affinity to the
soft metal center can poison the catalyst. Indeed, there have
been several cases of olefin metathesis in which sulfides were
detrimental.[68–71] In F�rstner’s synthesis of the macrocycle Zera-
nol, for instance, the key step involved RCM of a molecule con-
taining a 1,3-dithiane unit.[71] Cyclization was not observed in
the presence of the first-generation Grubbs catalyst. The out-
come was explained by nonproductive chelation of theACHTUNGTRENNUNGproximal sulfur atom to the ruthenium. Indeed, deprotection
to the corresponding ketone enabled efficient cyclization
(Scheme 10).


In the light of this result and other similar complications
with sulfur-containing substrates, F�rstner suggested “a quite
general incompatibility of the ruthenium based metathesis cat-
alysts with substrates containing sulfur(II) donor sites.”[71]


Indeed, this is essentially correct; allyl sulfides are an exception
to the rule. Moreover, for allyl sulfides sulfur is not simply toler-
ated by the catalyst, it enhances the substrate reactivity. Al-
though metathesis reactions of allyl sulfides in organic solvents
have been reported, the enhanced reactivity went unnoticed
or was not apparent under the conditions employed.[72, 73] The
basis for this enhanced reactivity of allyl sulfides in metathesis
is discussed next.


Sulfur-assisted cross metathesis


The efficient reactivity of allyl sulfides in CM was explained
with a mechanism invoking sulfur pre-coordination to rutheni-
um (Scheme 11 A). Because of the soft natures of second row
transition metals, sulfur is preferred over oxygen as a donor to


Scheme 9. Efficient cross metathesis of S-allylcysteine.
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the second-generation precata-
lyst. This leads to rapid forma-
tion of the reactive alkylidene
species, which initiates subse-
quent metathesis events. The
decreased reactivities of butenyl
and pentenyl sulfides may be at-
tributed to the unproductive
five- or six-membered chelates
depicted in Scheme 11 B and are
consistent with F�rstner’s obser-
vations with the dithiane in
Scheme 10. Apparently, the che-
late formed with allyl sulfides is
too strained to sequester the
catalyst and rapid turnover is
ob ACHTUNGTRENNUNGserved.


The sulfur relay mechanism
may be related to other cases in which remote func-
tionality enhances the rate of olefin metathesis. Hoye
noted the influence of both the steric and electronic
characters of the allylic substituents in RCM in lina-
lool and related dienes.[74] A free allylic hydroxyl
group greatly enhanced RCM relative to the corre-
sponding methyl ether or unsubstituted starting ma-
terial (Scheme 12 A). F�rstner has also shown that in
certain cases, macrocycle synthesis by RCM can be
favored over oligomerization when strategically
placed carbonyls can coordinate to ruthenium
(Scheme 12 B, C).[75] In these examples, as in the case
of the allyl sulfide, the increased rate of metathesis
appears to derive from an intermediate chelate that
brings the reactive centers into close proximity. The
chelate cannot be too stable or turnover will stop
and the remote functionality will hinder metathesis.


Importantly, the amino acid S-allylcysteine was found to
react efficiently in cross metathesis, even in aqueous media.
This breakthrough motivated its incorporation into proteins so
that the ultimate goal of metathesis on protein surfaces could
be achieved. We now turn to both chemical and genetic strat-
egies for incorporation of allyl sulfides into proteins.


Chemical Access to Allyl Sulfides into Proteins


Several chemical routes to S-allylcysteine can be envisioned.
Addition to dehydroalanine (Dha) by allyl thiol, direct allylation,
and desulfurization of the allyl disulfide are potentially practical
for proteins. The basis for each transformation, and the scope
and limitations, are discussed next.


Conjugate addition to Dha


An efficient way to access S-allylcysteine in proteins is by con-
jugate addition of allyl thiol to dehydroalanine. Dha is an effec-
tive Michael acceptor for thiol nucleophiles. Multiple routes to
Dha-containing proteins have been reported. An early example
was the elimination of the phenylmethylsulfonyl fluoride


Scheme 10. Sulfide chelation can inhibit RCM.


Scheme 11. A) Sulfur-assisted cross metathesis. B) Unproductive chelates.


Scheme 12. A) Allylic hydroxyl activation of RCM. B) Macrocycle synthesis by
carbonyl-relayed RCM. C) Putative chelate in carbonyl-relayed RCM.
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(PMSF) adduct of the catalytic serine of serine proteases.[76, 77]


Another route is the elimination of dialkylated cysteine resi-
dues.[78] Both of these methods require either high pH or ele-
vated temperature and so may not be useful for any given
protein. Milder methods have recently emerged. The Schultz
group has demonstrated efficient incorporation of the unnatu-
ral residue phenylselenocysteine and its subsequent oxidative
elimination to Dha by treatment with hydrogen peroxide.[79]


Our own lab has reported a novel oxidative elimination directly
from cysteine by use of O-mesitylenesulfonylhydroxylamine
(MSH).[80] Once Dha is obtained, S-allylcysteine in proteins is ac-
cessed readily by conjugate addition of allyl thiol. We have
successfully demonstrated this one-pot reaction sequence on a
single cysteine mutant of subtilisin Bacillus lentus
(Scheme 13).[32] The advantage of this route is that it is fast,
easy, and chemoselective. Unfortunately, the diastereoselectiv-
ity of thiol addition to Dha in peptides is typically low, result-
ing in epimeric mixtures.[81, 82] Some sequences may promote
selectivity[83] and on the surface of a protein the outcome will
be highly dependent on the local stereochemical environment.
For the purpose of evaluating the metathesis reaction, the dia-
stereoselectivity was not an immediate concern. However, it is
useful to have complimentary allylation methods that avoid
diastereomeric product mixtures. Prospective solutions are dis-
cussed next.


Direct allylation


One way to avoid epimerization at cysteine is by direct alkyla-
tion. There is good precedence for semi-selective alkylation of
cysteine on proteins.[10] Nonselective alkylation at other nucleo-
philic residues such as lysine and histidine is the major draw-
back, but this can sometimes be avoided by judicious electro-
phile selection, together with careful control of pH, stoichiom-
etry, reaction time, and temperature.[84] Alkylations with a-halo-
carbonyls, maleimides, and other alkyl halides have been used
extensively.[10] Although direct allylation of cysteine with allyl
chloride or similar electrophiles on the surface of a protein has
not been reported, the successful alkylations mentioned above
bode well for freely accessible cysteines. This alkylation is cur-
rently under investigation in our laboratories.


Desulfurization


Disulfide formation followed by desulfurization is another
route to S-allylcysteine. The desulfurative rearrangement of al-
lylic selenosulfides and disulfides has been explored by Crich


in the synthesis of a range of S-allylcysteine derivatives
(Scheme 14).[85–87] The allylic selenosulfides and disulfides were
prepared by treatment of the free thiol with allylic selenosul-


fates and thiosulfates, respectively. The dechalcogenative rear-
rangement was then mediated by treatment with triphenyl-
phosphine (Scheme 14). This method has been shown to work
on unprotected amino acids in water[87] and is likely to be ex-
plored in protein modification. Moreover, this method resolves
the issue of epimer formation by the Dha route and is likely
more selective than direct allylation, provided that the protein
modified does not have natural disulfides susceptible to reduc-
tion.


Genetic Incorporation of Allyl Sulfides into
Proteins


Perhaps the most general route to proteins containing unnatu-
ral amino acids is by translation in E. coli hosts.[88–90] The resi-
due may be incorporated as a surrogate for another residue of
similar size and electronic character. Alternatively, a unique
codon of an expanded genetic code may be used in the trans-
lation of these residues. The prospective use of each method
for the incorporation of S-allylcysteine or other allyl sulfides
into proteins is discussed next.


S-Allylcysteine as a methionine surrogate


Genetic incorporation of unsaturated amino acids as methio-
nine surrogates in methionine auxotrophic E. coli has been
well-documented.[33, 34] These amino acids are incorporated be-
cause their side chains have a size and electronic character
similar to methionine. As mentioned in earlier sections, Hag is
a potential handle for olefin metathesis. Other methionine sur-
rogates useful for protein modification are homopropargylgly-
cine (Hpg)[34] and azidohomoalanine (Aha).[91] Both have been
used extensively in conjugation chemistry. In our own efforts,
we considered that S-allylcysteine might be a suitable methio-
nine surrogate because its side chain is not too different in
size and polarity from the methionine side chain. We expressed
a single Met mutant of a model glycosidase in a methionine
auxotrophic E. coli in Met-depleted media.[32] The incorporation
of S-allylcysteine, however, was quite low. Nonetheless, unam-


Scheme 13. Synthesis of Sac-containing proteins by conjugate addition to
Dha


Scheme 14. S-Allylcysteine through dechalcogenative allylic selenosulfideACHTUNGTRENNUNGrearrangement.
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biguous incorporation was verified by mass spec-
trometry and peptide mapping. This modest, but
promising, starting point has motivated further ef-
forts to incorporate related amino acids as analogues
for methionine and other low-incidence residues.


Codon suppression


Reassignment of the amber stop codon is a powerful
strategy for the introduction of unnatural amino
acids into proteins, and in principle a large set of
allyl sulfide metathesis handles could be incorporat-
ed.[92] This method, developed extensively by the
Schultz laboratory, uses the amber nonsense codon
(UAG) as a unique codon for a particular unnatural
amino acid.[93] Many examples of unnatural amino
acids have been incorporated, including residues
suitable for metathesis such as O-allyltyrosine (Oat).
It seems reasonable that allyl sulfide analogue 20
could be incorporated in a similar manner, provided
that the residue is metabolically stable
(Scheme 15 B).


As such residues become accessible in standard
translation systems, opportunities for olefin metathe-
sis on proteins are likely to become more common.
At present, the only reported method for accessing
proteins with allyl sulfides is by addition of allyl thiol
to Dha.[32] While there are clearly many alternative
approaches, our ultimate goal of using olefin meta-
thesis on proteins was in sight. We now turn to the
key modification.


Protein Modification by Cross
Metathesis


With Sac-containing protein in hand, we sought to take ad-
vantage of the unique reactivity of allyl sulfides in cross meta-
thesis. Initial attempts at cross metathesis with allyl alcohol in
the presence of catalyst 4 and tert-butanol as a cosolvent re-
turned only unmodified protein. However, careful analysis of
the reaction mixture formed from only protein and catalyst re-
vealed a compound with a mass corresponding to a possible
metalloprotein species, a putative intermediate that was un-
reactive in metathesis. We speculated that chelation from
nearby amino acid residues might sequester the catalyst from
further metathesis events. F�rstner has shown that
similar non-productive chelation in metathesis reac-
tion can be disrupted by the use of a hard Lewis
acid such as TiACHTUNGTRENNUNG(OiPr)4 (Scheme 16).[94] Other reports
of similar unproductive chelation and Lewis acid
rescue in olefin metathesis have also emerged.[95, 96]


Magnesium(II) as an additive in CM


For biocompatibility, MgCl2 was chosen as a mild
Lewis acid to prevent non-productive chelation. Re-
markably, once magnesium(II) was included in the


buffer, efficient cross metathesis was immediately observed on
the protein with, initially, allyl alcohol as a partner olefin. This
breakthrough allowed us to explore more biologically relevant
modifications (Scheme 17). Glycosylation was achieved by
cross metathesis of the Sac-containing protein with monosac-
charide allyl glycosides. Glycoproteins are involved in cell sig-
naling during inflammation and immune response. Surface-
bound carbohydrates are also critical markers for protein fold-
ing.[97, 98] Access to homogenous natural samples is difficult and
cross metathesis opens new access to well-defined glycopro-
tein constructs.[99] Protein PEGylation, an important modifica-
tion for increasing the metabolic half-lives and shelf lives of


Scheme 15. A) Methionine and surrogates for incorporation into proteins by methionine
auxotrophic E. coli. B) O-Allyltyrosine and sulfur analogue 20.


Scheme 16. Use of a Lewis acid to disrupt unproductive chelation.


Scheme 17. Cross metathesis on SBL-Sac156.
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therapeutic proteins,[100] was also accomplished on the protein
in good yield (Scheme 17).


Our immediate goal of adapting olefin metathesis to protein
modification was met with successful cross metathesis at S-
allyl cysteine. This is a new addition to a rapidly expandingACHTUNGTRENNUNGinterest in metal-mediated protein modification[15] and a new
standard in substrate complexity in olefin metathesis. The op-
portunities and challenges uncovered during these efforts will
be welcomed as our lab and others build from these initial dis-
coveries. We conclude with an outlook over these possibilities
that necessitate focused effort in both chemistry and biology.


Outlook


The enhanced reactivities of allyl sulfides in aqueous cross
metathesis enable olefin metathesis on protein surfaces.
Whereas we have used S-allylcysteine, other allyl sulfides will
likely find use in metathesis. Accordingly, there are many op-
portunities in unnatural amino acid incorporation into proteins.
Other privileged handles that assist metathesis in the same
way as allyl sulfides may also be discovered. Many challenges
in olefin metathesis on proteins are worthy of discussion, and
several insightful points have already been raised by Kirshen-
baum and Arora.[101] Firstly, the necessary accessibility of amino
acid metathesis partners has not been fully assessed. Is it pos-
sible to modify a hindered active site or helix? This is yet to be
determined. Secondly, E/Z mixtures may result after metathesis,
but at present determination of the stereoselectivity on pro-
teins is a challenge. Hydrogenation of these side chains may
be necessary for complete homogeneity. Thirdly, the use of co-
solvents to solubilize commercially available metathesis (pre)-
catalysts also warrants attention. The use of water-soluble
metathesis (pre)catalysts could avoid the use of organic cosol-
vents that might not be compatible with certain protein sam-
ples. Moreover, new water-compatible, reactive catalysts may
eventually allow metathesis at residues such as Hag that are at
present not sufficiently reactive in water. Fourthly, a relatively
limited set of metathesis partners was screened in our prelimi-
nary report. The full scope and functional group tolerance is
determined not by the protein alone, but also by the metathe-
sis partner and its unique steric and electronic character. Ulti-
mately, with translation capacity of unsaturated amino acid res-
idues, efficient water-soluble catalysts, and a more detailedACHTUNGTRENNUNGunderstanding of optimal metathesis partners, the opportunity
for in vivo protein modification by olefin metathesis may
become reality. With access to these modified proteins, their
use in deciphering and influencing a number of biochemical
processes becomes possible. These questions are driving our
current efforts to assess fully the scope of olefin metathesis in
protein modification and its use in biology.
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Design of Protein–Protein Interaction Inhibitors Based on
Protein Epitope Mimetics
John A. Robinson*[a]


How can you design synthetic molecules
to inhibit protein–protein interactions
(PPIs)? What mechanistic principles can
you use as an aid in inhibitor design?
Unfortunately, the underlying mecha-
nisms of protein–protein, or more gener-
ally protein–ligand recognition are still
not very well understood. The basic
physicochemical properties of proteins,
together with the special solvent they
are dissolved in (water), cannot yet be
described accurately enough to allowACHTUNGTRENNUNGrational de novo ligand design. The sit-
uation is not quite so bad for the case
of enzymes; here mechanism-based ap-
proaches to inhibitor design are well es-
tablished. These exploit knowledge of
substrate and transition-state structures,
and the fact that enzyme active sites are
typically found in deep pockets, which
have evolved under intense selection
pressure in Nature to bind reaction tran-
sition states with very high affinity (typi-
cally Ka = 1016�4


m
�1).[1] Although we


might not fully understand the origins of
enzymic catalysis, even a poor transition-
state mimic might still bind and inhibit
an enzyme in the nanomolar range. In
comparison, PPIs have typically evolved
in vivo to affinities only in the range Ka =


107�3
m
�1. Protein–protein interfaces also


tend to be relatively flat and rather large
(700–1500 �2 per protein),[2] and the sur-
faces of proteins often display complex
dynamical behavior,[3] all of which greatly
complicates ligand design.[4] Neverthe-
less, the practical importance of being
able to design protein ligands and PPI
inhibitors is enormous. Much of biology
and medical research today is concerned
with reducing complex biological pro-


cesses to sets of protein–protein, or
more generally, protein–ligand interac-
tions. Unfortunately, the experience of
many pharmaceutical companies is that
PPIs are a very difficult family of targets
to hit by using traditional small organic
drug-like molecules.[4–7]


The report by Chong Li et al. ,[8] is
therefore of great interest because it il-
lustrates one successful approach to PPI
inhibitors based on the design of protein
epitope mimetics. Protein epitope mim-
etics can be viewed as relatively small
synthetic molecules (about 1–2 kDa) that
mimic the surface patches on folded
proteins involved in receptor binding.
The mimetics should provide a well-
defined (conformationally constrained)
structural scaffold upon which the
groups important for molecular recogni-
tion can be optimally displayed for inter-
action with the receptor. The synthetic
origin of the mimetics is important, be-
cause then a myriad of synthetic meth-
ods can be used to ring the changes
needed to optimize chemical, biological,
and perhaps also other drug-like proper-
ties. Apart from high affinity and specif-
icity for the target receptor, a very im-
portant property required to inhibit in-
tracellular PPIs is cell-membrane permea-
bility. This issue was also addressed suc-
cessfully in the work reported by Li et al.


In a field as challenging as this, it is a
good idea not to start your design ef-
forts with the structurally most complex
PPIs. The example studied by Li et al. in-
volves the interaction of a single short
helical segment of the tumor-suppressor
protein p53 with two regulators of p53
activity, called “mouse double minute 2”
(MDM2) and MDMX.[9, 10] The oncopro-
teins MDM2 and MDMX both negatively
regulate the activity of p53 by binding
to the same short helical epitope, with
the sequence F19S20D21L22W23K24-ACHTUNGTRENNUNGL25L26, which is located near the N ter-


minus of p53.[11, 12] Inhibitors of these
PPIs have attracted great interest recent-
ly as anticancer agents.[13, 14] The N-termi-
nal segment of p53 is at best loosely
folded in solution and only becomes
fully helical upon binding to MDM2 or
MDMX.[15–17] In a helical conformation,
however, the amino acids every 3/4 resi-
dues along the sequence align on the
same face of the helix. In this case, it is
the residues shown above in bold (F19,
W23, L26) whose side chains can then
dock into relatively hydrophobic pockets
on the surface of MDM2 and MDMX (see
Figure 1). These side chains are also en-
ergetically important for the affinity and
selectivity of the interactions between
p53 and MDM2 and MDMX.


By way of digression, it is interesting
to note here that many PPIs are known
in which short helical epitopes dock with
complementary binding sites on a recep-
tor protein. For example, the transactiva-
tion domains of many transcription fac-
tors contain short helical segments (so-
called LXXLL motifs) that interact with
other components of the transcriptional
machinery.[18] So targeting this type of
PPI with selective inhibitors could be
used to inhibit a variety of biological
processes, some with interesting applica-
tions in drug discovery.


Returning to the p53-MDM2/X story,
the target for epitope mimetic design in
this case was the helical segment of p53,
which encompasses residues 19–26. The
aim was to transfer the energetically im-
portant groups (the side chains of F19,
L22, W23 and L26 in p53) onto a rela-
tively rigid synthetic scaffold in a way
that preserves binding affinity to the
protein targets. Having a relatively rigid
synthetic scaffold is a major advantage
as it allows inhibitor optimization (affin-
ity, specificity, stability, cell permeability,
toxicity) by using clear structure–activity
relationships, and in a way that is often
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not possible in a linear flexible peptide
molecule. The choice of scaffold then be-
comes a key parameter in epitope mim-
etic design.


Li et al. chose for mimetic design a
small, naturally occurring, highly cross-
linked peptide scaffold that belongs to
the family of short-chain K+-channel
toxins isolated from scorpion venom,
called BmBKTx1.[19] Both X-ray and NMR
solution structures are available (PDB ID:
1Q2K and 1R1G) for this 31-residue pep-
tide,[20, 21] which can be efficiently synthe-
sized and oxidatively folded in vitro. This
scaffold comprises a three-turn N-termi-
nal a-helix, crosslinked by three disulfide
bridges to a 14-residue b-hairpin (Fig-ACHTUNGTRENNUNGure 1). Both the a-helical segment and
the b-hairpin in BmBKTx1 provide con-
formationally stable segments onto
which foreign epitopes can be grafted.


The utility of this scorpion a/bb toxin
fold for epitope mimetic design has
been recognized for some time.[19] For
example, the b-hairpin motif in the toxin
has been exploited to generate mimics
of an epitope on the cellular receptor
CD4,[22–24] which binds to the HIV-1 gly-
coprotein gp120. HIV-1 viral entry is initi-
ated by the binding of gp120 to CD4 on
host cells. Crystallographic studies have
shown that the key epitope on CD4,
used for binding to gp120, is based
largely on a surface b-hairpin loop.[25]


Transplanting this hairpin epitope from
CD4 onto the scorpion toxin scaffold af-
forded, after optimization, mimetics that
bind tightly to gp120 and inhibit HIV-1
entry to cells (Figure 1).[22–24]


In the work of Li et al. , the focus is on
the a-helical segment of the scorpion
toxin scaffold. The residues S6, R9, V10


and V13 in BmBKTx1 were replaced with
the topologically equivalent residues
from p53 (F19, L22, W23 and L26), and
the four terminal residues (A1, A2, and
Y30, K31) were deleted, thus giving a 27-
residue peptide called stoppin-1. In this
way, the key hydrophobic side chains re-
quired for interaction with both MDM2
and MDMX should be displayed in a heli-
cal array on the surface of the mimetic
(Figure 1). In addition to these hydro-
phobic contacts, two key hydrogen
bonds should be formed between the
mimetic and the protein, namely, those
equivalent to the ones seen between
the F19 (p53 numbering) backbone
amide NH and the carbonyl side chain of
Q72 in MDM2 (Q71 in MDMX) and the
indole NH of W23 and the L54 backbone
carbonyl in MDM2 (M53 in MDMX). Stop-
pin-1 was studied in solution by CD
spectroscopy, which supported the pre-
sumed structure. Then, in direct binding
assays, it was shown that stoppin-1
binds to both MDM2 and MDMX, with Kd


values of 790 and 994 nm, respectively.
For the linear p53 peptide p53res.15–29 the
Kd values were 123 and 279 nm, respec-
tively. By contrast, the native wild-type
toxin BmBKTx1 showed no affinity for
either MDM2 or MDMX.


A further challenge was to engineer
the mimetic to allow its uptake by
cancer cells. At present there is growing
interest in understanding how to design
cell-permeable peptide-like molecules,
for example, through the N-methylation
of peptide bonds in backbone cyclic
peptides.[26–28] The N-methylation of pep-
tide NH groups appears to aid transfer
of such molecules through a lipophilic
membrane environment, and so to facili-


tate their cell uptake, when these NHs
are normally solvent exposed and able
to hydrogen bond to bulk-solvent water
molecules. The approach taken by Li
et al. , however, was different. They ex-
ploited the observation that some natu-
rally occurring peptides containing mul-
tiple, closely spaced, cationic residues
(called protein transduction domains, or
simply, cell-penetrating peptides)[29] are
efficiently taken up across cell mem-
branes. The mechanism(s) of cell uptake
of cationic peptides is/are still the sub-
ject of much scrutiny. The stoppin-1
mimetic was re-engineered, by replacing
five residues near the C terminus (which
are nonessential for binding to MDM2/X)
with arginines, to create a cluster of
eight cationic residues projecting from
the C-terminal b-hairpin motif. The re-
sulting mimetic, stoppin-2, was shown to
still bind to MDM2 (Kd = 493 nm). Next
the ability of stoppin-2 to kill cancer cells
was studied. Stoppin-2 was shown to
reduce the viability of a p53+ cancer cell
line, and, when added daily, was able to
kill the cells quantitatively. A variety of
control experiments were performed to
strengthen the conclusion that stoppin-2
kills tumor cells in a p53-dependent
manner.


Given the widespread occurrence of
a-helical epitopes in many PPIs, it is not
surprising that many groups have report-
ed efforts to design a-helix mimics.[30, 31]


For example, another relatively small
folded peptide that has been used for
engineering experiments is the avian
pancreatic polypeptide (aPP).[32] aPP con-
tains five turns of a-helix in its C-termi-
nal half, linked to a ten-residue extended
N-terminal segment, which is back-
folded onto the a-helix. The p53 epitope
has also been successfully grafted onto
this aPP scaffold to create miniprotein in-
hibitors of the p53–MDM2 interaction.[33]


The cyclotides and conotoxins represent
two other families of macrocyclic cross-
linked peptides, each with great poten-
tial as scaffolds in protein ligand
design.[34–36] Another approach to stabi-
lize a-helical conformations in linear
peptides makes use of so-called “stapled
helices”. This involves covalently linking
the side chains of residues lying on the
same face of the helix (i and i+4)
through amide, disulfide, or double (or


Figure 1. The scorpion toxin scaffold (center; based on the PDB crystal structure 1R1G),[21] with Ser6,
Val10 and Val13 changed to Phe, Trp and Leu, respectively, to mimic the helical epitope in p53 (left ;
based on the PDB crystal structure 1YCR).[11] The same toxin scaffold has also been used to mimic a b-
hairpin epitope in CD4. Right: the mimetic (called CD4M33) bound to gp120 (PDB crystal structure:
1YYL).[22]
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similar) bonds.[37, 38] Stapled helical pep-
tide mimetics of p53 have been reported
that bind to MDM2 and reactivate the
p53 tumor-suppressor pathway.[39] An-
other strategy for helix mimicry reported
recently involves the design of bi- and
tri-aryl systems.[30, 40, 41] Due to restricted
rotation in biaryl systems, substituents
can be appended to the aromatic
groups in a way that allows close mimi-
cry of side-chain residues i, i+4 and i+7
in a-helices. In this way, for example, ter-
phenyls were designed to mimic the key
helical region of p53, and also inhibit the
p53–MDM2 interaction.[41] Finally, there
have been several examples reported of
the use of b-hairpin templates to mimic
a-helical epitopes.[42–44] These exploit the
close positional relationship between
side chains at positions i and i+2 in a b-
strand with those at positions i and i+4
in an a-helix. Hairpin mimetics were de-
signed in this way to mimic the helical
epitope in p53, and so inhibit the p53–
HDM2 interaction.[42, 43] Additional exam-
ples of p53–MDM2 inhibitors, including
others based on helix-forming b-pep-
tides, have been described recently in an
excellent review.[45]


Protein epitope mimetic design is
clearly a very promising strategy in the
search for novel PPI inhibitors. The great
importance and potential for exploita-
tion in this area of molecular design are
certainly very clear.


Keywords: drug design · helical
structures · inhibitors · peptidomimetics ·
proteins
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A Mechanism for Stochastic Decision Making by Bacteria
Zach Hensel and Jie Xiao*[a]


Nature presents organisms of every scale
with a constantly shifting set of challeng-
es. The correct response to these chal-
lenges is critical to an organism’s surviv-
al. Churchill once remarked, “True genius
resides in the capacity for evaluation of
uncertain, hazardous, and conflicting in-
formation”, and this ability often deter-
mines whether an organism survives, as
well as who prevails in war. In contrast
to humans, who make rational decisions
after careful evaluation of their situation,
bacterial cells sometimes appear to ran-
domly choose their fates. Choi et al. re-
cently reported that an E. coli cell’s deci-
sion to induce or not to induce the
uptake of a metabolite hinges on the
stochastic action of a single molecule.[1]


Stochastically driven cellular choices
have been increasingly observed in biol-
ogy. In recent years, studies have found
that the decisions by Bacillus subtilis to
become competent for DNA uptake[2]


and by E. coli to enter a quiescent state
to survive antibiotic exposure[3] are sto-
chastically controlled. Similar phenom-
ena have also been observed in higher
eukaryotes; early-stage hematopoietic
stem cell differentiation[4] and sensory
neuron differentiation[5] appear to in-
volve stochastic mechanisms as well.


Why would a cell make its choices sto-
chastically instead of programmatically?
Stochasticity often leads to phenotypic
variations in an isogenic population. In a
fluctuating environment, this can be ad-
vantageous as cells can be in different
states to contend with many future pos-
sibilities. Recent work has found that
phenotypic variation can confer advant-
age in dynamic environments.[6, 7] In con-
trast, committing to a single fate across


a population, although advantageous in
a stable environment, is dangerous in
the event of change. Additionally, pro-
gramming every cell in a population to
deterministically respond to any conceiv-
able environmental cue can be unbeara-
bly costly or even impossible.[8]


While the benefit of stochastic cellular
choices under certain circumstances is
often evident, the exact cause of such
stochasticity may differ in each case. For
example, noise in gene expression has
been shown to be a major contributor
to phenotypic heterogeneity.[2, 9] Now,
Choi et al. have revealed a new mecha-
nism: they have determined that sto-
chastic molecular interactions between
the lac repressor and its operators un-
derlie the transition of an E. coli cell to
induction.


The lac operon of E. coli has served as
the first paradigm for gene regulation.[10]


Induction of the lac operon occurs when
the lac repressor unbinds from the lac
operator in the presence of lactose or a
nonmetabolizable inducer, such as
methyl-b-


d
-thiogalactoside (TMG), thus


enabling transcription of the lacZYA
genes. Once expressed, lactose perme-
ase, encoded by lacY, imports more lac-
tose and creates a positive feedback
loop. Landmark work by Novick and
Weiner showed that induction of the lac
operon was all-or-none, and it was
postulated that the generation of the
first lactose permease molecule was the
rate-limiting step in induction.[11] Once it
occurred, full induction followed due to
the positive feedback of lactose perme-
ase. However, Choi et al. have now
shown that one permease molecule is
not enough. Instead, a few hundred per-
mease molecules are needed before full
induction can take place.


This claim by the Xie group relies on
the ability to detect single permease
molecules fused to a yellow fluorescent
protein. The authors found that many
uninduced cells have one or more per-


mease molecules, irrespective of the
TMG concentration (Figure 1 A). This indi-
cates that one permease molecule is in-
sufficient to induce a cell.


If one permease molecule is not
enough, then how many are needed? To
measure this threshold, Choi et al. used
a clever strategy to prepare cells with a
wide range of initial numbers of perme-
ase molecules. They first fully induced
cells, and then grew cells in media lack-
ing TMG to dilute the initial permeases
through multiple cell divisions. They
quantified the number of permease mol-
ecules in these cells, added TMG back to
the cells, and observed whether induc-
tion occurred. If the initial number of
permease molecules in one cell is high
enough when TMG is added back, a suf-
ficient amount of inducer will be import-
ed into the cell to actively “pull” off
bound lac repressor from its operators,
leading to induction. They found that
the probability of a cell switching to in-
duction as a function of the initial per-
mease numbers is well described by a
Hill function (Figure 1 B). The threshold,
defined as the number of permease mol-
ecules leading to a 50 % probability of
induction, is approximately 375 mole-
cules at 40 mm TMG. The presence of
such a threshold indicates a nonlinear re-
sponse of the induction process, proba-
bly resulting from the cooperativity of
lac repressor binding to DNA at two op-
erators through a DNA loop. Positive co-
operativity has been shown to be vital in
achieving a binary response.[12]


How are hundreds of permease mole-
cules generated if the cell is initially at
the uninduced state? Previous work
from the Xie group demonstrated that,
in the absence of an inducer, the lacACHTUNGTRENNUNGpromoter fires infrequently; transcription
occurs approximately once per cell cycle,
generating on average one mRNA tran-
script and a handful of protein mole-
cules.[13, 14] A very similar expression pro-
file is observed here for the uninduced
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fraction of cells ; this implies that this
type of expression is incapable of gener-
ating enough permease molecules for in-
duction. When the authors followed real-
time protein production in the presence
of 200 mm TMG, they observed that
about 1 % of expression bursts generat-
ed more than 100 protein molecules.
This indicates that these rare, large ex-
pression bursts could provide the initial
permease molecules necessary for induc-
tion.


But what is the molecular mechanism
underlying these rare, large expression
bursts? Choi et al. proposed that it could
be the stochastic, complete dissociation
of the tetrameric lac repressor from the
looped DNA formed between the opera-
tor O1 and one of its auxiliary operators
O2 or O3. Binding of tetrameric lac re-
pressor at O1 has been shown to be
strengthened by cooperative looping
with O2 or O3, which originally explained
why lac repression was more resilient
than expected against mutations at
O1.[15, 16] The relatively frequent, small
bursts observed in uninduced cells are
likely due to the partial dissociation of
the repressor from O1 but not the other
operators, which is usually followed by
rapid rebinding.


To test their hypothesis, Choi et al.
generated a mutant strain in which DNA
looping is abolished by deleting O2 and
O3. This mutant displayed uniform, mon-
otonic induction irrespective of the initial
permease numbers in a cell, and noACHTUNGTRENNUNGinduction threshold was observed (Fig-
ure 1 B). In addition, they found that,
without looping, the large bursts occur
much more frequently than with looping
and burst size increases with increasing
TMG concentration, further proving that
large bursts are the direct result of com-
plete repressor dissociation.


From these experiments, a stochastic
mechanism of lac operon induction,ACHTUNGTRENNUNGillustrated in Figure 2, becomes clear:
while lac is repressed, small expression
bursts arise from single transcription
events when the lac repressor unbinds
O1, but quickly rebinds due to its associ-
ation with other operators. Induction
occurs only when a rare, large expression
burst resulting from the complete disso-
ciation of lac repressor from DNA produ-
ces enough permease molecules to cross


Figure 1. A) After incubation with the inducer TMG, E. coli cells with fluorescently labeled lactose per-
mease molecules are observed to undergo all-or-none induction. Upon closer inspection with single-
molecule resolution (inset), many uninduced cells are found to have a handful of permease molecules.
B) Time courses of induction of the wild-type lac operon (c) upon the addition of 40 mm TMG show
a threshold of initial permease molecules required for induction (c). When DNA looping is knocked
out by eliminating auxiliary operator sites (a), induction occurs independent of the initial permease
number. The probability of induction as a function of the initial number of permease molecules is well
fit by a Hill function (right). A) From Choi et al. ,[1] reprinted with permission. Copyright AAAS 2008.


Figure 2. The phenomena observed by Choi et al. point to a model for induction of the lac operon in
which DNA looping (to O2 or O3) stabilizes the repressed promoter state (A). Random partial dissocia-
tions of the tetrameric lac repressor from O1 (B) lead to small bursts of expression, usually generating
only a single mRNA molecule and a handful of proteins. Very rare complete dissociation (C) can lead to
the transcription of multiple mRNAs and the production of the hundreds of lactose permease molecules
required for induction if inducer is present to sequester lac repressor (D). The lac operon can be directly
induced if inducer concentrations are high enough to bind and overcome a reduced affinity for DNA-
bound lac repressor. Modeled by using VMD[21] and an all-atom repressor model.[22]
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the induction threshold. However, it
should be noted that complete dissocia-
tion alone might not be sufficient to es-
tablish induction. According to Elf et al. ,
it takes at most a few minutes for a free
lac repressor to find its binding site
inside an E. coli cell,[17] and those few mi-
nutes might not be long enough to gen-
erate the few hundred permease mole-
cules required. Only when the lac re-
pressor is prevented from rebinding long
enough in the presence of an inducer
can many transcripts and hundreds of
protein molecules be produced. Addi-
tionally, positive feedback from lactose
permease should not be underestimated,
as it likely extends the duration of large
bursts : Choi et al. show large bursts last-
ing many tens of minutes, during which
newly expressed permeases would fur-
ther increase intracellular inducer con-
centration, facilitating induction.


One important feature of this model is
that the cell’s commitment to induction
stems from a single, stochastic dissocia-
tion event of lac repressor. This is be-
cause large bursts occur very rarely
(once in many cell cycles) and are uncor-
related with each other. Permease mole-
cules generated during bursts falling
short of the induction threshold do not
accumulate as they are diluted by cell
growth. Induction only becomes likely
when the protein generated in a single
burst crosses the threshold. This inter-
pretation introduces a novel mechanism
for stochastic decision making in bacte-
ria. Although recent work casts doubt as
to whether the lac operon exhibits all-or-
none induction in response to its natural
inducer lactose instead of a nonmetabo-
lizable inducer,[18, 19] the stochastic molec-
ular interactions revealed in this work
still hold.


The finding by Choi et al. has obvious
implications for those developing mathe-
matical models of lac induction. Current
models treat lac-repressor binding in
equilibrium.[20] The lac repressor is pres-
ent at very low concentrations (ca. 10
molecules per cell), so explicit account-
ing of stochastic noise in repressor bind-
ing cannot be ignored here. Future
models of the lac operon should aim to
reproduce the induction threshold ob-
served by Choi et al. as well as the sto-
chastic gene-expression bursts that give
rise to induction.


The discovery that lac operon induc-
tion by TMG arises from a stochastic
single molecular event has the potential
to change our view of how a cell func-
tions. Many biologically significant mole-
cules, such as regulatory proteins, DNAs,
and mRNAs, exist in small copy numbers
with inherently noisy interactions be-
tween them. How do cells deal with
this? Choi et al. have shown a new way
in which cells can actually exploit sto-
chasticity to drive phenotypic change. Is
this a commonly used mechanism to
govern decision making in cells? And
more broadly, when are such stochastic
mechanisms preferred and when are
they eschewed? Clearly, this will depend
upon the task cells have at hand. More
work will allow us to answer these ques-
tions, and the ability to probe the dy-
namics of single molecules in real time
in a living cell will provide unprecedent-
ed insight. One thing that is clear is that
unlike Hamlet, who was torn between
life and death, it is apparently not diffi-
cult for an E. coli cell to choose to
become induced or not. It just closes its
eyes and rolls the dice.


Keywords: biophysics · fluorescence ·
gene expression · gene regulation ·
single-molecule studies
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Release of Volatile Aldehydes by the Brown Algal Kelp Laminaria digitata in
Response to Both Biotic and Abiotic Stress


Sophie Goulitquer,[c] Andr�s Ritter ,[a, b, d] FranÅois Thomas ,[a, b] Cyrille Ferec,[c] Jean-Pierre Sala�n ,[a, c] and
Philippe Potin *[a, b]


Reminiscent of the important role that volatile C6 and C9 alde-
hydes play in wound healing and pest resistance, and of their
so-called fresh green odour in higher plants,[1] the occurrence
of volatile polyunsaturated aldehydes (PUAs) has also beenACHTUNGTRENNUNGreported in several marine diatoms[2–5] and other planktonic
algae.[5, 6] These organisms seem to use PUAs such as (2E,4E)-
octa-2,4,7-trienal and (2E,4E,7Z)-deca-2,4,7-trienal as signal mol-
ecules related to defence mechanisms[7] and as a stress alarm
systems.[8] Moreover, in the brown marine alga LaminariaACHTUNGTRENNUNGangustata the capacity to produce long- and short-chain alde-
hydes enzymatically has also been demonstrated.[9, 10] In L. an-
gustata, the precursors of these aldehydes are n�6 fatty acids
such as linoleic and arachidonic acid, whereas in diatoms they
are derived mostly from n�3 and n�4 fatty acids.[11, 12] Al-
though numerous studies had demonstrated that PUAs could
be produced enzymatically by algae, these experiments were
carried out by cellular sonication, which would partially wound
the alga, or by incubation of algal extracts with polyunsatura-
ted fatty acids (PUFAs). Only in a recent report was it indicated
that the diatom Skeletonema marinoi releases PUAs at some
growth phases under culture conditions.[13] Therefore, to better
establish that PUAs act as signalling chemicals in the marine
environment, there is a need for evidence of their release from
intact algae in their natural environment.


In this context, the brown algal kelp Laminaria digitata pro-
vides a model with which to investigate aldehyde release in a
physiological context. The objective of this work was therefore
to investigate aldehyde release by L. digitata under stress con-
ditions, including: 1) subjection of algae to oligoguluronate
(GG) treatment, which mimics a biotic stress by inducing an
oxidative burst,[14, 15] 2) exposure to excess copper, which acts


as an abiotic stressor[16, 17] and 3) natural subjection to the ef-
fects of low tide, which increases UV exposure, salinity and
temperature.[18]


We first address the hypothesis that oxidative-burst-mediat-
ed peroxidation of lipids should involve the release of PUAs
and other aldehydes into the surrounding seawater medium of
young L. digitata sporophytes upon challenge with GG. As
shown by GC-MS analyses in the negative ion chemical ioniza-
tion (NICI) mode with o-pentafluorobenzyl (o-PFB) oxime deriv-
atives, the production of aldehydes extracted from both sea-
water and air was increased after GG treatment (Figure 1).


Challenging plantlets with GG elicitors indeed dramatically
changed the emission (relative to control L. digitata sporo-
phytes) of a bouquet of more than eleven compounds that
ranged in chain length from hexanal to 4-hydroxydodeca-2,6-
dienal (4-HDDE; Figure 1). The concentrations of (E)-hex-2-enal
and (E)-4-hydroxyhex-2-enal (4-HHE) released by elicited L. digi-
tata sporophytes were two and 24 times higher, respectively,
in the water phase than in the controls. A few compounds—
such as hexanal, (E)-4-hydroxynon-2-enal (4-HNE) and 4-
HDDE—were much more abundant in the air phase, whereas
(E)-hex-2-enal and 4-HHE were more abundant in the water
phase. Particular differences were observed in the content, 4-
HHE, which was 2.5 times more abundant in the aqueous


Figure 1. Comparative production of aldehydes by L. digitata, both in the
surrounding seawater and in the headspace, after elicitation by oligoguluro-
nates (150 mg mL�1). Aldehyde levels in seawater (&) and in air (&) were de-
termined after 1 h incubation. Results are expressed as fold increase versus
control samples.[a] Dr. A. Ritter , F. Thomas , Dr. J.-P. Sala�n , Dr. P. Potin
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phase than in the volatile fraction. In contrast, 4-HNE was six
times more abundant in the volatile fraction.


Further quantification of the aldehyde releases in response
to GG in seawater was then carried out (Figure 2). The reten-


tion times of the two peaks detected for each aldehyde-o-PFB
in the chromatograms (Figure S1 in the Supporting Informa-
tion) corresponding to the presence of syn and anti stereoiso-
mers[19] are given in Table 1, which also provides the calibration
equations for all the identified compounds. Malonaldehyde
(MDA) aside, (E)-non-2-enal is the most abundant aldehyde
(9.85�2.46 ng ml�1 seawater). Therefore, in L. digitata, GG elici-
tation induces rapid regulation of the synthesis of aldehydes,


as has also been observed for the release of iodide stores[20]


and the concomitant emission of molecular iodine and volatile
halocarbons that occurs during oxidative bursts.[21] This is remi-
niscent of the oligosaccharide-elicitor-induced modification in
the emissions of aldehydes and of other volatile organic com-
pounds (VOCs) recently reported in the plant model Medicago
trunculata.[22] In addition, the natures of these aldehydes are
likely to reflect their origin from n�6 fatty acids such as linole-
ic and arachidonic acid, which are the most abundant PUFAs in
the dominant galactolipids and phospholipids of L. digitata.[23]


Generation of aldehydes is known to be mediated both by
enzymatic reactions and chemically through oxidative mecha-
nisms.[24–26] We detected 9-oxononanoic acid, which is known
as a byproduct of hydroperoxide lyase (HPL) action on the 9-
hydroperoxides of linolenic and linoleic acids.[24] Quinacrine
and chlorpromazine·HCl, which had previously been shown to
interfere with the GG-induced oxidative burst in L. digitata,[14]


also affected aldehyde production, suggesting the involvement
of the oxidative burst in the lipoperoxidation process (Fig-ACHTUNGTRENNUNGure 2). However, chlorpromazine·HCl is also known to interfere
with the oxidative burst through the inhibition of lipases, such
as the phospholipase A2 in mammalian phagocytes, which re-
lease the arachidonic acid essential for the activation of the
NAPDH oxidase.[27] Therefore, its strong inhibitory effect on the
release of aldehydes is also likely to reflect the limitation of
PUFA release to fuel a putative lipoxygenase (LOX) pathway.
Salicylhydroxamic acid (SHAM), which does not prevent the ox-
idative burst in L. digitata,[14] repressed aldehyde formation. It
is known as a non-specific inhibitor of LOXs in mammals and
higher plants, but also inhibits cyclooxygenases, peroxidases
and cytochrome P450 enzymes.


These preliminary inhibitor studies suggest that aldehydes
are not only formed chemically but also through enzymatic
pathways. Some of the observed compounds, such as (E)-non-
2-enal, (E)-hex-2-enal and (E,E)-hepta-2,4-dienal, have already
been described in L. angustata, in which synthesis of PUAs is
believed to originate from HPL metabolism.[23] Production of
(E)-4-hydroxyalk-2-enals—4-HHE, 4-HNE and 4-HDDE—was also
strongly induced during GG elicitation. Because 4-HDDE is a
biomarker of the 12-lipoxygenation of arachidonic acid in
human plasma,[25] our data suggest that L. digitata generates
aldehydes not only by enzymatic routes, but also by non-enzy-
matic pathways leading to MDA. Although biosynthetic path-
ways of brown algal aldehydes have hardly been investigated,
it has been proposed that the synthesis of pheromones in
brown algae involves the same steps as aldehyde synthesis.[28]


Previous studies on diatoms have suggested that the biosyn-
thesis of aldehydes[11, 12] is the result of the breakdown of cellu-
lar compartments and the subsequent mixture of pre-existing
enzymes with their corresponding substrates—a process that
occurs after wounding of diatoms cells by sonication[2, 6] or co-
pepod grazing.[7] Similarly, this biosynthesis of aldehydes was
only observed in crude algal extracts of the brown macroalga
L. angustata or during incubation with exogenous PUFAs.[10]


Our results might provide a link between a signal transduction
pathway triggered by GG and the activation of lipase- and
LOX-like enzymes in a physiological response.


Figure 2. Aldehyde concentration and effect of inhibitors after GG treatment
of L. digitata (1 h). The algae were either kept 1 h in seawater as control or
were treated over 1 h with GG (150 mg mL�1). Individual samples were pre-ACHTUNGTRENNUNGincubated with chlorpromazine·HCl (20 mm), quinacrine (20 mm) or SHAM
(1 mm) and subjected to GG treatment. Values represent means of three in-
dependent replicates and bars represent SDs. * Significantly different from
control (p<0.05).
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In marine environments, brown algae not only cope with
biotic stresses, but also deal with abiotic stresses, such as
heavy metal exposure and modification of physical factors of
the environment (UV, salinity, temperature) associated with low
and high tides. Copper stress was recently shown to induce
the enzyme-mediated synthesis of fatty acid hydroperoxides
and prostaglandins in L. digitata, as well as the chemically
mediated formation of various oxylipins.[17] This study further
shows that treatment of this kelp species with nominal copper
(100 mg L


�1) enhanced the early release of a bouquet of more
than 16 compounds including hexanal, (E)-non-2-enal, and 4-
hydroxyalkenals such as 4-HHE and 4-HNE (Figure 3), whereas
low amounts of these metabolites were observed in control
sporophytes. In the water phase, 4-HHE and dodecadienal con-
centrations were 37 and ten times higher, respectively, than in


the control. Within 60 min after addition of copper, the (E)-
non-2-enal, MDA and hexanal concentrations produced by
L. digitata sporophytes in the air phase were ten, four and
three times higher, respectively, than in the control. It has
been described that hexanal is derived from C18:2 n�6 and
C20:4 n�6 fatty acids in the brown alga L. angustata.[23] Inter-
estingly, no (E)-hex-2-enal could be detected after copper
stress either in air or in water phase.


In addition, the occurrence of volatile emissions in the natu-
ral environment was tested under field conditions by monitor-
ing aldehyde fingerprints in rock pools colonized by L. digitata
subjected to environmental stress. The partial emersion of
algae during spring tides involves desiccation, exposure to UV
and ozone and rapid variations of temperature and salinity,
leading to lipid peroxidation and oxidative stress.[18, 29, 30]


Results of some aldehyde measurements over a 2.5 h field
experiment are summarized in Figure 4. Concentrations of C6
aldehydes, particularly (E)-hex-2-enal, increased dramatically
1 h after low tide. Levels of the C9 aldehydes (E)-non-2-enal
and (E,E)-nona-2,4-dienal were also significantly increased. As
would be expected, the levels of the corresponding (E)-4-hy-
droxyalk-2-enals were significantly increased with emersion
time. MDA concentrations behaved similarly, with a maximum
of 3.25�0.50 ng mL�1 1 h after low tide. Concentrations of all
compounds decreased dramatically when the sea rose. ThisACHTUNGTRENNUNGdecrease could be attributed to a dilution effect when the sea-
water flooded the pool.


In contrast with their roles in mammals,[31] higher plants[1]


and even diatoms,[4] the function of aldehydes in macroalgae
have been poorly investigated. Their potential role as feeding
attractants was suggested from bioassays with an essential oil
of the green alga Ulva pertusa, which is known to contain
some of these aldehydes.[32] The biological significance of alde-
hyde emission in L. digitata was therefore investigated by ex-
amining whether these compounds induce metabolic respons-
es in the alga. Thalli of L. digitata were therefore exposed to


Table 1. Characteristics and calibration parameters of the identified volatile compounds.


tR [min] m/z Equation Correlation
M-o-PFB ACHTUNGTRENNUNG(-TMS) ACHTUNGTRENNUNG[M-HF]� coefficient


hexanal 17.90–17.98 295 275 y = 5.736 x + 5.5781 0.9887
(E)-hex-2-enal 18.96–19.10 293 273 y = 21.026 x + 38.564 0.9803
4-HHE 22.17–22.28 381 361 y = 0.0878 x + 0.4807 0.9821
nonanal 21.68–22.17 337 317 y = 6.7771 x + 6.9614 0.9710
(E)-non-2-enal 22.99–23.19 335 315 y = 85.39 x + 87.69 0.9606ACHTUNGTRENNUNG(E,E)-nona-2,4-dienal 24.08–24.21 333 313 y = 0.8533 x + 8.009 0.9742
4-HNE 25.03–25.40 423 403 y = 0.4299 x + 0.1267 0.9849ACHTUNGTRENNUNG(E,E)-hepta-2,4-dienal 21.57–21.75 305 285 y = 12.785 x + 5.65 0.9931ACHTUNGTRENNUNG(E,E)-octa-2,4-dienal 22.46–22.51 319 299 y = 9.298 x + 4.5183 0.9979ACHTUNGTRENNUNG(E,E)-octa-2,4,6-trienal 23.19–23.32 317 297 cf. (E,E)-octa-2,4-dienal[a] –ACHTUNGTRENNUNG(E,E)-deca-2,4-dienal 25.02–25.23 347 327 y = 1.3905 x + 5.3616 0.9770ACHTUNGTRENNUNG(E,E)-deca-2,4,6-trienal 25.58–25.95 345 325 cf. (E,E)-deca-2,4-dienal[a] –ACHTUNGTRENNUNG(E,E)-dodeca-2,4-dienal 27.63–27.91 375 325 y = 1.3353 x + 12.984 0.9629
4-HDDE 28.57–28.86 463 443 cf. 4-HNE[a] –
MDA 25.28–25.64 462 442 y = 43.042 x + 155.68 0.9524
9-oxononanoic acid 27.89–28.03 439 419 y = 2.7736 x + 2.1468 0.9779


[a] Commercial standards are not available for these compounds and integration was based on the referred compound.


Figure 3. Comparative production of aldehydes by L. digitata, both in the
headspace and in the surrounding seawater, after exposure to nominal
copper (100 mg L


�1). Aldehyde levels in seawater (&) and in air (&) were de-
termined after 1 h incubation. Results are expressed as fold increase versus
control samples.
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stress-induced aldehydes by addition of the pure compounds
to the surrounding seawater. Hexanal, nonanal, (E)-non-2-enal,
4-HHE, 4-HNE, (E,E)-nona-2,4-dienal and (E,E)-deca-2,4-dienal
were individually tested at both 1 mg mL�1 and 100 ng mL�1.
Both endogenous oxylipin signatures and aldehyde profiles in
seawater were monitored by GC-MS in the NICI mode. Only 4-
HHE, a C6-hydroxylated aldehyde, induced modifications of
oxylipin profile (Figure 5). A release of (13S)-HOTrE was in-
duced after 24 h incubation. Interestingly, this oxylipin is de-
rived from the pathway leading to the production of 12-oxo-
phytodienoic acid, which was recently characterized in copper-
stressed L. digitata,[17] and from jasmonate in higher plants.[33]


Therefore, its early synthesis may similarly involve the activa-


tion of a signalling cascade leading to late-defence mecha-
nisms in L. digitata.


To the best of our knowledge, this is the first report showing
that some aldehydes may induce the synthesis of oxylipins in
algae and therefore act as inducers of metabolic responses.
This is reminiscent of the early regulation of cell protective
mechanisms suggested for reactive electrophile species in
higher plants.[34] By analogy with higher plants[35–38] and dia-
toms,[8] these results strongly suggest that the release of alde-
hydes may play the role of an external and/or internal emer-
gency signal in L. digitata confronted with physical modifica-
tions of their environment and exposed to pollutants.


In conclusion, we have shown that the brown algal kelp
L. digitata naturally emits volatile aldehydes in response to
both biotic and abiotic stress under laboratory conditions and
in their natural environment. Together with previous reports
showing temperature-dependent, species-dependent and
light-dependent isoprene emissions in macro-algae, including
L. digitata,[39] and the increased emission of iodinated and bro-
minated VOCs in response to oligoguluronates, ozone and
H2O2 in L. digitata,[21] our results extend the ensemble of VOCs
naturally emitted by kelp during both biotic and abiotic stress
to saturated, mono- and polyunsaturated and hydroxylated al-
dehydes. In addition, this is the first study that quantifies the
production of PUAs by algae in their natural environment
(Figure 4). Interestingly, previous knowledge about the release
into seawater of oxidized fatty acid-derived compounds from
brown algae was limited to sexual pheromones.[29]


These findings also raise the questions of which enzymes
are involved with the generation of fatty acid aldehydes in
brown algae: either hydroperoxide lyase CYP74 enzymes as in
plants[1] and/or LOXs as in the moss Physcomitrella patens,[40] or
otherwise, an enzyme machinery specific to the phylum of
Heterokonta as suggested by recent results obtained with dia-
toms.[41] The recently provided access to whole genomes of
brown algae[42] and diatoms[43, 44] should afford new opportuni-
ties to express the cDNA of the conserved sequences and to
characterize the products of the associated recombinant en-
zymes as conducted in the green lineage.[1, 40]


Figure 4. Variations in the emissions of various aldehydes during emersion
of L. digitata at low tide. Seawater (20 mL) was sampled at 1 h before low
tide, at low tide and at 30 min, 1 h and 1 h 30 min after low tide. A) C6 alde-
hydes, B) C9 aldehydes, C) 4-hydroxyalkenals, and D) malonaldehyde (MDA).
Aldehydes were extracted in the field. * Significantly different from values at
1 h before low tide (p<0.05).


Figure 5. ACHTUNGTRENNUNG(13S)-HOTrE release after treatment of L. digitata with 4-HHE. Both
aldehyde and oxylipin signature modification were monitored by GC/MS.
Treatments with 100 ng ml�1 (hatched) and 1 mg mL�1 (&) of 4-HHE were
compared to controls (&). n = 3. * Significantly different from control
(p< 0.05).
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Experimental Section


Material and treatment conditions : The marine brown alga Lami-
naria digitata V. Lamouroux (Laminariales, Laminariaceae) was col-
lected in the intertidal zone close to the Station Biologique de
Roscoff in Brittany, France, during low tide. Young fronds (2 to
15 cm in length) were chosen and transported to the laboratory.
They were kept in cultivation tanks with seawater as previouslyACHTUNGTRENNUNGdescribed.[17]


Seawater analyses : Seawater medium was transferred into a
funnel containing ethyl acetate (20 mL) and 4-HNE-d3 (50 ng) asACHTUNGTRENNUNGinternal standard. After vigorous shaking of the mixture, the water
phase was discarded and the organic phase was recovered and
gently dried under vacuum (rotary evaporator). The residues were
dissolved in MeOH (2 mL) containing O-(2,3,4,5,6-pentafluoroben-
zyl)hydroxylamine·HCl (PFBHA·HCl, 0.05 m), transferred into a sily-
lated glass tube and incubated for 2 h at room temperature. Sol-
vent was evaporated under a gentle stream of nitrogen (free of
oxygen) and residues were dissolved in CH3CN (100 mL) and N,O-
bis(trimethylsilyl)trifluoroacetamide/trimethylchlorosilane (99:1,
Sylon BFT, 200 mL). The mixture was further incubated for 1 h at
60 8C to form trimethylsilyl (TMS) derivatives and dried under a
stream of nitrogen gas, and the residues were dissolved in hexane
(100 mL).


Trapping of volatile compounds : The aldehyde trapping protocol
was similar to that described by Engelberth and co-workers to trap
methyl jasmonate.[45] L. digitata plantlets (1 g blotted fresh weight)
were incubated in a flask (50 mL) containing fresh filtered seawater
(20 mL; see Figure S2 in the Supporting Information). A Super Q
filter trap, containing adsorbent (about 30 mg), and Teflon vent
tubing were connected to a vacuum source at a flow rate of
500 mL min�1. Constant agitation was maintained with a magnetic
bar. Oligoguluronates were injected through a septum by syringe
(200 mL). The compounds were eluted from the Super Q with
MeOH (600 mL) containing PFBHA·HCl (0.05 m) and incubated for
2 h at room temperature. TMS-derivatization was then carried out
as described above.


Tide pool measurements : Experiment took place at the Pointe
Sainte-Barbe close to the CNRS Institute of Roscoff. A tide pool
containing 102 thalli of L. digitata and only exposed at a very high
tide coefficient was chosen for the experiment. The pH, tempera-
ture, salinity, brightness and O2 levels were monitored during the
whole experiment. A five-point study was carried out: at 1 h
before low tide, at low tide and at 30 min, 1 h and 1 h 30 min after
low tide. At this last point, the sea had risen enough to flood the
pool. Seawater samples (20 mL), collected in triplicate with a glass
pipette, were transferred into a Pyrex bottle containing ethyl ace-
tate (20 mL) and 4-HNE-d3 (50 ng) and the mixture was vigorously
shaken. Samples were cooled on ice and rapidly analysed in the
laboratory as described above (see “seawater analyses”).


GC-MS-NCI analyses : Aldehyde samples were analysed with a
HP 5873 MSD interfaced to a HP 6890 Series+ gas chromatograph
(Agilent, Les Ullis, France). A sample (volume of 2 mL) was injected
into a capillary column (HP-5MS, J & W Scientific, 0.25 mm i.d. ,
30 m length, 0.25 mm film thickness). The temperatures of injec-
tion port and interface were 250 8C and 280 8C, respectively. The
oven temperature was set at 60 8C for 5 min, increased at the rate
of 8 8C min�1 to 300 8C and held for 5 min. The compounds were
ionized by NICI with methane as reagent gas at 40 mL min�1. For
aldehyde identification, sample GC-MS analysis was carried out in
both NICI and EI mode (70 eV) in the total ion current (TIC) mode.
Calibration curves were prepared with increasing amounts of


standards in distilled water analysed by GC-MS in the NICI mode.
The samples were extracted and derivatized as described in the
“seawater analyses” section. The calibration curves were construct-
ed by plotting the area ratio of each analyte relative to the internal
standard against the concentration of the analyte. For quantifica-
tion of octa-2,4,7-trienal and deca-2,4,7-dienal, the calibration
curves of the commercially available 2,4-dienals were used—they
were assumed to behave similarly during derivatization[46] whereas
for 4-HDDE quantification the calibration curve of 4-HNE was simi-
larly used. Standard curves were linear (r2>0.95) from 0.5 to 50 ng
injected.
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Expanding the Scope of Protein Trans-Splicing to Fragment Ligation of an
Integral Membrane Protein: Towards Modulation of Porin-Based Ion
Channels by Chemical Modification


Steffen Brenzel,[a] Menekse Cebi,[b] Philipp Reiß,[b] Ulrich Koert,*[b] and Henning D. Mootz*[a]


The selective chemical modification of proteins is crucial for
many aspects of basic protein research as well as biotechno-
logical and biomedical applications. We have recently intro-
duced a new strategy for the chemo- and regioselective chem-
ical modification of proteins that relies on the covalent label-
ing of a cysteine residue and a subsequent protein trans-splic-
ing step.[1, 2] The latter reaction serves to link the chemically
modified polypeptide segment with the protein of interest,
which therefore can contain additional cysteines that will
remain unmodified. This approach extends the application
range of regioselective cysteine bioconjugation to proteins
with more than one or essential cysteines. We demonstrated
the utility of this strategy for the attachment of a short, labeled
peptide sequence, termed the Cys-tag, to the C terminus of
various globular and soluble proteins, including b-lactamase
and a multidomain nonribosomal peptide synthetase.[1, 2] In
order to manipulate the conductance pathway of ion channel
proteins by chemical modification, we were interested to fur-
ther expand the scope of this approach to a porin protein and
to the incorporation of one or more chemical labels at internal
positions of a protein.


Our synthetic target was the porin OmpF from the outer
membrane of Escherichia coli. OmpF forms a homotrimer with
each monomer constituting a large water-filled pore built up
by a 16-stranded b-barrel structure (see below and Fig ACHTUNGTRENNUNGure 1).[3, 4]


In general, an internal cysteine in a protein with multiple cys-
teines could be selectively targeted if the protein was split into
two fragments—one of which would contain the single cys-
teine to be modified. However, protein folding might be dis-
rupted by the internal split position due to the high probabili-
ty of aggregation and the likely insolubility of the N- and C-ter-
minal fragments. This creates a major challenge for the reas-
sembly of the two fragments. Moreover, as the splice product
OmpF itself would be insoluble in aqueous buffer without ad-
ditives, we expected that a simple renaturation protocol, as
previously reported for several artificially split inteins, would
not be successful.[2, 5] Indeed, to the best of our knowledge,


protein trans-splicing has not yet been applied to assemble an
integral membrane protein. If membrane proteins are prepared
from smaller fragments by native chemical ligation (NCL) or ex-
pressed protein ligation (EPL), this problem can be circumvent-
ed because these chemical reactions can be performed in the
presence of high concentrations of denaturants (for example,
guanidinium hydrochloride or urea).[6] In keeping with this line
of thought, we were aware of earlier work by Perler and co-
workers on the artificially split Psp-GBD Pol intein. This intein
from the thermophilic strain Pyrococcus sp. GB-D was even re-
ported to be active in buffer containing 6 m urea.[7] However, it
was only used to ligate two highly soluble and unrelated pro-
teins as well as intact SH3 and SH2 domains from the same
protein by protein trans-splicing. We therefore set out to test if
a split OmpF could also be reassembled by virtue of fused Pol
intein fragments under these conditions. Overexpressed, intact
OmpF was previously found in the inclusion bodies of E. coli
and could be solubilized in and refolded from 6 m urea. Impor-
tantly, the Pol intein is also compatible with our cysteine label-
ing procedure because it employs serine as a nucleophilic resi-


Figure 1. Schematic representation of intein fusion constructs, protein splic-
ing reactions, and OmpF structure. A) Assembly of OmpF by fragment liga-
tion employing the Psp-GBD Pol intein and top view of the OmpF homo-
trimer. See Table 1 for protein sequence details. B) Side view on one OmpF
monomer. OmpFNACHTUNGTRENNUNG(1–30) is shown in light grey; OmpFCACHTUNGTRENNUNG(31–340) is shown in
black; Lys16, Asn27, and Ser31 are represented as sticks. OmpF structure
representations were generated using PyMol and PDB file 2OMF.[4]
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due at both splice junctions. Thus, the split intein constructs
are not inactivated through alkylation of a cysteine that is es-
sential for protein splicing.[8]


OmpF intein fusion constructs 1 and 2 were designed with
the split position in the flexible L1 loop region of OmpF follow-
ing the first pore-forming b-strand between Asn30 and Ser31
(see Figure 1 and Table 1).[4] Since the intein’s Ser(+1) nucleo-


phile is the only amino acid remaining at the ligation site, pro-
tein splicing would produce the native 340 amino acid OmpF
sequence 3. Alternatively, in a second set of constructs, we
split OmpF in the same loop region at position 26 and includ-
ed the intein flanking sequences LEA and SGL at the N- and C-
terminal splice junctions, respectively, to give constructs 1 a
and 2 a (Figure 1 and Table 1). These sequences were previous-
ly shown to result in efficient protein trans-splicing with this
intein.[7] The constructs were separately expressed in a porin-
deficient E. coli strain,[9] purified as inclusion bodies and solubi-
lized in buffer with 6 m urea (Figure 2 A, lanes a and b).[10] For
the assembly of OmpF, constructs 1 and 2 were incubated in
splice buffer containing 6 m urea at 37 8C for 18 h. Protein splic-
ing was observed by the appearance of a new band in a Coo-
massie-stained SDS gel at 37 kDa, which corresponds to the
monomeric OmpF reaction product 3 (Figure 2 A, lane c). The
percent conversion was estimated to be 10–15 %. Alternative
constructs 1 a and 2 a gave ligation product 3 a more efficient-
ly with about 30–40 % conversion; this indicates a beneficial in-
fluence of the extra residues that flank the intein (see Figure S1
in the Supporting Information).[10] The identities of the splice
products as full length OmpF were also demonstrated by com-
parison with a truncated OmpF control protein to rule out the


possibility of C-terminal cleavage, which is a well-known side-
reaction (see Figure S3). As all starting materials and reaction
products except for the OmpF splice product contained histi-
dine tags, they could be removed to a large extent by using
Ni-NTA chromatography. Subsequently, the OmpF trimer was
refolded by insertion into small unilamellar vesicles composed
of 1,2-dimyristoyl-sn-glycero-3-phosphocholine and dodecyl-b-
d-maltoside in equimolar amounts.[11] The trimer is stable
under conditions of SDS-PAGE as long as the sample is not
boiled. Indeed, we observed a new band at the calculated mo-
lecular weight of 111.3 kDa, which disappeared upon heating
of the sample to 95 8C (Figure 2 A, lanes d and e). This finding
thus provided the first evidence for the correct structure of the
OmpF splice product 3. The refolding to the trimer proceeded
with an efficiency of ~70 % as estimated from SDS-gels. Further
purification of the refolded trimer was achieved by gel extrac-
tion.[10] However, not all of the OmpF-intein starting material 2
could be removed by this procedure (Figure 2 A, lanes f and g),
probably because of a tendency of this protein to stick to the
vesicles used for refolding. Importantly, however, a control ex-
periment showed that pure 2 was not able to refold into a
homo-oligomeric structure under these conditions (data not
shown). The structural integrity of spliced OmpF 3 was further
confirmed by comparison of its circular dichroism (CD) spec-
trum with that of a recombinantly prepared OmpF reference
sample (Figure 2 B). The CD spectra showed a minimum at
219 nm and a maximum in the far UV range at 197 nm, which
is typical for high b-sheet content and consistent with report-
ed spectra of OmpF.[12]


To determine the functionality of the OmpF porin, we per-
formed single channel conductance measurements in a black
lipid membrane (BLM). Figure 3 A (black line) shows a typical
current trace obtained for the purified native OmpF splice
product 3, which exhibits the characteristic properties of the
OmpF trimer.[13] Simultaneous opening of all pores in the
trimer is followed by closing events of the single monomers
with current decrements of 54.5�3.4 pA (Figure 3 B). For com-
parison, we extracted native OmpF trimers from E. coli cell en-
velopes and recorded very similar current traces with current
alterations of 51.2�3.0 pA due to monomer closings (Fig-
ure 3 B and Figure S4 A). This represents trimer conductances
of 1.17�0.07 nS and 1.09�0.06 nS, respectively, which are in


good agreement with previously
reported values.[14] Thus, the
OmpF reassembled from two
fragments by protein trans-splic-
ing is a fully active channel pro-
tein. Similar activity was also
measured for the OmpF splice
product 3 a ; this indicates that
the insertion of six amino acids
(LEASGL) into the L1 loop did
not affect trimer formation or
conductance properties.


Having shown that the inte-
gral membrane protein OmpF
could be prepared from two


Table 1. Primary sequences of protein constructs and splice products.


Construct Sequence MW [kDa]


1 OmpF ACHTUNGTRENNUNG(1–30)-Psp Pol intein ACHTUNGTRENNUNG(1–440)-His6 54.8
1 a OmpF ACHTUNGTRENNUNG(1–26)-LEA-Psp Pol inteinACHTUNGTRENNUNG(1–440)-His6 54.7
2 His10-Psp Pol intein ACHTUNGTRENNUNG(441–537)-OmpFACHTUNGTRENNUNG(31–340) 47.8
2 a His10-Psp Pol intein ACHTUNGTRENNUNG(441–537)-SGL-OmpF ACHTUNGTRENNUNG(27–340) 48.5
3 OmpF (native sequence) 37.1
3 a OmpF ACHTUNGTRENNUNG(1–26)-LEASGL-OmpF ACHTUNGTRENNUNG(27–340) 37.7


Figure 2. Reconstitution of native OmpF by protein trans-splicing and refolding. A) Coomassie-stained SDS-PAGE
gel of OmpF preparation (lane a: 1; b: 2 ; c : protein splicing reaction of 1 and 2 ; d: refolding mixture of purified
3 ; e : sample shown in d after heat denaturation; f : OmpF trimer extracted from SDS-gel, g: sample shown in f
after heat denaturation). B) CD spectra.
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fragments by protein trans-splicing, we wished to test if this
preparation could be combined with the cysteine labeling
strategy outlined above. In particular, we were interested in in-
corporating synthetic groups into the water-filled pore of each
OmpF subunit. These synthetic groups could serve to modu-
late the properties of the OmpF pore, which displays only very
little cation selectivity. For example, they could be used to ach-
ieve altered selectivity and conductance or ligand binding.
Such engineering of protein ion
channels represents an exquisite
goal with manifold potential ap-
plications in nano- and biotech-
nology, neurobiology and medi-
cine.[15] Prominent examples in
this field include the chemical
engineering of the pores in he-
molysin[16] and the mechanosen-
sitive channel MscL,[17] as well as
the light-dependent gating of
different potassium channels.[18]


Curiously, all of these proteins
form a single pore or channel
from multiple subunits in a
homo-oligomeric fashion. In con-
trast, each pore of the OmpF
trimer is made up of one single
polypeptide chain. Therefore
OmpF should provide easier
access to stoichiometrically de-
fined conjugates with distinct
properties due to their asymmet-
rical composition. Other groups
have previously reported the
constriction of the OmpF pore
using site-directed mutagenesis
and by linking small molecules
to appropriately positioned cys-
teine residues through disulfide
bridges.[19]


The native OmpF sequence is
devoid of cysteines. Only the
homing endonuclease part of
the Pol intein contains a single
cysteine that was mutated to
alanine (C351A) in construct 1 a
to generate a cysteine-free
OmpFN-IntN construct. (1 a and
2 a were used in the following
because of higher splicing activi-
ty). The side chain of Lys16 in
the OmpFN fragment was
chosen for modification to mod-
ulate the conductance of the
channel because it points to-
wards the pore lumen at the site
of its largest constriction (see
Fig ACHTUNGTRENNUNGure 1).[4] Finally, a K16C muta-


tion was introduced to give construct 1 b (Scheme 1) and this
intein fusion protein was prepared as described above. The io-
doacetamide building block 6, which bears an [18]crown-6-de-
rived moiety that should fit into the 7 � 11 � constriction zone
of the OmpF pore, was synthesized as described in the Sup-
porting Information.[10] Construct 1 b was then reacted with 6
and the resulting modified protein 1 b-crown was then sub-
jected to the protein splicing reaction with protein 2 a to give


Figure 3. Analysis of chemically modified OmpF pores. A) Current traces of single trimeric pores of splice products
3 (black) and 3 b-crown (grey). BLM measurements were performed in 5 mm Hepes, pH 7.2, 150 mm KCl at
140 mV. Depicted on the right and left hand side are the numbers of open monomers. B) Mean values of current
decrements due to monomer closing events within a single OmpF trimer (a: membrane-extracted OmpF stan-
dard; b: porin 3 ; c : porin 3 b ; d: porin 3 b-crown). C) MALDI-TOF-MS analysis of 3 b-crown confirmed the presence
of the tryptic peptide fragment containing the modified Cys16 (calc. mass: 2182,039 Da).


Scheme 1. A) Generation of chemically modified OmpF pores. This reaction scheme illustrates the preparation of
modified splice product 3 b-crown. B) Illustration of an additional cysteine in the OmpFC fragment that could be
chemically modified in a fashion orthogonal to the cysteine in the OmpFN fragment.
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OmpF porin 3 b-crown (see Scheme 1). The latter could be re-
constituted to give the modified trimeric porin with an effi-
ciency of ~60 % (see Figure S2).[10] Mass spectrometry analysis
of a tryptic digest of 3 b-crown further confirmed the correct
covalent attachment at Cys16 (Figure 3 C). Thus, the protein
splicing reaction could be successfully combined with the prior
chemical modification at an internal position of the target pro-
tein. Finally, BLM measurements of 3 b-crown revealed an aver-
age decrement of 29.7�11.3 pA correlated to monomer pore
closing events (Figure 3 A grey line and Figure 3 B, correspond-
ing to an open trimer conductance of 0.64�0.24 nS). This
value represents a reduction by ~43 % as compared to the
native OmpF and the control protein 3 b without modification
(Figure 3 B and Figure S4B; 3 b is produced by protein splicing
of 1 b and 2 a). We assume that this effect is caused by a par-
tial steric constriction of the pore. Synthetic molecules like the
crown ether 6 could serve in the future as modulators and syn-
thetic selectivity filters when appropriately anchored inside the
pore.


In summary, we showed that the membrane protein OmpF
could be assembled by the artificially split Pol intein under de-
naturing conditions. These results underline the robustness of
the split Pol intein for the preparation of proteins from two
fragments. We have demonstrated that this fragment ligation
by protein trans-splicing can be combined with a selective cys-
teine modification in one protein fragment prior to the protein
reassembly. While the product 3 b-crown described in this
study also could have been prepared by conventional labeling
of a single cysteine in a full-length OmpF, it is important to
point out that our approach offers the additional possibility to
selectively address a second cysteine in the OmpF pore that is
located in the other OmpF fragment (see Scheme 1 B; framed
insert). By these means, an asymmetric and regioselective at-
tachment of either one molecule by a two-point fixation or
two synthetic moieties by one covalent linkage could be ach-
ieved in order to more precisely modulate the conductance
properties of this channel protein. In general, this approach
could serve to selectively attach two labels at two internal cys-
teines in a protein—for example two fluorophores that could
be used to conduct intramolecular FRET experiments.
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Photocrosslinking of RNA and PhotoMet-Containing Amphiphilic a-Helical
Peptides


Soonsil Hyun, Areum Han, and Jaehoon Yu*[a]


RNAs play a central role in biological systems. The functions of
RNAs are intimately connected with RNA-binding proteins
(RBPs) and, as a result, their roles cannot be considered in the
absence of the complementary proteins. During the period of
their existence in cells, RNAs must interact with proteins in
order to function.[1] Known RBPs comprise a significant portion
of the total cellular proteome and their number is likely much
larger than is currently known.[2] Therefore, among biological
macromolecules, RNA–protein interactions are only exceeded
in frequency by protein–protein interactions.


Photocrosslinking methods have been powerful tools for ex-
ploring the nature of RNA–protein interactions.[3, 4] Recently,
the cross-linking and immunoprecipitation (CLIP) method has
been used to elucidate unknown RNA sequences that interact
with RBPs.[5] However, this method leads indiscriminately to
cross-linked adducts between almost all bases and many
amino acids. In order to obtain greater selectivity, special psor-
alen-tagged amino acid(s) have been inserted into the respec-
tive RNA and protein backbones.[6, 7] Unfortunately, these pho-
tosensitive groups may themselves cause non-natural inter-ACHTUNGTRENNUNGactions to take place.


In recent applications of photocrosslinking, substances that
do not alter natural interactions between biological systems
and that serve as reactants for the in situ photogeneration of
carbenes have been widely used in place of large photosensi-
tive molecules.[8, 9] Covalent adducts arising by irradiation of
photolabile diazirines have been used to characterize many
protein–protein,[10] protein–carbohydrate,[11] protein–peptide,[12]


and even protein–small molecule interactions.[13] In theory, a di-
azirine moiety can be incorporated into a specific base of RNA
so that irradiation would promote formation of covalentACHTUNGTRENNUNGadducts between the interacting RNAs and RBPs.[14, 15] To obtain
information from endogenous RNA sequences, however, the
diazirine moiety must be located in an opposite part of RNA,
even though this combination makes the formation of cova-
lent adducts less likely to occur, due to the lack of strong nu-
cleophiles in RNA. To the best of our knowledge, this report
presents the formation of covalent adducts between RNA and
diazirine-containing peptides for the first time.


We have studied RNA-specific, amphiphilic peptides with
nanomolar affinities against various hairpin RNA targets.[16] We
hypothesized that the nanomolar binding affinities of these
peptides would enable the formation of covalent adducts


through reactions of photogenerated carbenes with even rela-
tively poor nucleophiles in RNA. It is convenient to insert a
photolabile diazirine into peptides since the modified peptide
photoMet can be readily synthesized.[11] Below, we describe
the synthesis of photoMet-containing amphiphilic peptides,
which upon irradiation form covalent adducts with the typical
hairpin RNA, Rev responsive element (RRE) of HIV-1.[17] Forma-
tion of covalent adducts takes place specifically at sites where
a nucleophile is available near to a photogenerated carbene.


As an alternative sequence to the original de novo designed
Lys- and Leu-rich peptides,[18] an amphiphilic Arg-rich peptide
(ARRP in Table 1) would have stronger contacts with RNA.
ARRP has an affinity comparable to that of the natural Rev
peptide against RRE RNA.[21] One of these amino acids can be
substituted by a photoactive diazirine-bearing Met analogue
(photoMet) without greatly diminishing its interactions with
RNA.


Table 1. Kd values for the binding of photoMet-labeled peptides with
their RRE RNA target.[a]


Peptide Peptide sequences Kd [nm] against RRE RNA


ARRP Ac-LRRLLRLLRRLLRLAG 2.2
L1Mp Ac-MpRRLLRLLRRLLRLAG 4.5
R2Mp Ac-LMpRLLRLLRRLLRLAG 14
R3Mp Ac-LRMpLLRLLRRLLRLAG 1.1
L4Mp Ac-LRRMpLRLLRRLLRLAG 4.2
L5Mp Ac-LRRLMpRLLRRLLRLAG 2.8
R6Mp Ac-LRRLLMpLLRRLLRLAG 1.6
L7Mp Ac-LRRLLRMpLRRLLRLAG 0.70
L8Mp Ac-LRRLLRLMpRRLLRLAG 4.8
R9Mp Ac-LRRLLRLLMpRLLRLAG 5.2
R10Mp Ac-LRRLLRLLRMpLLRLAG 0.29
L11Mp Ac-LRRLLRLLRRMpLRLAG 3.1
L12Mp Ac-LRRLLRLLRRLMpRLAG 2.6
R13Mp Ac-LRRLLRLLRRLLMpLAG 4.0
L14Mp Ac-LRRLLRLLRRLLRMpAG 0.92
A15Mp Ac-LRRLLRLLRRLLRLMpG 0.48
G16Mp Ac-LRRLLRLLRRLLRLAMp 0.80


[a] Affinities were measured at 20 8C using a fluorescence anisotropic
technique and rhodamine-Rev peptide as a probe. Each value indicates
the average of more than three independent experiments.[19]


[a] S. Hyun, A. Han, Prof. J. Yu
Department of Chemistry and Education, Seoul National University
Seoul 151-742 (Korea)
Fax: (+ 82)2-880-7761
E-mail : jhoonyu@snu.ac.kr
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Six Arg residues in the hydrophilic sphere and eight Leu resi-
dues in the hydrophobic sphere of ARRP were sequentiallyACHTUNGTRENNUNGreplaced by photoMet.[19] Binding affinities of the peptides
against RRE RNA (Table 1) were found to vary in the range of
0.29 nm to 14 nm. Weaker binding was seen for peptides with
photoMet mutations in hydrophilic spheres (average Kd =


4.4 nm) as compared to those with mutations in hydrophobic
spheres (Kd = 2.7 nm). This trend indicates that Arg residues in
hydrophilic spheres contribute more greatly to binding with
RNA than do those in hydrophobic spheres. As a result, theACHTUNGTRENNUNGhydrophilic sphere has a higher probability of providing nucle-
ophiles for photocrosslinking.


Next, we probed conditions that would cause efficient pho-
tocrosslinking. Initially, mixtures containing variable concentra-
tions of each peptide (1:1!1:100 RNA/peptide) in the library
and low concentrations of RNA (>10 nm) were irradiated.
Under these conditions no covalent adducts were produced. In
contrast, irradiation of mixtures containing micromolar ranges
of RNA (1:1!1:40 RNA/peptide) led to formation of covalent
adducts (Figure 1).[19] Interestingly, the amounts of covalentACHTUNGTRENNUNGadducts generated in these reactions depends greatly on the
position of the photoMet residue. Only R10Mp, which has the
strongest binding affinity, formed a crosslink adduct (~8 %)
with RRE RNA at the optimized conditions.[20]


Footprinting experiments were carried out to determine the
nature of the RNA nucleophiles that participate in photoreac-
tions with the most selective R10Mp mutant. The isolated co-
valent adducts, in which both ends of RRE RNA are labeled
with 32P, were subjected to alkaline hydrolysis.[19] Autoradio-
grams of the hydrolysis products of both 5’- and 3’-end-labeled
RRE-peptide covalent adducts after electrophoresis displayed
discreet ladders, while those of the intact RNA treated in the
same manner did not (Figure 2). This analysis showed that a
nucleophile in uridine 26 is responsible for covalent adduct for-
mation. The region of RRE RNA that contains uridine 26 is a
bulge, a typical binding site of the Rev peptide[21] and ARRP.
Exposure of the key uridine moiety to the surface of RNA
might increase the probability for covalent adduct formation.
The electron rich carbon-carbon double bond in this base is
likely responsible for the covalent bond-forming reaction with
the carbene.[22]


In summary, a library of photoMet-labeled peptides was de-
signed and synthesized using an Arg- and Leu-rich a-helical
amphiphilic peptide. Irradiation of mixtures of these peptides
and RRE hairpin RNA promoted formation of covalent adducts.
The efficiency for formation of the covalent adducts was found
to depend on the position of the photoMet mutation in the
peptide. Analysis of the covalent adduct generated efficiently
by irradiation of a mixture of RRE RNA and R10Mp peptide
showed that uridine 26 in the bulged stem is responsible for


covalent bond formation with the carbene intermediate. These
covalent adducts between RNA and peptides can be generally
used for the elucidation of RNA–peptide (or RNA–protein) in-
teractions.


Experimental Section


Syntheses of peptides : Peptides were synthesized on Rink amide
methylbenzhydrylamine (MBHA) resins using a standard solid
phase protocol and purified using HPLC, and identified by MS.[19]


Photocrosslinking : Initial photocrosslinking experiments were per-
formed in ten replicates on a 30 mL scale in a cross-linking buffer
containing Tris (50 mm), MgCl2 (1 mm), NaCl (150 mm), DTT (1 mm)
at pH 7.5. Briefly, mixtures of a peptide and preannealed 32P-la-
beled RRE RNA in described concentrations were incubated for
10 min on ice using 150 mL PCR tubes. The reaction mixtures were
irradiated at 302 nm by a UV transilluminator (SL-20 High Perfor-


mance DNA Image VisualizerTM,
SeouLin Bioscience. Co. , Ltd, Seoul,
Korea) for 10 min and incubated
for 10 min on ice again. Cross-link-
ing with various concentrations of
R10Mp was performed to observe
EC50 values (4.3 mm, Figure 3) of
RRE with the mutant peptide. To


Figure 1. Sequence selectivity of the photocrosslinking with 5’ 32P-end labeled RRE RNA. RRE, intact RRE RNA
5 mm ; lane 1~16, each Mp mutant of ARRP irradiated with RRE RNA 5 mm in order.


Figure 2. Analysis of crosslinked position. A) autodiagram of 5’-32P end-la-
beled RRE. B) autodiagram of 3’-32P-end-labeled RRE. Lane 1, intact RRE RNA;
lane 2, intact covalent adducts w/R10Mp; lane 3 RNase T1 marker ; lane 4, al-
kaline hydrolysis for RRE RNA; lane 5, alkaline hydrolysis for covalent adducts
w/R10Mp.


988 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 987 – 989



www.chembiochem.org





scale up cross-linked adducts for footprinting experiments, radio-
labeled RRE (50 nm) was irradiated in the presence of R10Mp
(50 mm) in a final volume of 300 mL.


Fluorescence anisotropy (FA): FA measurements were performed
on a PerkinElmer LS55 equipped with a thermocontrolled water cir-
culator as described previously.[16]


Labeling of RRE RNA : The RRE probe (~80 pmoles) was radioac-
tively labeled at the 5’-end by using of [g-32 P] ATP (500 mCi, New
England Biolabs) and polynucleotide kinase (50 units, New England
Biolabs), after the hydrolysis of 5’-phosphate by alkaline phospha-
tase (20 units, CIP, New England Biolabs). The same amount of RRE
RNA was 3’-end-labeled using cytidine 3’,5’-bis(phosphate) (Perkin–
Elmer) catalyzed by T4 RNA ligase 1 (New England Biolabs) follow-
ing the manufacturer’s protocol. Labeled probe was separated
from small nucleotides by passage through G-25 Sephadex beads
(Sigma).


RNA Footprinting Assay : A labeled solution of RRE RNA (~10 nm)
was heated to 65 8C for 5 min and slowly cooled to room tempera-
ture in a buffer containing 4-(2-hydroxyethyl) piperazine-1-ethan-
sulfonic acid (HEPES, 20 mm), MgCl2 (1 mm), KCl (5 mm), and NaCl
(140 mm) at pH 7.4. RNase T1 (0.2 units or 0.1 unit for 5’-end-la-
beled or 3’-end-labeled RRE, respectively, Ambion, Austin, TX, USA)
was added to the resulting solution, and it was incubated for
15 min at room temperature. Alkaline hydrolysis was performed at
95 8C for 15 min in the presence of 4 mg of yeast RNA using alka-
line hydrolysis buffer (Ambion). Then, the fragmented RNA was ob-
tained by ethanol precipitation and dried out. Resulting RNA was
electrophoresed by using a polyacrylamide (20 %)–urea (7 m) gel at
1000 V for 8 h. The gel was dried over 40 min at 80 8C. The gel was
exposed to a phosphorimager screen and individual bands were
quantified on a FLA-3000 and analyzed with Multi Gauge Ver. 3.0
software (Fuji Photo).
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Figure 3. Cross-linking efficiency of R10Mp. A) Representative autoradiogram
of photocrosslinking reaction of R10Mp with RRE RNA. Lane 1, intact RRE
RNA 1 mm ; lane 2 ~9, irradiated under previously described condition;
lane 2, reaction w/o R10MP; lane 3 ~9, RRE RNA 1 mm reaction w/10, 100,
400, 1000, 4000, 10 000, 40 000 nm of R10Mp, respectively. The value indi-
cates average and one standard deviation of individual two experiments.
B) Fitting curve for cross-linking efficiency. EC50 = 4.3�1.9 mm.
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Cell-Permeable b-Peptide Inhibitors of p53/hDM2 Complexation


Elizabeth A. Harker and Alanna Schepartz*[a]


Properly designed b3-peptides can inhibit protein–protein in-
teractions, in large part because of their ability to reproduce
the side chain presentation of one face of an a-helix.[1–5] This
activity, combined with virtually complete resistance to pro-
teolysis,[1, 6] has led to the prediction that b3-peptides couldACHTUNGTRENNUNGeffectively modulate biological pathways. This promise has
been limited by a genuine physical barrier—the plasma mem-
brane—which most b3-peptides cannot traverse. A general
strategy to increase cellular uptake of b3-peptides would accel-
erate the widespread application of these molecules as tools
or therapeutics. Although polyarginine tags can improve cell
uptake of peptides and proteins,[7, 8] they can also increase tox-
icity[8] and diminish protein stability.[9] Moreover, in the context
of a b3-peptide dodecamer, a polyarginine tag adds considera-
ble molecular mass.


We reported recently that
miniature proteins[10, 11] cross the
plasma membrane of living
mammalian cells and localize in
the cytosol when a minimal cat-
ionic motif is embedded within
their folded structure.[12] Here
we report that an analogous ap-
proach increases the cell perme-
ability of b3-peptide inhibitors
of hDM2/p53 complexation. The
molecules we describe thus
serve as a starting point for the
combinatorial identification of
b3-peptides with improved cell
uptake and unique biological
function. We note that others
have previously described cell-
penetrating b3-peptides con-
taining multiple arginine side
chains;[13–15] however, with the
exception of a b3-peptide based
on the Tat translocation se-
quence,[14] these studies all in-
volved b3-peptide homopoly-
mers, none of which possessed
biological function.


Our work began with two
previously reported 314-helical


b-peptides with high affinity for hDM2, b53–8 and b53–12,[5, 16]


which both upregulate p53 activity when internalized with a
commercial transduction reagent (BioPORTER�, Sigma).[17] The
314-helical structure of these molecules presents three distinct
faces: an epitope face containing side chains that interact di-
rectly with hDM2; a salt bridge face that promotes water solu-
bility and secondary structure; and a structural face that can
be varied to fine-tune the helix. We began by asking whether
these two molecules would become cell permeable when two
to three b3-homoarginine (b3hR) residues were embedded
within either the “structural” (strategy 1) or “salt bridge” face
(strategy 2; Figure 1). As negative controls we synthesized var-
iants of b53–3, a well-folded b3-peptide that binds poorly to
hDM2,[4] and bNEG, which lacks an hDM2 recognition epitope.
As positive controls we synthesized variants of b53–12 and


b53–3 containing an N-terminal Arg8 tag (b53–12R8 and b53–
3R8, respectively).


We first compared strategies 1 and 2 with respect to their
ability to maintain 314-helical structure. The circular dichroism
(CD) signature of a 314-helix, in particular the ellipticity mini-
mum at ~214 nm, provides a qualitative measure of secondary
structure.[2, 18] The data indicate that b3-peptides with b3-homo-


Figure 1. A) Two strategies to increase the cell permeability of b3-peptides that bind hDM2. In strategy 1, b3-ho-
moarginine residues are embedded into the b3-peptide structural face, while in strategy 2 they are embedded
into the salt bridge face. B) Helical net representation of b3-peptides studied as controls. b3-homoamino acids are
identified by the one-letter-code corresponding to the analogous b3-amino acid where CF3-F denotes 3-trifluoro-
methylphenylalanine.
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arginine (b3hR) residues embedded on the salt bridge face
(b53–12SB2 and b53–12SB3, strategy 2) retain greater 314-heli-
cal character than those modified on the structural face (b53–
12R2 and b53–12R3, strategy 1; Figure 2 A and B). Not surpris-


ingly, b-peptides modified on both faces (b53–12R6-1 and
b53–12R6-2) display virtually no 314-helical character in aque-
ous solution (Figure 2 C). Peptides modified with an a-arginine
tag (b53–12R8 and b53–3R8) retain structure but are not as
314-helical as the parent peptides (Figure 2 D).


Next, we compared the hDM2-affinities of the four sets of
b3-peptides using both direct and competition fluorescence
polarization assays.[16] We found a direct correlation between
314-helical structure and hDM2 affinity : b3-peptides with b3 hR
residues embedded within the salt bridge face (b53–12SB2


and b53–12SB3) displayed high 314-helix levels by CD (Fig-
ure 2 B) and bound hD M2 well (Kd = 41.7�4.23 and 120�2.00,
respectively) (Figure 3 B).[4, 16] In contrast, b53–8R3, b53–12R3,
b53–12R2 and the highly cationic b53–12R6-1 and b53–12R6-2,
which were all less 314-helical by CD, did not (Figure 3 C). The
b3-peptides possessing the highest affinity for hDM2 in the
direct binding assay (b53–12SB2, b53–12SB3, and b53–12R8)
also inhibited the interaction between hDM2 and a p53-de-
rived peptide (p53ADFlu) with IC50 values in the low micromolar
range; their activity mimicked the activity of the parental b53–
12 (Figure 3 D).[16] These results indicate that at least in the
context of hDM2 recognition, the most successful strategy for
maintaining both hDM2 affinity and 314-helical structure substi-
tutes b3hR for residues on the salt-bridging face, as replace-
ment of other residues leads to a loss in both structure and af-
finity. Analysis of a computationally-generated model of b53–
12 in complex with hDM2 suggests that the structural face
may be in closer proximity to the hDM2 surface than the salt-
bridge face; this provides one potential explanation for ourACHTUNGTRENNUNGobservations.


We also compared the four sets of b3-peptides with respect
to both cellular uptake and cytotoxicity (Figure 4). To assess
cellular uptake we incubated approximately 500 000 HCT116
colon carcinoma cells with 10 mm fluorescently tagged b3-pep-
tide for 1 h, washed the cells with PBS and trypsin, and quanti-
fied the resulting mean cellular fluorescence (MCF) using flow
cytometry. Under these conditions, the uptake of the a-pep-


Figure 2. Circular dichroism spectra of b3-peptides and controls (50 mm) in
Tris buffer (10 mm Tris, 100 mm NaCl, 0.01 % Tween, pH 7.4). b53–12 ····;
A) b53–12R2 a, b53–12R3 c, b53–8 ····, b53–8R3 c ; B) b53–12SB2


a, b53–12SB3 c , b53–3SB3 ····; C) b53–12R6-1 c, b53–12R6-2 c,
bNEGR6 ····; D) b53–12R8 c, b53–3R8 ····. [q]MRW = mean residue molar ellip-
ticity.


Figure 4. Uptake and viability of b3-peptides studied herein. A) Flow cytome-
try analysis of b3-peptide uptake by HCT116 cells after 1 h incubation. Mean
cellular fluorescence (MCF) was calculated from the histogram of fluores-
cence intensity and was corrected for background cellular fluorescence by
subtracting the geometric mean of cells treated with only PBS. Each value
represents the average of three independent trials. Error bars represent the
standard error. B) Viability of HCT116 cells upon incubation with the indicat-
ed b3-peptide (10 mm) for 8 h. Cell viability (CV) was measured using CellTit-
er-BlueTM as described in Experimental Methods. Each value represents the
average of three independent trials. Error bars represent the standard error.


Figure 3. Plots illustrating direct (A–C) and competition (D) fluorescence po-
larization (FP) analysis of hDM2 binding by b3-peptides studied herein. Equi-
librium reactions were performed in Tris buffer (see legend to Figure 2). (A–
C) Plots illustrating the observed polarization of the indicated fluorescently
labeled b3-peptide as a function of [hDM2]1–188. b53–12 ^; A) b53–12R2 &,
b53–12R3 *, b53–8 ^ , b53–8R3 *; B) b53–12SB2 *, b53–12SB3 *, b53–
3SB3 ^; C) b53–12R6-1 *, b53–12R6-2 *, bNEGR6 ^, b53–12R8 &, b53–3R8


&; D) Plot illustrating the observed polarization of the p53AD15–31
flu complex


with hDM21–188 as a function of the concentration of unlabeled peptide
shown: b53–12, b53–12SB2, b53–12SB3, b53–12R8, and b53–3R8 (as above).
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tide p53ADFlu was low as expected (MCF = 21.4�0.69), where-
as the validated cell-penetrating peptides ACHTUNGTRENNUNG(PRR)3


Flu and TatFlu


were taken up readily (MCF = 190�10.0 and 1850�182 re-
spectively).[12, 19] None of the b3-peptides containing b3hR resi-
dues substituted on the structural face (strategy 1, b53–12R2,
b53–12R3, b53–8R3) were taken up efficiently (MCF<50), per-
haps because they possess only limited 314-helical structure.[15]


In contrast, all of the b3-peptides with b3hR residues substitut-
ed on the salt bridge face (strategy 2, b53–12SB2, b53–12SB3,
b53–8SB3) were taken up with efficiencies that equal or
exceed that of ACHTUNGTRENNUNG(PRR)3


Flu (MCF = 139�7.48, 142�3.45, and
282�21.4 respectively). Uptake in this system appears to
depend more on total charge than side chain identity, as b53–
12SB2


Flu was taken up as efficiently as the ornithine-containing
analogue b53–12Flu,[20] but less efficiently than b53–12SB3


Flu


and b53–3SB3
Flu, which each contain three arginines on the


salt bridge face. b53–12R6-1Flu and b53–126–2Flu were taken up
more efficiently than b53–12Flu but were not pursued because
of their low affinity for hDM2. As expected, b3-peptides with
an a-arginine tag were taken up well (MCF = 10 700�1060 for
b53–12R8


Flu and 2670�52.5 for b53–3R8
Flu). Unlike the a-pep-


tide controls, all of the b3-peptides that were studied demon-
strated increased uptake at a longer time-point (4 h); this high-
lights their resistance to degradation (see the Supporting Infor-
mation). The relative cytotoxicities of cell-permeable b3-pep-
tides were assessed using a commercially available cell viability
assay (CellTiter-BlueTM, Promega). b53–12 and b53–12SB2 were
minimally toxic even at 10 mm, the concentration used to mon-
itor cell uptake (Figure 4), whereas b3-peptides containing
three or more b3hR reduced HCT116 cell viability below 80 %
at this concentration. The toxicity of these latter peptides was
even more pronounced at a concentration of 30 mm (Support-
ing Information).


Although a trypsin wash was included in the flow cytometry
protocol to remove cell surface proteins that might sequester
b3-peptide,[21] confocal microscopy was used to confirm inter-
nalization and evaluate the subcellular location of b3-peptides
taken up by HCT116 cells. All of the cell-penetrating peptides


that bound hDM2 (b53–12, b53–12SB2, and b53–12SB3)
showed punctate intracellular fluorescence that co-localizes
with 10 kDa dextran, suggesting that b3-peptide entry pro-
ceeds through a form of endocytosis (Figure 5).


Finally, we performed preliminary experiments to assess
whether the cell permeability of b3-peptides b53–12SB2, b53–
12SB3, and b53–12R8 was sufficient to measurably antagonize
p53/hDM2 complexation in live cells. HCT116 cells were treated
with each of these three b3-peptides for 8 h along with the
control b53–12,[16] and the lysates probed for p53, hDM2, and
p21 using Western blots. Previous work has shown that p53/
hDM2 antagonists stabilize p53 levels and induce expression
of the p53 target genes hDM2 and p21.[22] As shown in
Figure 6, both b53–12 and b53–12SB2 increase the levels of
p53, albeit modestly, and increase the levels of hDM2 and p21
by approximately two-fold. Both b53–12SB3 and b53–12R8


were too cytotoxic at these concentrations to achieve reliable
results. While it is certain that further experimentation[23] is
necessary to identify the optimal balance between b3-peptide
sequence, hDM2 affinity, cell permeability, and toxicity, these


Figure 5. Confocal microscopy analysis of HCT116 cells treated wtih b3-peptides A) b53–12Flu, B) b53–12SB2
Flu, C) b53–12SB3


Flu. HCT116 cells were incubated
with 20 mm fluorescein-labeled b3-peptide (green) for 2 h. Endosomes were visualized using 10 mm 10 kDa dextran labeled with AlexaFluorTM 647 (red).
a) Signal from b3-peptide only, b) signal from dextran only, c) bright-field only, d) two-color fluorescence with bright-field superposition.


Figure 6. Quantification from Western blot analysis of the effects of b53–12
(dark gray) and b53–12SB2 (light gray) on p53, hDM2, and p21 levels in
HCT116 cells. Original blots in the Supporting Information. Chemilumines-
cent signal was quantified based on pixel intensity using ImageQuaNTTM


software. Bar graphs show the percent increase in pixel intensity over con-
trol cells without any b3-peptide added (all normalized to GAPDH loading
control). Each value represents the average of three independent trials. Error
bars represent the standard error.
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preliminary results indicate that the minimally cationic b3-pep-
tides reported herein represent the critical first step towards a
class of protease-resistant peptidomimetics that fulfill the
promise of b3-peptides as modulators of intracellular biological
pathways.


Experimental Section


General : All b3-peptides were synthesized on a 25 mm scale using
standard solid-phase Fmoc chemistry, tagged on the N-terminus
when necessary, and purified by reverse-phase HPLC as previously
described.[16] Fmoc-b3-(L)-amino acids were synthesized from enan-
tiomerically pure a-amino acids by using the Arndt–Eistert proce-
dure[1] with the exception of Fmoc-(S)-3-amino-4-(3-trifluoromethyl-
phenyl)butyric acid and Fmoc-(S,S)-trans-2-aminocyclohexane-1-car-
boxylic acid, which were purchased from AnaSpec, Inc. (San Jose,
CA, USA). For characterization of novel b3-peptides used in this
study, please see the Supporting Information. Protein overexpres-
sion and fluorescence polarization assays were performed as previ-
ously described.[4, 16] Circular dichroism was performed using a
Jasco J-810 spectropolarimeter.


Flow cytometry : HCT116 cells (American Type Culture Collection,
Manassas, VA, USA) were grown in T-75 culture flasks containing
McCoy’s 5 A Medium supplemented with fetal bovine serum (10 %)
to ~80 % confluency, washed twice with 37 8C PBS and incubated
with 37 8C PBS-based nonenzymatic cell dissociation solution
(10 mL, Chemicon International, Temecula, CA, USA) for 15 min.
Cells were centrifuged at 500 g, resuspended in media, counted by
hemocytometer, and diluted to 2200 cells per mL with media. Ali-
quots of cells (230 mL) were added to fluorescein-labeled peptides
(20 mL, 125 mm in PBS). Cells were incubated with peptide for 1–4 h
at 37 8C and then washed twice with 37 8C PBS (750 mL) to remove
extracellular peptide. To ensure removal of any surface-bound pep-
tide,[21] cells were then incubated with trypsin (0.25 %, 500 mL) at
37 8C for 10 min, washed once with 4 8C media and once with 4 8C
PBS (750 mL each). Cells were suspended in PBS (500 mL) with pro-
pidium iodide (1 mg mL�1) and analyzed on a BD FACScan (BD Bio-
sciences, San Jose, CA) equipped with a 488 nm Argon laser. A
total of 10 000 events were collected monitoring fluorescein and
propidium iodide with 530/30 bandpass and 650 longpass filters,
respectively. Events corresponding to cellular debris were removed
by gating on forward and side scatter, while dead cells were re-
moved by propidium iodide staining. Geometric means were then
calculated from the histogram of fluorescence intensity and cor-
rected for background cellular fluorescence by subtracting the
geometric mean of cells treated only with PBS.


Confocal microscopy : HCT116 cells (ca. 105 per well) were seeded
in 6-well plates containing media (2 mL) and cover glasses. After al-
lowing the cells to adhere for 48 h, media was removed by aspira-
tion and the cells were washed twice with 37 8C PBS. Inverted
cover glasses were floated on media containing peptide labeled
with fluorescein (200 mL, 20 mm) and/or 10 kDa dextran labeled
with AlexaFluor 647 (200 mL, 10 mm, Invitrogen) for 2 h at 37 8C.
Cover glasses were then washed with 37 8C media and PBS and
mounted on microscope slides. Cells were imaged on an LSM 510
Meta (Carl Zeiss MicroImaging, Thornwood, NY, USA) using a
488 nm Ar laser line with a 525/25 nm filter or 633 nm HeNe laser
line with a 680/30 nm filter for visualizing fluorescein and Alexa-
Fluor 647, respectively.


Cellular viability assays : HCT116 cells (5000/well) were seeded in
96-well plates and allowed to adhere for at least 24 h prior to the


addition of nonfluorescent b3-peptides (solutions prepared in
water). After 8 h incubation with the b3-peptides at 37 8C, CellTiter
Blue� reagent was added and cells were incubated for another 2 h
at 37 8C. The reduction of rezazurin to resorufin was monitored by
fluorescence using an AnalystTM AD 96–384 fluorescence plate
reader (LJL Biosystems, Sunnyvale, CA) using 530/25 excitation and
580/10 emission filters. Cell viability was calculated as the percent-
age of signal from the b3-peptide-treated cells compared to water-
treated cells. The mean viability with standard error of three inde-
pendent experiments, each containing at least three replicates, is
reported.
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A Highly Potent and Cellularly Active b-Peptidic Inhibitor of the p53/hDM2
Interaction


Martin Hintersteiner ,[a, b] Thierry Kimmerlin ,[b] Geraldine Garavel,[b] Thorsten Schindler,[b] Roman Bauer,[b]


Nicole-Claudia Meisner,[b] Jan-Marcus Seifert,[b] Volker Uhl,[b] and Manfred Auer *[a, b]


Protein–protein interactions are at the centre of most cellular
processes, such as signal transduction[1] or programmed cell
death.[2] Therefore, proteins mediating key components in dis-
ease related pathways are promising targets for drug dis-ACHTUNGTRENNUNGcovery. Targeting protein–protein interactions is, however, ex-
tremely challenging.[3, 4] Alpha helices are the most common
secondary structure elements involved in protein–protein inter-
actions besides linear stretches and turns. The key recognition
motifs of alpha helices often involve hydrophobic side chains
of amino acids located on one face of the helix at position i,
i+3 and i+7 (Figure 1). Recently, considerable progress has
been made to design foldamers—that is, synthetic scaffolds
that can mimic the interaction face of a helix thereby disrupt-


ing the binding of a ligand to its receptor.[5] Oligomers of b-
amino acids (so called b-peptides) are one class of such new
peptidomimetics.[6] Depending on the substitution pattern, b-
peptides have the ability to fold into a variety of stable secon-
dary structures such as helices,[7–10] sheets[11] or turns.[12] Indeed,
the group of Schepartz et al. designed and synthesized a b-
peptidic mimic (1) of the tumour suppressor protein p53 bind-
ing domain to hDM2(2–188) with a Kd of 368�76 nm (Fig-
ure 2 A).[13, 14] Furthermore, their stability towards proteolytic
degradation[15] suggests that b-peptides could be used as scaf-
folds to mimic natural ligands.


Herein, we report the design, synthesis and characterisation
of a new b-peptidic p53 mimic with a tenfold improved bind-
ing affinity (Kd) for hDM2(2–188) as compared to the previously
described b-peptidic ligand b53-1 1. The improvement in
hDM2 binding affinity was achieved by introducing a b3h ACHTUNGTRENNUNG(6-
Cl)Trp, a new b3-homoamino acid with a nonnatural halogenat-
ed indole side chain, into the (M)-314-helical scaffold. Similar to
the result found by others using alpha peptides,[16, 17] the Cl
atom on the indole ring of b3h ACHTUNGTRENNUNG(6-Cl)Trp is supposed to fill a
deep pocket on the hDM2 binding interface and hence in-
creases the binding affinity of the p53 mimetic to hDM2. Fur-
thermore, when tested in a cellular assay, the penetratin-conju-
gated form of the new p53 ligand led to a significant reduction
in tumour cell viability and furthermore exhibited exquisite
proteolytic stability. Our results further suggest that the combi-
nation of a b-peptidic helix-foldamer with the appropriate non-
natural amino acid side chains may provide a generalizable
route to biologically relevant b-peptidic ligands. Furthermore,
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http ://dx.doi.org/10.1002/cbic.200800803.


Figure 1. Schematic representation of a natural a-peptidic helix (left) and
the b-peptidic (M)-314-helix (right). The two helices differ in their handedness
and their overall dipole moment. However, residues i, i+4 and i+7 on the
natural a-helix can be readily mimicked by residues i, i+3 and i+6 of the
(M)-314 helix.


Figure 2. Helix representation of the b-peptidic ligand 1 published by Kritzer
et al.[13] and the newly designed b3-h ACHTUNGTRENNUNG(6-Cl)Trp containing hDM2 inhibitor. In
addition to the incorporation of b3-h ACHTUNGTRENNUNG(6-Cl)Trp in the new inhibitor, also orni-
thines were are replaced by lysines.
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our ligand design strategy incorporates a propargylglycine for
fluorescence labelling and a spacer unit. This generic labelling
strategy allows for a fast and convenient determination of
direct binding affinities, for example by using confocal fluores-
cence spectroscopy methods at single molecule resolution. In
contrast to the often time-consuming iterative development of
classical peptidomimetics, the combination of a well-known
folding pattern with affinity enhancing side chains and a ge-
neric fluorescence labelling strategy for integrated quantitative
analysis might provide an efficient strategy for tool compound
and inhibitor identification.


Design and synthesis of a high-affinity b-peptidic p53 helix
mimetic


Extensive structure activity relationship and protein mutagene-
sis studies have shown that the p53/hDM2 interaction is domi-
nated by three hydrophobic residues (Phe19, Trp23, Leu26)
aligned along one face of an amphipathic a-helix in p53 at po-
sition i, i+4 and i+7, filling hydrophobic pockets on the sur-


face of hDM2.[18] The three side chains make direct contact
with a cleft on the hDM2 surface and, despite the nice fit of
the indole ring of Trp23 into a deep hydrophobic pocket in
hDM2, empty space corresponding to a methylene group or Cl
atom remains unoccupied.


The (M)-314-helix made of (l)-b3-homoaminoacids is probably
the best studied and characterized b-peptidic secondary struc-
ture (Figure 1).[19] Starting from a previously reported stable
(M)-314-helix b-peptidic mimic of p53 (1, Figure 2 A) by Kritzer
et al,[13] we replaced the b3 hTrp by a b3 h ACHTUNGTRENNUNG(6-Cl)Trp-OH (2, Fig-
ure 2 B, Figure 3). For this purpose, the new and suitably pro-
tected b3-homoamino acid Fmoc-(d,l)-b3h ACHTUNGTRENNUNG(6-Cl) Trp ACHTUNGTRENNUNG(Boc)-OH (3)
was synthesized from the commercially available H2N-(d,l)-(6-
Cl)Trp-OH (4, Scheme S1 and synthetic procedures in the Sup-
porting Information). The new b3h ACHTUNGTRENNUNG(6-Cl)Trp-OH-containing helix
mimetic (5) along with parent compound 6 was synthesized
on a HMBA TentaGel resin using standard FMOC/HATU chemis-
try (Figure 3, synthetic procedures in the Supporting Informa-
tion). For a reliable comparison of direct binding affinities of
the b-peptidic ligands to hDM2(2–188) a C-terminal fluorescence


Figure 3. Primary sequences of the newly synthesized hDM2 inhibitors 2, 5, 6 and 8. For the b3-hACHTUNGTRENNUNG(6-Cl)Trp-containing peptides, two diastereoisomers wereACHTUNGTRENNUNGobtained that were separated by HPLC purification and tested separately in the subsequent assays.
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labelling site comprising a b3-homopropargylglycine and a b-
alanine were included in both helix mimetics. On-resin “click”-
reaction, the highly chemoselective CuI-catalysed [3+2]cyclo-
addition reaction[20, 21] with azide modified tetramethylrhoda-
mine (TMR), azido-TMR 7 (synthesis in the Supporting Informa-
tion), yielded labelled peptides 5 (as two separated isomers,
denoted 5 a and 5 b subsequently) and 6 after cleavage and
HPLC purification. For competition titrations, the new helix
mimetic 2, which lacked the labelling site and the TMR label,
was synthesized on a Wang resin, by using the same coupling
and deprotection conditions as described for compounds 5
and 6. Furthermore, in order to test the efficiency of our new
helix-mimetic we generated a cell penetrating peptide (CPP)-
conjugated variant 8. Construct 8 contains the penetratin se-
quence,[22, 23] an Antennapedia homeodomain derived CPP, fol-
lowed by an 8-amino-3,6-dioxaoctanoic acid spacer unit and
the b-peptidic hDM2 recognition element on the C terminus
(Figure 3, synthetic procedures in the Supporting Information).


To measure direct binding affinities (Kds) of peptides 5 a,b
and 6 to hDM2(2–188) we developed a 2D-FIDA-anisotropy[24]


assay based on fluorescence fluctuation analysis at single mol-
ecule resolution (for details see the Supporting Information).
2D-FIDA-anisotropy is the confocal microscopy equivalent of
the widely used fluorescence anisotropy method for detection
of molecular volume changes in biological binding assays.
Based on the analysis of the frequency distribution of recorded
single photons in two polarization channels, the essential read-
out parameters of 2D-FIDA-anisotropy are molecular concen-
tration and brightness (fluorescence intensity per molecule) of
different fluorescent species. With a femtoliter-sized detection
volume this method is ideally suited for the analysis of minimal
amounts of fluorescently labelled compounds synthesized on
solid-phase resin beads. Furthermore it avoids anisotropy arte-
facts that arise from adsorption of fluorescent material on the
walls of the sample compartment.


The titration data, obtained with 1 nm labelled compound
5 a, 5 b or 6 as a function of the total concentration of hDM2(2–


188) protein, were fitted to a 1:1 binding model (Figure 4 A). The
nonlinear curve fitting resulted in a dissociation constant of
102�7 nm for the active isomer of peptide 5, containing the
b3hACHTUNGTRENNUNG(6-Cl)Trp. The parent b3-peptide 6 turned out to be tenfold
less potent, with a Kd of 1.44�0.14 mm. The second isomer of
peptide 5, on the other hand, did not result in any measurable
Kd under these experimental conditions.


To ensure that the high affinity of TMR-b3hACHTUNGTRENNUNG(6-Cl)Trp-p53
mimetic 5 for hDM2 was not induced by the hydrophobicity
of the fluorescence label, and to test the hDM2 binding affinity
of the penetratin-conjugated construct 8, equilibrium competi-
tion titrations of the labelled ligands 5 and 6 versus the unla-
belled ligands 2 and 8 were performed. The unlabelled com-
petitors 2 or 8 at a concentration of 1 mm and 0.1 mm were
premixed with 1 nm of labelled 5 and 6, respectively, and the
competition titration curves were recorded as a function of
total hDM2(2–188) concentration (Figure 4 B, C). Nonlinear curve
fitting of the experimental data using the explicit algebraic de-
scription of binding equilibria in a mixture of two ligands com-
peting for one receptor[25] yielded a dissociation constant of


Figure 4. Direct binding and competition data for peptides 5, 6, 2 and 8. All
titrations were performed in 7 mL mixtures. 2D-FIDA anisotropy, the confocal
fluorescence fluctuation analysis method equivalent to fluorescence aniso-
tropy in ensemble averaging fluorescence detection was used for monitor-
ing of binding followed by curve fitting applying the quadratic and cubic al-
gebraic equations describing binding equilibria of a labelled ligand without
or with competitor as function of the total amount of hDM2(2–188). A) direct
binding of the two diastereoisomers of peptide 5 (Kd = 102�7 nm, active
isomer) and the parent peptide 6 (Kd = 1.44�0.14 mm) to hDM2(2–188). B) com-
petition titrations for the active isomer of peptide 5 in presence of 0.1 and
1 mm of the active isomer of competitor 2. C) competition titration of active
isomer of peptide 5 in presence of 0.25 and 1 mm of CPP-conjugated com-
petitor 8.
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53�10 nm for the active isomer
of the b3h ACHTUNGTRENNUNG(6-Cl)Trp-helix mimetic
2 binding to hDM2(2–188). Due to
the reduced solubility of unla-
belled and untagged 2, the
competition titration assay was
performed at 5.5 % DMSO. This
reduced the binding affinity of
the labelled derivative 5 to a Kd


of 340�60 nm compared to the
102�7 nm in native buffer. The
actual affinity of 2 in native
buffer might therefore even be
in the single digit nM range. For
the active isomer of the CPP-
conjugated compound 8, the
curve fitting of the competition
titration data resulted in a Kd of
156�25 nm (Figure 3 C).


In order to assess the cellular
efficacy of the CPP-conjugated
b-peptidic hDM2 inhibitor 8, we
further tested its ability to de-
crease cancer cell viability in
vitro. Two different cell lines, a
colon cancer cell line (RKO) and
an osteosarcoma cell line (SJSA-
1) were treated with both iso-
mers of b3-peptide 8 and con-
trol compounds, including pene-
tratin alone and non-CPP-conju-
gated inhibitor 2. The metabolic
activity (cell viability) was mea-
sured using a standard enzymat-
ic assay (MTT viability assay).


Treatment with the active
isomer of b3-peptide 8 reprodu-
cibly decreased the viability of
both, RKO and SJSA-1 cells as
compared to the controls with
IC50 values in this assay being
(53�1) mm for RKO cells and
(34�3) mm for SJSA-1 cells (Fig-
ure 5 A, B). The measured de-


Figure 5. Cellular activity and plasma sta-
bility. Viability of A) RKO and B) SJSA1 cells
after treatment with CPP conjugated b3-
peptide 8 and the nonconjugated b3-pep-
tide 2. ANT indicates treatment with a pep-
tide containing only the Antennapedia de-
rived penetratin sequence of peptide 8.
C) IC50 determination of CPP-conjugated
b3-peptide 8 from the tumour cell viability
assay with RKO cells (left) and SJSA1 cells
(right). D) Stability of 10 mm peptide solu-
tions of b3-peptide 5 (active isomer) and
a-peptide 9 in heparin mouse plasma over
a period of 100 h at 37 8C.
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crease in metabolic activity is in accordance with morphologic
changes assessed by bright field microscopy (data not shown)
suggesting that cell death was responsible for the measured
reduction in cell metabolism. As the viability of the cells was
unaffected by treatment with the CPP alone, this supports an
hDM2 dependent effect. Finally, the inactivity of non-CPP con-
jugated b3-peptide 2 suggests that the CPP is crucial for the
cellular activity of this compound.


After the promising cellular results, we investigated the sta-
bility of the TMR-labelled b-peptide 5 in mouse plasma at
37 8C in comparison to an unrelated TMR-labelled a-peptide 9,
that contained the random sequence RPASELLKWLT and was
synthesized with an identical labelling site and spacer (Fig-
ure 5 C, Supporting Information). Mouse plasma was spiked
with the peptides to a final concentration of 10 mm, incubated
at 37 8C up to nine days in duplicates and aliquots were ana-
lyzed by HPLC in time intervals. Whereas the a-peptide 9 was
proteolytically degraded within five to eight hours, the b-pepti-
dic hDM2 inhibitor 5 remained nearly completely intact within
the monitored time period of about nine days. Only about 5 %
of an earlier eluting fluorescent peak was detectable after
100 h.


In summary we have designed and characterized a new
high-affinity p53-helix mimetic based on a b-peptidic (M)-314-
helix. The design strategy utilizes the well-characterized prop-
erty of b3-peptides to fold into stable helical structures. TheACHTUNGTRENNUNGexchange of a tryptophan in the native recognition motif to a
6-chloro-tryptophan produced an hDM2 inhibitor with a low
nanomolar dissociation constant. Furthermore, when attached
to a cell-penetrating peptide, the new peptidomimetic exhibit-
ed biological activity against two common tumour-cell lines.
Finally, plasma stability studies confirmed the superior proteo-
lytic stability of b-peptidic ligands, as compared to a-peptides.
In a broader sense, our results demonstrate the potential of b-
peptidic secondary structure mimetics for cellular and prospec-
tive in-vivo applications.


Abbreviations
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Position-Specific Incorporation of Fluorescent Non-natural
Amino Acids into Maltose-Binding Protein for Detection of
Ligand Binding by FRET and Fluorescence Quenching
Issei Iijima and Takahiro Hohsaka*[a]


Introduction


Incorporation of fluorescent groups into proteins has been
used to analyze structures, functions, localizations, and struc-
tural changes of proteins. The incorporation is usually done by
a chemical modification, although it is not easy to introduce
fluorescent groups into proteins in a position-specific and
quantitative fashion. Thiol-specific chemical modification after
the replacement of amino acids at desired positions by cys-
teine may be used to attach fluorescent groups at specificACHTUNGTRENNUNGpositions. This strategy, however, does not always result in
quantitative chemical reactions and, in addition, cysteine re-
placement may affect the structure and function of a protein.
Fusion expression with green fluorescent protein (GFP) is re-
stricted to N- or C-terminal labeling, and the large GFP mole-
cule is likely to cause steric hindrance. Several semisynthetic
approaches, such as native chemical ligation and protein trans-
splicing have been used for the position-specific introduction
of fluorescent groups.[1–3]


Alternatively, position-specific and quantitative incorporation
of small fluorescent groups has also been achieved by intro-
ducing fluorescent non-natural amino acids into proteins as a
response either to an amber codon UAG or to four-base
codons in cell-free or in vivo translation systems.[4–9] Recently,
we have developed the green and red fluorescent non-natural
amino acids BODIPY-FL- and BODIPY-558-linked p-amino-l-phe-
nylalanine (BFLAF and B558AF; Figure 1), designed to be ac-
cepted as substrates for translational machinery.[10] These two
fluorescent amino acids were used for the analysis of structural
changes in calmodulin by fluorescence resonance energy


transfer (FRET). The use of highly fluorescent BODIPY-linked
amino acids might compensate for the low yields of non-natu-
ral amino acid-containing proteins. These low yields result
from low productivity of the cell-free translation systems, com-
petitive triplet decoding of the four-base codons, or translation
termination at the amber codon.


The fluorescence of BODIPY groups has been reported to be
influenced by microenvironmental changes around them[11]


and, in particular cases, by tryptophan quenching.[12, 13] The in-
corporation of fluorescent BODIPY groups into appropriate po-
sitions in proteins should enable us to detect protein structural
changes as fluorescence intensity changes, as demonstrated
for fluorescently labeled peptides.[14] Although chemical modi-
fication is not suitable for the introduction of fluorescent
groups at specific positions, the incorporation of BODIPY
amino acids in response to expanded codons overcomes this
problem and, in addition, allows easy screening of incorpora-
tion positions.


Here, we introduced one or two BODIPY-linked fluorescent
non-natural amino acids into maltose-binding protein (MBP) to


Position-specific incorporation of fluorescent groups is a useful
method for analysis of the functions and structures of proteins.
We have developed a method for the incorporation of visible-
wavelength-fluorescent non-natural amino acids into proteins
in a cell-free translation system. Using this technique, we intro-
duced one or two BODIPY-linked amino acids into maltose-
binding protein (MBP) to obtain MBP derivatives showing
ligand-dependent changes in fluorescence intensity or intensi-
ty ratio. BODIPY-FL-aminophenylalanine was incorporated in
place of 15 tyrosines, as well as the N-terminal Lys1, and the C-
terminal Lys370 of MBP. Fluorescence measurements revealed
that MBP containing a BODIPY-FL moiety in place of Tyr210
showed a 13-fold increase in fluorescence upon binding of
maltose. Tryptophan-to-phenylalanine substitutions suggest


that the increase in fluorescence was the result of a decrease
in the quenching of BODIPY-FL by tryptophan located around
the binding site. MBP containing a BODIPY-558 moiety also
showed a maltose-dependent increase in fluorescence.
BODIPY-FL was then additionally incorporated in place of Lys1
of the BODIPY-558-containing MBP as a response to the amber
codon. Fluorescence measurements with excitation of BODIPY-
FL showed a large change in fluorescence intensity ratio (0.13
to 1.25) upon binding of maltose; this change can be attribut-
ed to fluorescence resonance energy transfer (FRET) and mal-
tose-dependent quenching of BODIPY-558. These results dem-
onstrate the usefulness of the position-specific incorporation
of fluorescent amino acids in the fluorescence-based detection
of protein functions.
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Japan Advanced Institute of Science and Technology
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obtain MBP derivatives with
ligand-dependent changes in
fluorescence intensity or intensi-
ty ratio. MBP is an important
protein in maltose transport in
Escherichia coli, and its confor-
mational change on substrate
binding has been well character-
ized by X-ray crystallographic
analysis.[15, 16] In addition, several
studies have reported fluores-
cence sensing of the substrate
binding of MBP as a result of
chemical modification or fluores-
cent protein fusion.[17, 18]


In the first step, we intro-
duced BFLAF into all 15 tyrosine
positions in MBP, as well as its
N-terminal Lys1 and C-terminal
Lys370 positions, as a response
to the four-base codon CGGG in
an E. coli cell-free translation
system (Figure 1 A). The MBPs
were analyzed for changes in
fluorescence on addition of mal-
tose, in order to identify the in-
corporation position correspond-
ing to the observation of a large
change in fluorescence. In the


second step, BFLAF and B558AF were incorporated at Lys1 and
at the identified position, respectively (Figure 1 B), for the fluo-
rescence ratio detection of maltose by FRET and fluorescence
quenching.


Results


Position-specific incorporation of BODIPY-FL into MBP


BFLAF was incorporated into the 15 tyrosine positions in MBP,
as well as the N-terminal Lys1 position and the C-terminal
Lys370 position. Tyrosine residues, each containing a hydro-
phobic benzene ring and a hydrophilic hydroxy group, are fre-
quently located on the protein surface. The three-dimensional
structure of MBP (Figure 2 A) indicates that the tyrosine resi-
dues other than Tyr70, Tyr106, and Tyr155 are located on the
protein surface. Upon introduction of BFLAF into these tyro-
sine positions, the phenyl ring of BFLAF would be expected to
occupy the hydrophobic space originally occupied by the
phenyl ring of tyrosine. Also, the BODIPY-FL at the p-position
would be located on the protein’s surface, at the position
where the hydroxyl group of tyrosine was originally located.
Therefore, it would be expected that BODIPY-FL should notACHTUNGTRENNUNGseriously affect the protein structure and function, but would
change its location on the protein surface when local structural
change occurs around the tyrosine position. The incorporation


Figure 1. A) Schematic illustration of the incorporation of BODIPY-FL-amino-
phenylalanine into MBP in response to the CGGG codon, and B) the double
incorporation of BODIPY-FL- and BODIPY558-aminophenylalanines in re-
sponse to the CGGG and UAG codons.


Figure 2. A) Three-dimensional structure of MBP with maltose (PDB code 1ANF). Tyrosine residues, Lys1, and
Lys370 are colored gray, and maltose is colored black. B) Fluorescence image of a SDS-PAGE gel of purified MBPs
containing BFLAF at their 15 tyrosine positions and at Lys1 and Lys370, with excitation at 488 nm and emission at
520 nm. The fluorescent band at the position of the front of electrophoresis (at 20 kDa) was observed for BPB-
containing sample buffer only, and was not therefore derived from translation products. C) Fluorescence intensity
ratios of BFLAF-containing MBPs with and without maltose (4 � 10�4


m) at maximum emission wavelength with ex-
citation at 490 nm.


1000 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 999 – 1006


T. Hohsaka and I. Iijima



www.chembiochem.org





of BFLAF at the N or C termini would also be expected to have
little influence on the structure and function of MBP.


Incorporation of BFLAF was carried out by a four-base
codon method. The four-base codon CGGG was introduced
into each of the positions of the MBP gene, which contained a
T7 tag and a His tag at the N and C termini, respectively. A
yeast phenylalanine tRNA containing a CCCG four-base anti-ACHTUNGTRENNUNGcodon and aminoacylated with BFLAF was synthesized by the
chemical aminoacylation method as described previously.[10]


The BFLAF-containing MBPs, such as Y17BFLAF, were synthe-
sized in an E. coli cell-free translation system.


The fluorescence images of the SDS-PAGE gel for unpurified
(Figure S1 in the Supporting Information) and His tag-purified
translation products (Figure 2 B) showed that fluorescent
bands were observed at the expected molecular weight
(40 kDa) for all the incorporation positions; this suggests the
successful incorporation of BFLAF. The intensities of the fluo-
rescent bands for the unpurified products were different, de-
pending on the incorporation position. Incorporation at Tyr17,
Tyr90, Tyr117, and Tyr155 was less efficient, even though suffi-
cient fluorescent MBPs for the subsequent fluorescence meas-
urements were obtained. The translation products were also
analyzed by Western blotting with use of an anti-T7 tag anti-
body. Bands with the same mobility as the wild-type MBP were
observed for all positions (Figure S1). As for the fluorescence
image, the Tyr17, Tyr90, Tyr117, and Tyr155 positions produced
very faint bands. Truncated proteins were observed for posi-
tions Tyr117–341, which correspond to the translation products
generated when CGGG is decoded as a triplet and the down-
stream stop codon on the +1 frame terminates peptide elon-
gation. The short truncated proteins for positions Lys1 to
Tyr106 should have been generated but would not have been
observed under these SDS-PAGE conditions because of their
low molecular weights.


Evaluation of the maltose-binding activities of MBPACHTUNGTRENNUNGderivatives that contain BFLAF moieties


The maltose-binding activities of the purified MBP derivatives
were evaluated by use of amylose-coated magnetic beads. If
the MBP were to maintain binding activity for maltose, it
would be immobilized on the amylose-coated beads and
would not be present in theACHTUNGTRENNUNGsupernatant. In the co-presence
of maltose, however, the MBP
would not be immobilized but
would remain in the supernatant
as a complex with maltose. The
maltose-binding activity of an
MBP derivative can therefore be
evaluated by analyzing the su-
pernatants of the amylose beads
in the presence or absence of
maltose. The SDS-PAGE results
(Figure S2) show that, for allACHTUNGTRENNUNGincorporation positions, fluores-
cent bands were detected in the


supernatants in the presence of maltose but not in its absence.
This result supports the idea that the BFLAF-containing MBP
derivatives did not lose their maltose-binding activities.


Fluorescence analysis of MBP derivatives upon titration with
maltose


The fluorescence spectra of BFLAF-containing MBP derivatives
were measured, and the ratios of fluorescence intensities in
the absence and in the presence of maltose (4 � 10�4


m) are
summarized in Figure 2 C. The relative fluorescence intensities
of the BFLAF-containing MBP derivatives were estimated as
summarized in Table S1 by correction of the fluorescence in-
tensities with the relative concentrations of the purified MBPs
as determined from the fluorescence band intensities on the
SDS-PAGE. For most positions the fluorescence intensities re-
mained unchanged upon addition of maltose, but in the cases
of Tyr210 and Tyr242, nine- and twofold increases in fluores-
cence intensity were observed at 4 � 10�4


m of maltose. The
fluorescence spectra of Y210BFLAF upon titration with maltose
(Figure 3 A) showed a 13-fold increase in fluorescence intensity
at 1 � 10�2


m of maltose. By curve-fitting of the fluorescence in-
tensities (Figure 3 B), the Kd value of Y210BFLAF to maltose was
estimated to be 5.9 � 10�5


m. The maltose-binding activity of
Y210BFLAF was thus somewhat depressed relative to that of
the wild-type MBP, which has a Kd value of 1 � 10�6


m.[19] The Kd


value of Y242BFLAF was estimated from the increase in fluo-
rescence intensity (Figure S3) to be 1.0 � 10�6


m ; this indicates
that the maltose-binding activity was not affected by the incor-
poration of BODIPY-FL at the Tyr242 position.


The increases in fluorescence intensity upon addition of mal-
tose suggest that in the absence of maltose the fluorescence
of BODIPY-FL incorporated at the Tyr210 and Tyr242 positions
is quenched by certain amino acid residues (probably trypto-
phan residues), and that this quenching is depressed by the
binding of maltose. The relative fluorescence intensities of the
BFLAF-containing MBP derivatives (Table S1) suggest that the
quenching also occurs when the BODIPY-FL is incorporated at
positions other than Tyr210 or Tyr242, but is not enhanced or
reduced upon the binding of maltose. Urea-induced denatura-
tion increased the fluorescence intensity of Y210BFLAF and
Y242BFLAF (Figure S4); this supports the idea that BODIPY-FL


Figure 3. A) Fluorescence spectra, and B) titration curve of Y210BFLAF with excitation at 490 nm in the absence
and presence of maltose. Fluorescence intensities are relative values with respect to those in the absence of mal-
tose.
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at Tyr210 and Tyr242 is quenched by neighboring residues on
the native conformation.


In order to identify the amino acid residues that quench
BODIPY-FL fluorescence, tryptophan residues Trp62, Trp230,
Trp232, and Trp340, which are located near Tyr210 and Tyr242
(Figure 4 A), were replaced with phenylalanine. Fluorescence


images of the SDS-PAGE gel and amylose bead assay showed
that BFLAF was successfully incorporated into these trypto-
phan-substituted MBPs and that the resulting MBPs retained
maltose-binding activity (Figure S5). Fluorescence measure-
ments revealed that the W340F
mutant showed no increase in
fluorescence intensity upon titra-
tion with maltose, whereas
W62F, W230F, and W232F mu-
tants showed significant increas-
es (Figure 4 B). For Y242BFLAF,
only the W232F mutant showed
no increase in fluorescence in-
tensity (Figure S6). These results
indicate that BODIPY-FL at
Tyr210 and Tyr242 is predomi-
nantly quenched by Trp340 and
Trp232, respectively.


Fluorescence analysis of MBP derivatives that contain
BODIPY-558 moieties


We have previously shown that both B558AF and BFLAF can
be incorporated into proteins.[10] To examine the possibility of
fluorescence changes for another BODIPY fluorophore, B558AF
was incorporated into Tyr210 and Tyr242 of MBP. Fluorescence
images of the SDS-PAGE gel and amylose bead assays showed
that B558AF had been successfully incorporated and that the
resulting MBPs retained their maltose-binding activity (Fig-
ure S7). Fluorescence measurements on titration with maltose
indicated that the fluorescence of B558AF increased 11- and
1.8-fold for Y210B558AF and Y242B558AF, respectively (Fig-
ures 5 and S8), as in the case of BFLAF. From fitting of the fluo-
rescence intensity changes, the Kd values of Y210B558AF and
Y242B558AF for maltose were estimated to be 4.0 � 10�4 and
5.2 � 10�6


m, respectively, which were comparable to those of
Y210BFLAF and Y242BFLAF.


Fluorescence quenching and FRET analysis of MBPACHTUNGTRENNUNGderivatives that contain two fluorescent amino acids


Maltose binding can be detected in the form of increases in
the fluorescence intensities of MBP derivatives that contain
BODIPY moieties at the Tyr210 or Tyr242 positions. However,
quantitative detection of maltose is not achieved unless a
dose-response curve is obtained at the defined concentration
of the MBP. On the other hand, we have reported that two
BODIPY-linked amino acids can be incorporated into two differ-
ent positions of calmodulin by use of two four-base codons.[10]


The resulting doubly labeled calmodulin showed that the FRET
change depended on the conformational change upon the
binding of calmodulin-binding peptide. The change in fluores-
cence intensity ratio determined from the FRET change allowed
quantitative detection of the calmodulin-binding peptide.


In this study, quantitative detection of maltose binding with-
out determination of the concentration of MBP was investigat-
ed by introducing BFLAF in place of Lys1 and B558AF in place
of Tyr210. The Ca–Ca distance from Lys1 to Tyr210 is 43 �, from
the crystallographic data (PDB, 1OMP).[17] Because this value is
smaller than the Fçrster distance for BODIPY-FL and BODIPY-
558 (calculated to be 59.6 � on the assumption that the orien-


Figure 4. A) Three-dimensional structure of MBP without maltose (PDB code
1OMP) and with maltose (PDB code 1ANF). Tyr210, Tyr242, and tryptophan
residues located around the tyrosine residues are colored gray. B) Fluores-
cence spectra of Y210BFLAF containing the W62F, W230F, W232F, or W340F
mutations with excitation at 490 nm in the absence and in the presence of
maltose.


Figure 5. A) Fluorescence spectra, and B) titration curve of Y210B558AF with excitation at 545 nm in the absence
and presence of maltose.


1002 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 999 – 1006


T. Hohsaka and I. Iijima



www.chembiochem.org





tation factor (k2) is 2/3) FRET would be expected to occur be-
tween BFLAF at Lys1 and B558AF at Tyr210. In the absence of
maltose, however, BODIPY-558 at Tyr210 should be quenched
after accepting the excitation energy from BODIPY-FL by FRET,
and fluorescence of BODIPY-FL should therefore be predomi-
nantly observed, as illustrated in Figure 6 A. On the other hand,
in the presence of maltose, fluorescence quenching should be
depressed and fluorescence of both BODIPY-FL and BODIPY-
558 should be observed. Measurement of the fluorescenceACHTUNGTRENNUNGintensity ratio of BODIPY-FL and BODIPY-558 should allow
quantitative detection of maltose.


To incorporate the second fluorescent amino acid, the
amber codon TAG was additionally introduced into Lys1 of the
MBP gene that contained the CGGG codon at Tyr210. The
amber codon was decoded by a highly efficient amber sup-
pressor tRNA derived from Mycoplasma capricolum Trp1


tRNA,[20] which was aminoacylated with BFLAF. Fluorescence
imaging of the SDS-PAGE gel indicated that MBP derivative
containing two fluorescent amino acids and showing fluores-
cence of both BODIPY-FL and BODIPY-558 was successfully syn-
thesized (Figure S9). The maltose-binding activity of the puri-
fied MBP was confirmed by amylose bead assay.


Fluorescence spectra showed that the fluorescence of
BODIPY-558 greatly increased and the fluorescence of BODIPY-
FL significantly decreased upon titration of maltose with exci-
tation at 490 nm (Figure 6 B). The decrease in BODIPY-FL fluo-
rescence is not consistent with the result for K1BFLAF and
might be the result of the increase in FRET efficiency, because


the Ca–Ca distance between Lys1 and Tyr210 decreases from
43 � to 35 � upon binding of maltose (from crystallographic
data; PDB ID: 1OMP and 1ANF). While the FRET change might
increase the fluorescence intensity of BODIPY-558 to some
extent, most of the increase should result from the decrease in
tryptophan quenching. The fluorescence intensity ratio at
511 nm and 572 nm increased from 0.13 to 1.25 depending on
the maltose concentration (Figure 6 C). By fitting of the ratio
curve, the Kd value for maltose was estimated to be 5.1 �
10�4


m, which was nearly the same as that of Y210B558AF.
In the case of K1BFLAF-Y242B558AF, the fluorescence of


BODIPY558 slightly increased, while that of BODIPY-FL re-
mained nearly constant (Figure S10). The fluorescence intensity
ratio curve indicated that the Kd value was 6.3 � 10�6


m, which
was also nearly the same as that of Y242B558AF.


The change in the fluorescence intensity ratio for K1BFLAF-
Y210B558AF was visualized on a microplate at maltose concen-
trations from 1 � 10�5 to 1 � 10�2


m. The fluorescence change
from green to yellow with excitation at 488 nm that would in-
dicate that MBP containing two fluorescent amino acids has
potential for quantitative imaging of maltose binding, was suc-
cessfully observed (Figure 6 D).


Discussion


The fluorescence images of the SDS-PAGE gel indicate success-
ful incorporation of BFLAF at the Lys1, Lys370, and all 15 tyro-
sine positions in MBP. Quantification of the fluorescent bands,


however, indicated that the in-
corporation efficiency of BFLAF
depended on its incorporation
position. On the other hand, p-
aminophenylalanine, without a
fluorophore, has been efficiently
incorporated at all positions in
MBP.[21] These results suggest
that the incorporation of non-
natural amino acids with rather
bulky side chains, such as
BODIPY-FL, is affected by se-
quence context, although those
possessing side chains similar to
those of the natural amino acids
can be efficiently incorporated at
any positions. Sequence context
such as secondary structure of
mRNA may enhance the triplet
decoding of the four-base codon
and reduce the incorporation of
non-natural amino acids that are
less efficiently accepted as sub-
strates in ribosome.


The amylose bead assay
showed that all BFLAF-contain-
ing MBP derivatives maintained
maltose-binding activity. This
suggests that BFLAF does not


Figure 6. A) Illustration of FRET and maltose-dependent fluorescence quenching for K1BFLAF-Y210B558AF. B) Fluo-
rescence spectra of K1BFLAF-Y210B558AF with excitation at 490 nm in the absence and in the presence of mal-
tose. C) Titration curve of fluorescence intensity ratio at 511 nm and 572 nm. D) Fluorescence ratio imaging of
K1BFLAF-Y210B558AF on a microplate in the presence of maltose with excitation at 488 nm and emission at
520 nm (green) and 605 nm (red).
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have a critical influence on the binding activity of MBP; this is
possibly because BFLAF is not too bulky to be a steric hin-
drance. According to the three-dimensional structure, the
p-hydroxy groups of Tyr70, Tyr106, and Tyr155 are buried (Fig-
ure 2 A). The fact that BFLAF incorporation at these positions
did not abolish the binding activity suggests that MBP can
flexibly change its structure to reduce the steric hindrance of
BODIPY-FL.


Fluorescence measurements with the BFLAF-containing MBP
derivatives revealed that BFLAF fluorescence increased mark-
edly upon binding of maltose when incorporated in place of
Tyr210 or Tyr242. The fluorescence change upon urea-induced
denaturation supports the idea that BODIPY-FL at these tyro-
sine residues is quenched by neighboring residues in the
native conformation. The midpoints of denaturation transition
were 2.65 and 2.61 m for Y210BFLAF and Y242BFLAF, respec-
tively. Comparison with the value for wild-type MBP (3.5 m)[22]


suggests that the incorporation of BFLAF may partially destabi-
lize the conformation of MBP.


We speculated that fluorescence quenching is caused by
tryptophan residues located around the Tyr210 or Tyr242 resi-
dues. The three-dimensional structure of maltose-free MBP
(Figure 4 A) shows that Tyr210 is located in proximity to Trp62,
Trp230, Trp232, and Trp340, which form the maltose-binding
cavity. In the maltose-bound form, on the other hand, these
tryptophan residues change their locations to make contacts
with maltose.[16] Similarly, Tyr242 is located in proximity to
Trp230 and Trp232 in the maltose-free form. The fluorescence
measurements for the tryptophan-substituted mutants indicate
that BODIPY-FL at Y210 and at Y242 is predominantly
quenched by Trp340 and Trp232, respectively. The intense
quenching and the large Kd value for Y210BFLAF suggest that
BODIPY-FL at Tyr210 may strongly interact with Trp340 and
prevent the interaction between Trp340 and maltose. On the
other hand, the Kd value for Y242BFLAF is nearly the same as
that of wild-type MBP and fluorescence quenching is less effi-
cient; this suggests that BODIPY-FL at Tyr242 may interact
weakly with Trp232.


Although the intensity change on substrate binding pro-
duced by the single fluorophore was successfully observed,
the incorporation of a second fluorophore is effective for the
quantitative detection of the substrate. Some saccharide-bind-
ing proteins that show substrate-dependent fluorescence ratio
changes have been synthesized by a chemical modification
technique.[23, 24] In the present study, BFLAF and B558AF were
incorporated in place of Lys1 and either Tyr210 or Tyr242,ACHTUNGTRENNUNGrespectively, to enable the detection of maltose binding by
monitoring of the fluorescence intensity ratio of the twoACHTUNGTRENNUNGfluorophores. The fluorescence of BODIPY558 with excitation
at 490 nm means that FRET from BODIPY-FL to BODIPY558
occurs. The increase in the fluorescence intensity of
BODIPY558 on addition of maltose can be explained as a result
of the decrease in tryptophan quenching that is observed in
Y210B558AF. The fluorescence intensity of BODIPY-FL signifi-
cantly decreased on addition of maltose, indicating the in-
crease in FRET efficiency. The decrease in tryptophan quench-
ing and the increase in FRET efficiency contribute to the


marked change in the fluorescence intensity ratio, and thisACHTUNGTRENNUNGenables sensitive detection of maltose.
The incorporation of two bulky fluorophores may decrease


protein function, but incorporation of a second fluorescent
amino acid at the N terminus is an effective way of preventing
such loss of protein function. The ratio curves for Y210B558AF
and K1BFLAF-Y210B558AF were nearly identical ; this suggests
that maltose-binding activity is not seriously affected by theACHTUNGTRENNUNGincorporation of BFLAF at N-terminal Lys1.


The fluorescence ratio image of K1BFLAF-Y210B558AF in the
presence of various concentrations of maltose on a microplate
suggests the possibility of quantitative imaging of maltose
binding. It has been reported that MBP fused with cyan and
yellow fluorescent proteins (CFP and YFP, respectively) shows
potential for quantitative detection of maltose through mea-
surement of the fluorescence intensity ratio.[25] However, the
ratio change is much smaller than that seen with K1BFLAF-
Y210B558AF, possibly because CFP and YFP at the N and C ter-
mini are inappropriate for the FRET change. The unlimited pos-
sibilities for incorporation position, in addition to the much
smaller size of the fluorophores, are an advantage of this
method over the fluorescent protein fusion method. Transfec-
tion of fluorescent amino acid-containing proteins into living
cells should enable the fluorescence ratio imaging of variousACHTUNGTRENNUNGligands.


This strategy would be expected to allow analysis of various
proteins through the introduction of the BODIPY fluorescent
amino acid in the vicinity of tryptophan. Additional incorpora-
tion of another fluorescent amino acid provides a useful and
general method for quantitative detection and imaging of
ligand–protein interactions through FRET and ligand-depen-
dent fluorescence quenching. This study demonstrates that
the position-specific incorporation of a fluorescent amino acid
is a useful strategy by which to determine appropriate incor-
poration positions for ligand-dependent fluorescence quench-
ing.


Experimental Section


Materials : pMAL-2X vector was purchased from New England Bio-
labs (Ipswich, MA, USA). E. coli S30 extract for the linear template,
alkaline phosphatase-labeled anti-mouse IgG, and MagneHis Ni-
particles were from Promega (Madison, WI, USA). Anti-T7 tag anti-
body and anti-His tag antibody were from Novagen (La Jolla, CA,
USA). The MicroSpin G25 column was from GE Healthcare Bio-Sci-
ence (Piscataway, NJ, USA). The MagExtractor-MBP (amylose-coated
magnetic bead kit was from Toyobo (Osaka, Japan). T4 RNA ligase
was from Takara Bio (Otsu, Japan). BODIPY-FL and BODIPY558 suc-
cinimide esters were from Invitrogen (Carlsbad, CA, USA). Maltose
monohydrate was from Nacalai Tesque (Kyoto, Japan). Urea ultra-
pure grade was from MP Biomedicals (Solon, OH, USA).


Preparation of MBP mRNAs : An MBP gene was obtained from the
pMAL-p2X vector and the coding region was cloned into the EcoRI
and HindIII sites of the pGSH vector[4] to attach the T7 and hexahis-
tidine tags at the N and C termini, respectively. The EcoRI sequence
was then deleted to eliminate the addition of amino acid residues
between the T7 tag and MBP.
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The four-base codon CGGG was introduced into the 15 tyrosine
positions (17, 70, 90, 99, 106, 117, 155, 167, 171, 176, 210, 242, 283,
307, and 341), the N-terminal Lys1 position, and the C-terminal
Lys370 position of the MBP gene, as described previously.[21] To in-
corporate the second fluorescent amino acid, an amber codon
(TAG) was additionally introduced into the Lys1 position of the
CGGG-containing MBP genes. For substitution of tryptophan resi-
dues with phenylalanine, TGG codons for W62, W230, W232, and
W340 were each replaced by TTC.


The encoding region of the MBP genes was amplified by PCR with
use of the T7up primer (CCC GCG CGT TGG CCG ATT CA) and the
T7term primer (TAT TAC GCC AGG TTA TCC GG), and the resulting
DNA was transcribed with T7 RNA polymerase as described previ-
ously.[4]


Preparation of aminoacyl tRNAs : A yeast phenylalanine tRNA,
which contained the four-base anticodon CCCG and lacked two
nucleotides at its 3’-end, was prepared by PCR and T7 transcription
as described previously with a 3’ primer [G ACHTUNGTRENNUNG(2’-O-Me)-UACHTUNGTRENNUNG(2’-O-Me)-
GCG AAT TCT GTG GAT CGA] containing two 2’-O-methylated ribo-
nucleotides at the 5’ end.[26] An amber suppressor tRNA derived
from Mycoplasma capricolum Trp1 tRNA[20] was prepared in a similar
manner.


Ligation of the truncated tRNA and pdCpA aminoacylated with
BFLAF[10] was carried out in a reaction mixture (50 mL) containing
truncated tRNA (0.85 nmol), BFLAF-pdCpA (11 nmol), HEPES-Na
(55 mm, pH 7.5), ATP (1 mm), MgCl2 (15 mm), DTT (3.3 mm), BSA
(20 mg mL�1), and T4 RNA ligase (90 units). After incubation at 4 8C
for 2 h, potassium acetate (pH 4.5) was added to the reaction mix-
ture to obtain a final concentration of 0.3 m. BFLAF-tRNA was iso-
lated by extraction with phenol/chloroform (1:1, v/v) and chloro-
form, and then by ethanol precipitation. The precipitate was dis-
solved in prechilled potassium acetate (1 mm, pH 4.5) just before
addition to a cell-free translation system. Typical yield of the ami-
noacylated tRNA was 0.27 nmol per 50 mL of ligation reaction.
B558AF-tRNA containing the four-base anticodon CCCG and
BFLAF-tRNACUA containing the CUA anticodon were synthesized in
a similar manner.


Cell-free translation and purification of MBP derivatives contain-
ing fluorescent amino acids : Cell-free translation was carried out
in a reaction mixture (50 mL) containing HEPES/KOH (55 mm,
pH 7.5), GluK (210 mm), CH3COONH4 (6.9 mm), (CH3COO)2Mg
(12 mm), DTT (1.7 mm), ATP (1.2 mm), GTP (0.28 mm), phosphoenol-
pyruvate (26 mm), spermidine (1 mm), PEG-8000 (1.9 %), folinic acid
(35 mg mL�1), the 19 standard proteinogenic amino acids other
than arginine (0.1 mm of each), arginine (0.01 mm), mRNA (40 mg),
aminoacylated tRNA (0.27 nmol), and E. coli S30 extract (10 mL). The
reaction mixture was incubated at 37 8C for 1 h. To obtain the MBP
derivatives containing two fluorescent amino acids, B558AF-tRNA
and BFLAF-tRNACUA were added to the cell-free translation system
together with an MBP mRNA containing UAG at Lys1 and CGGG at
Tyr210 or Tyr242.


After the translation reaction, the reaction mixture (0.25 mL for
MBP derivatives with one fluorescent amino acid, or 0.5 mL for MBP
derivatives with two fluorescent amino acids) was separated by
SDS-PAGE (10 %) and the gel was analyzed with a fluorescence
scanner (FMBIO-III ; Hitachi Software Engineering). The gel was fur-
ther analyzed by Western blotting with an anti-T7 antibody
(1:10 000) and an alkaline phosphate-labeled anti-mouse IgG anti-
body (1:5000).


The synthesized MBP was purified on Ni-NTA coated magnetic
beads. The translation reaction mixture (50 mL) was diluted in HKM
buffer [HEPES/KOH (25 mm, pH 7.4), KCl (100 mm), MgCl2 (5 mm)]
to a final volume of 200 mL, and mixed with MagneHis Ni-particles
(20 mL). After shaking at room temperature for 30 min, the beads
were washed once with HKM buffer, once with HKM buffer con-
taining urea (8 m), and thrice with HKM buffer. The MBP was eluted
with HKM buffer (50 mL) containing imidazole (500 mm) and PEG-
8000 (0.1 %), and the eluate was desalted by passage through a Mi-
croSpin G25 column equilibrated with HKM buffer containing Brij-
35 (0.05 %) and PEG-8000 (0.1 %). The purity of the fluorescent MBP
was confirmed by applying the purified solution (1 mL) to SDS-
PAGE (10 %).


Evaluation of maltose-binding activity by use of amylose-coated
beads : The purified MBP derivative (2 mL) was diluted with HKM
buffer or a maltose-containing buffer supplied with a kit to a final
volume of 20 mL. Amylose-coated beads (2 mL) were added to this
solution, and the resulting mixture was shaken at room tempera-
ture for 2 min. The supernatant was subjected to SDS-PAGE (10 %)
and analyzed with a fluorescence scanner. The binding activity of
the MBP derivative was confirmed by the finding that the MBPACHTUNGTRENNUNGderivative was present in the supernatant only when maltose-con-
taining buffer was used as a dilution buffer.


Fluorescence measurements of MBP derivatives : The purified
MBP derivative (10 mL) was diluted with HKM buffer containing
Brij-35 (0.005 %) and PEG-8000 (0.1 %) to a final volume of 200 mL
in a 5 � 5 mm quartz cell. Fluorescence spectra were measured
from 505 to 650 nm with excitation at 490 nm for BODIPY-FL-
containing MBP derivatives on a Fluorolog-3 instrument (Horiba
Jobin–Yvon) at 25 8C. Excitation and emission slit widths were set
to 5.0 nm. For MBP derivatives containing BODIPY558 units, fluo-
rescence spectra were measured from 560 nm to 650 nm with exci-
tation at 545 nm. For MBP derivatives containing BFLAF and
B558AF, fluorescence spectra were measured from 505 nm to
650 nm with excitation at 490 nm, and the fluorescence intensity
ratio was calculated as IA/ID, where IA and ID are the fluorescenceACHTUNGTRENNUNGintensities at 572 nm and 511 nm, respectively. The dissociation
constant (Kd) values were calculated by curve fitting of the fluores-
cence intensities at maximum emission wavelength or the fluores-
cence intensity ratios (IA/ID) with use of a sigmoidal dose-response
model based on Graphpad Prism (Graphpad, San Diego, CA, USA).


For urea-induced denaturation, urea was added to a purified MBP
derivative to produce a final concentration of 0–8 m, and theACHTUNGTRENNUNGresulting solution was incubated at 30 8C for 30 min prior to the
fluorescence spectrum measurements.


For fluorescence ratio imaging of the maltose-binding activity of
the MBP derivative, the purified MBP derivative containing BFLAF
and B558AF (20 mL) was diluted with HKM buffer containing Brij-35
(0.005 %), PEG-8000 (0.1 %), and maltose to a final volume of
200 mL in a 96-well microplate. The plate was visualized with a
fluorescence scanner with excitation at 488 nm and emission at
520 nm and 605 nm.
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Probing Mutation-Induced Structural Perturbations by
Refinement Against Residual Dipolar Couplings:
Application to the U4 Spliceosomal RNP Complex
John P. Kirkpatrick,[a] Ping Li,[b] and Teresa Carlomagno*[a]


Introduction


Protein mutagenesis experiments are a powerful biochemical
tool and are frequently employed to probe protein–protein in-
teractions. Measurement of binding affinities with specifically
mutated binding partners should reveal those residues that
contribute to the interaction energy. When the structures of
the individual components are available, the identification of
such residues enables mapping of the putative binding inter-
face.


This interpretation of mutant binding affinities assumes that
the mutations do not introduce structural changes within the
individual components of the complex; however, mutation of
residues not involved in the binding interaction could lead to
reduced binding affinities as a result of perturbations to the
global structure of the mutated protein. Full structure determi-
nations for the mutated proteins would be a laborious task,
and this highlights the need for a method by which the struc-
tural integrity of mutated proteins with respect to the known
wild-type structure can be rapidly assessed. We propose the
application of NMR-derived residual dipolar coupling restraints
to rapidly derive the backbone structure of mutated proteins.


Residual dipolar couplings (RDCs) have become increasingly
important in the field of solution-phase NMR spectroscopy
since their first application over ten years ago.[1, 2] They provide
information on the orientation of internuclear vectors in a
global molecular frame, and hence can be converted into dis-
tance-independent structural restraints, thus complementing
the more traditional NOE information that yields only short-
range restraints. In combination with NOE-derived restraints,
RDCs are employed to improve the precision and accuracy of
solution-state NMR structures. They are particularly important
for the structure determination of large proteins in which the
requirement for perdeuteration leads to a dramatically reduced
NOE density[3] and for defining relative domain orientations in
situations where few interdomain NOEs are measurable.[4]


More recently, methods have been developed to determine ab
initio structures by using solely RDC-derived information.[5, 6]


In structure calculations that supplement traditional NOE
data with RDC information, the RDC-derived restraints are typi-
cally introduced only during the latter stages of the calcula-
tion, when the global fold of the protein has already been de-
fined from the NOEs. In this sense, the RDCs are used to im-
prove an approximate structure. Similarly, RDCs can be used
for refinement of structural models for a protein for which the
models may be based on the structure of a related homo-
logue, or, for mutants, on the structure of the wild-type pro-
tein. It is in this last context that we seek to apply RDCs. By re-
fining a wild-type protein structure against RDCs measured for
a mutant we can generate a structure for the mutant protein.
Comparison of the wild-type and mutant structures will reveal
if the mutations have introduced any structural perturbations.
The strength of the method lies in the rapidity with which the
model of the mutant structure can be generated. In contrast
to a full solution-state NMR structure determination, only the
backbone resonances need be assigned, and measurement of
the RDCs themselves is becoming increasingly straightforward.


Here, we apply this approach to a mutant of the human
15.5K protein. This protein is a core component in the U4/U6–
U5 ribonucleoprotein (RNP) intermediate of the mRNA splicing


Confident interpretation of biochemical experiments per-
formed with mutated proteins relies on verification of theACHTUNGTRENNUNGintegrity of the mutant structures. We present a simple and
rapid refinement protocol for comparing the structures of mu-
tated and wild-type proteins. Our approach involves measure-
ment of residual dipolar couplings, and only requires assign-
ment of the backbone resonances of the mutant species. We


demonstrate application of the protocol to a mutant of the
15.5K protein, a core component of the U4 spliceosomal ribo-
nucleoprotein (RNP) complex. Confirmation of the unperturbed
structure of the mutated protein prompted re-examination of
a previous mutagenesis study and indicated that the interpre-
tation of mutant binding affinities in terms of direct interfacial
contacts should be applied with caution.
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cycle.[7] In this complex, residues of the U6 snRNA that are cru-
cial for catalysis are shielded by base pairing with the U4
snRNA.[8, 9] The formation of the U4/U6 complex is initiated by
the recognition of the 5’-stem–loop (SL) region of the U4
snRNA, located between the two U4/U6 base-paired regions,
by the 15.5K protein (Figure 1).[7] This highly conserved protein


recognizes and possibly stabilizes a particular sequence of the
RNA that is known as the kink-turn (K-turn) motif.[10] In the hi-
erarchical assembly pathway of the U4/U6 particle, the 15.5K–
U4 5’-SL complex provides a binding platform for the human
(h) Prp31 (U4/U6–61K) protein.[11] In the major spliceosome, the
hPrp31–15.5K–U4 5’-SL ternary complex subsequently recruits
the ternary hPrp3–hPrp4–CypH (U4/U6–90K–60K–20K) complex
to the U4/U6 di-snRNP.[12]


In a previous study, it was reported that the 15.5K-2–U4
snRNA complex containing a mutant of 15.5K (15.5K-2) with a
four-amino-acid mutation in the C-terminal region of helix a3
(E74R/D75K/K76M/N77T) binds hPrp31 with reduced affinity, as
detected by pull-down assays.[13] However, in a recently solved
crystal structure of the hPrp31–15.5K–U4 RNP,[14] the C terminus
of helix a3 in 15.5K does not make direct structural contacts
with hPrp31 (Figure 2). To investigate the basis of the putative
functional deficiency of the 15.5K-2 mutant, we first generated
a structural model for 15.5K-2 by refining the wild-type crystal
structure against RDCs measured on the mutant. Our aim was
to verify that the four-amino-acid mutation does not induce
significant structural perturbations in 15.5K-2, particularly inACHTUNGTRENNUNGregions distant from the mutation site that could distort the
hPrp31-binding interface. Second, we conducted a detailed
band-shift analysis of the interaction of hPrp31 with single and
double-point mutants of the 15.5K–U4 snRNA complex to pin
down the mutation site that is most responsible for the weak-
ened binding to hPrp31. The results from the RDC refinement
indicated that the structure of 15.5K is unperturbed by the
four-residue mutation in 15.5K-2, while the band-shift experi-
ments confirmed the weakened interaction between the 15K-
2–U4 RNP and hPrp31. Furthermore, we were able to attribute
the reduced affinity of the 15.5K-2–U4 snRNA complex for
hPrp31 to a long-range electrostatic repulsion between K75 of


15.5K-2 and K243 of hPrp31, rather than to disruption of anACHTUNGTRENNUNGimportant intermolecular contact or to an indirect structural
effect on the a2/a3 surface of 15.5K. This result suggests pru-
dence in interpreting mutagenesis data in terms of direct
structural contacts.


Results


Designing the refinement protocol


Significant changes in the local conformation of a mutant pro-
tein are mostly expected at the mutation site. However, in the
case of the 15.5K-2 mutant, whose complex with the U4 RNA
has a reduced affinity for hPrp31, the mutation site is not lo-
cated at the protein–protein interface, so that any changes in
the local structure (if they occur) are not expected to be re-
sponsible for the reduced binding affinity. Therefore, we decid-
ed to address the possibility that the mutations might intro-
duce small but significant structural perturbations elsewhere in
the protein structure, and that such perturbations might beACHTUNGTRENNUNGresponsible for the weakened binding to hPrp31. Long-range
structural distortions would be expected to principally involve
orientational changes in secondary structure elements, as well
as possible changes in the local geometry. The refinement pro-
tocol is constructed in such a way as to explore both sources
of structural differences, namely the rearrangement of secon-
dary structure elements as well as changes in the local confor-
mation at both the mutation and distant sites. In the early
stages of the refinement protocol we seek to correctly adjust
the orientations of the secondary structure elements in which
there are differences between these orientations in the wild-
type and mutant structures, while in the latter stages we allow
for adjustments of the local geometry.


When RDCs are employed in traditional NMR structure deter-
minations, they are supplemented by NOE data and, frequent-
ly, backbone dihedral restraints obtained from chemical shifts
and coupling constants. In contrast, for the purpose described


Figure 1. Schematic representation of the RNP complex examined in this
study. In the first step of complex assembly, the 15.5K protein (light grey)
binds to the K-turn region of the U4 5’-SL. The secondary binding protein
hPrp31 (dark grey) is then able to bind to the preformed 15.5K–U4 5’-SL
RNP.


Figure 2. Ribbon diagram of 15.5K highlighting the interfacial region with
hPrp31 (dark grey) and the site of mutation in 15.5K-2 (black). The mutation
site does not lie within the 15.5K–hPrp31 interface.
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in this paper, the RDCs are the only available experimental
data. Therefore, in the first stages of the protocol, it is necessa-
ry to apply nonexperimental restraints to maintain the secon-
dary structure conformation and prevent the translation of the
RDC restraints into backbone conformational distortions that
would leave the possibility of overall reorientations of the sec-
ondary structure elements unexplored. In the latter stages of
the protocol, these non-experimental restraints are relaxed to
allow backbone adjustments, thereby correcting possible
changes in the local geometry between the wild-type and
mutant protein. In our protocol, we use non-crystallographic
symmetry (NCS) restraints to maintain the backbone conforma-
tion in the secondary structure elements.


The refinement protocol was implemented in the Xplor-NIH
structure determination package,[15, 16] and validated as de-
scribed below. The program incorporates the orientational in-
formation encoded in RDCs in the form of the SANI potential,
ESANI, given by:


ESANI ¼ kSANIðDexp�DcalcdÞ2 ð1Þ


where Dexp is the experimentally observed RDC, Dcalcd the RDC
back-calculated from the current structure, and kSANI the associ-
ated force constant.[1] The back-calculated RDC depends on
both the orientation and the magnitude of the alignment
tensor. In the refinement protocol, the orientation of the align-
ment tensor is represented by a pseudomolecule, OXYZ,
whose three bonds, O�X, O�Y and O�Z, are mutually orthogo-
nal and which is free to rotate during the refinement. The
magnitude of the alignment tensor is expressed in terms of
the magnitude, Da, and rhombicity, Rh, which are defined
through the equation that describes the dependence of the di-
polar coupling, DIS, on the orientation of the I�S bond relative
to the alignment tensor:


DIS ¼ Da 3cos2q� 1ð Þ þ 3
2


Rh sin2 q cos 2�ð Þ
� �


ð2Þ


where q and f are the polar angles of the I–S internuclear
vector in the principal axis frame of the alignment tensor.


In our protocol, Da and Rh are fixed and are calculated by
global fitting of the experimental RDCs to the template struc-
ture by using singular value decomposition (PALES[17, 18]). As it
is presumed that the template structure is only an approxima-
tion to the true structure, the values of Da and Rh thus comput-
ed are themselves approximations to the correct values. To
overcome this limitation, the values of Da and Rh were opti-
mised in an iterative manner by repeating the protocol with Da


and Rh recalculated for each round of refinement by using the
refined structure from the previous round as a template. This
process was continued until Da and Rh converged (within
twelve iterations—see Table S1 and Figure S1 in the Support-
ing Information).


The refinement protocol itself was designed by using solely
conjugate–gradient-based minimisation of the RDC energy.
Such an approach is suitable in situations in which the tem-
plate structure is a good approximation to the true structure.


In addition to the geometric force field and SANI potential, the
secondary structure of the protein was preserved in the first
stages of the protocol by applying a NCS-potential term, in
which the relative positions of the atoms within a user-defined
secondary-structure element are restrained according to their
positions in a reference molecule. While the NCS potential acts
to maintain local conformation within the defined group, it
places no restrictions on the global orientation.


The protocol consisted of several rounds of conjugate–gradi-
ent minimisation, with successive reductions in the weight of
the NCS potential and redefinition of the NCS reference mole-
cule at the start of each stage as the refined structure from the
previous round (in the first round, the NCS reference molecule
is the template structure). In the early stages, the local back-
bone conformation in the regions of defined secondary struc-
ture is strongly restrained, so that reduction in the SANI
energy proceeds initially through optimisation of the orienta-
tion of the secondary-structure elements. The strongly reduced
weight of the NCS potential in the latter stages permits adjust-
ment of the backbone conformation, and allows for the possi-
bility of significant local structural changes at both the muta-
tion and distant sites.


Protocol validation


To validate the refinement protocol, an artificial RDC data set
was simulated (PALES[18]) by using the template structure for
refinement (the alignment tensor for simulation of these data
was defined to have the magnitude and orientation of the
tensor obtained by fitting the experimental data to the tem-
plate structure). For this data set, the template structure is the
“correct” structure, and the performance of the refinement
protocol can then be assessed by examining its ability to
return an artificially distorted 15.5K-2 molecule to the correct
structure.


The distorted test structure was generated by allowing the
15.5K-2 template structure to relax in a constant-temperature
molecular dynamics simulation.[19] The secondary structure was
maintained through the application of strong NCS restraints.
This simulation produced a test structure with backbone con-
formations in regions of secondary structure that are close to
the starting structure, but in which the orientations of the sec-
ondary structure elements were significantly tilted relative to
the template. The degree of distortion was quantified by calcu-
lating all pairs of interhelix angles for the five helices in 15.5K-
2. The RMS deviation of the interhelix angles in the distorted
structure relative to the correct (template) structure was 30.08.


The data content of the simulated data used for refining the
distorted test structure was equal to the available experimental
data (84 N�HN and 48 N�C’ RDCs). In addition, Gaussian noise
was added to give errors in the simulated data that wereACHTUNGTRENNUNGapproximately equal to the corresponding uncertainties in the
experimental data. Fitting these data to the distorted test
structure gave a quality factor (Q-factor) of 0.72. The Q-factor
is a measure of the agreement of the experimental—simulat-
ed, in this case—RDCs, Dexp, with those back-calculated from a
trial structure, Dcalc, and is defined as:
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Q ¼


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i Di


exp � Di
calcd


� � 2


P
i Di


exp


� � 2


vuuut ð3Þ


The refinement protocol produced a structure with a Q-
factor of 0.16 and an interhelix angular root-mean-square devi-
ation (RMSD) relative to the correct structure of 4.98 ; this dem-
onstrates the efficiency of the protocol in correcting orienta-
tions of misaligned secondary-structure elements. A controlACHTUNGTRENNUNGrefinement in which RDC data were omitted gave a structure
with an interhelix RMSD of 20.88 (Q-factor of 0.70). Results of
similar quality were obtained when testing the ability of the
protocol to find the correct local conformation by starting
from a locally distorted structure by using N�HN, N�C’ and HN�
C’ RDCs.


Application to the 15.5K-2–U4 5’-SL (33nt) complex


Previous studies that were aimed at mapping the interaction
surface between 15.5K and hPrp31 indicated that the 15.5K-2
mutant (E74R/D75K/K76M/N77T) exhibits a fourfold-reduced
binding affinity to hPrp31 in pull-down assays.[13] However, in a
recently solved crystal structure of the hPrp31–15.5K–U4
RNP,[14] these residues do not make direct structural contacts
with hPrp31. Hence, any structural changes at the mutation
site should not affect the binding interaction with hPrp31.
However, it is possible that in addition to local perturbations,
the mutations could also introduce global changes in the
structure of the 15.5K protein, such that the interfacial surface
with hPrp31 is perturbed, thereby disrupting the interaction
between the two proteins. To confirm or discount this hypoth-
esis, we applied our RDC refinement protocol to generate a
structural model for the mutated 15.5K-2 protein from the
crystal structure of the wild-type protein in the 15.5K–U4 5’-SL
binary complex.[10]


The N�HN correlation maps suggest there is strong similarity
between the structures of the wild-type and mutant 15.5K–U4


5’-SL binary complexes, with the largest chemical shift differen-
ces located primarily at the mutation site (see Figure S2). This
indicates that the crystal structure of 15.5K in the 15.5K–U4 5’-
SL binary complex is an appropriate starting point for RDC re-
finement. Initial fitting of the N�HN and N�C’ RDCs measured
on the mutant binary complex of this template structure also
demonstrates that the solution structure of the 15.5K-2 mutant
does not differ greatly from the crystal structure of the wild-
type protein and yields Q-factors of 0.43–0.48 for the three
available data sets (one N�C’ and two N�HN data sets; Fig-
ure 3 A). A similar Q-factor of 0.4 is found when fitting the
wild-type N�HN data to the wild-type crystal structure (Fig-
ure 3 B). The orientation tensors obtained by fitting the wild-
type and mutant N�HN data to the respective template struc-
tures are also similar (see Figure S1 A).


One striking feature of these plots is the outlying point that
corresponds to H68 in helix a3. The isolated nature of this out-
lier suggests that the underlying difference between the true
structure and the template is a local conformational change
rather than a re-orientation of helix a3. Furthermore, fitting
the N�HN RDCs measured on the wild-type complex to the
wild-type crystal structure also gives a similar discrepancy for
H68 (Figure 3 B and Figure S3); this indicates a local difference
between the solution and crystal structures of the wild-type
15.5K that is preserved in the 15.5K-2 mutant. The pattern of
carbon chemical shifts in this region for wild-type 15.5K is also
suggestive of a noncanonical backbone conformation, with a
large negative secondary chemical shift difference DdCa�DdCb


for H68 (top panel, Figure S4). The DdCa shift differences for
15.5K, which also exhibit an unusual alternating negative–posi-
tive pattern from I66 to L69, are exactly mirrored in the muACHTUNGTRENNUNGtant
15.5K-2 (middle and bottom panels, Figure S4) ; this further
demonstrates that while there are differences between the
crystal and solution structures of 15.5K, these differences are
reproduced very closely in 15.5K-2.


To confirm the expected similarity between the structures of
the mutant and wild-type 15.5K proteins, a structural model of
15.5K-2 was generated by RDC refinement using the crystal


Figure 3. A) Correlations between experimental and back-calculated RDCs for the 15.5K-2 mutant. Left : the two N�HN data sets, with Q-factors of 0.48 (grey
boxes) and 0.43 (white boxes). Right: N�C’ data (Q-factor of 0.48). B) Correlation between experimental and back-calculated N�HN RDCs for wild-type 15.5K
(Q-factor of 0.40). The N�HN data are plotted as a function of residue number in Figure S3 (Supporting Information).
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structure of 15.5K as a template. After refinement, the Q-factor
representing the agreement between the experimental RDCs
and those that were back-calculated from the refined structure
dropped to 0.1 and 0.08 for the two N�HN RDC data sets and
to 0.19 for the N�C’ data; this confirms the convergence of
the refinement procedure. The higher Q-value observed for
the N�C’ data reflects the lower weight that is given to the N�
C’ restraints during the refinement. The corresponding RMSDs
are approximately equal to the RMS uncertainties in the experi-
mental data (1.3–1.6 Hz and 0.5 Hz for the N�HN and N�C’
data sets, respectively).


The refined 15.5K-2 structure is shown in Figure 4. As pre-
dicted, it is very similar to the crystal structure of the wild-type
protein, with a backbone RMSD of 0.64 � between the two


structures (residues 8–126). There are only minimal differences
in the relative orientations of the secondary structure ele-
ments, as shown by the low RMSD value of all interhelix
angles (3.18). The changes in the backbone conformation are
also relatively small, with RMSDs in the f- and y-backboneACHTUNGTRENNUNGdihedral angles of approximately 108. As expected from the
initial analysis on the unrefined template structure (Figure 3),
there is a slight conformational change in the region of the 310


helix located at the N terminus of a3, with loss of regular heli-
cal structure for I66 (as defined by STRIDE[20]). Closer inspection
of the backbone dihedral angles for this stretch of residues re-
veals that there are appreciable differences (20–308) in one or
both of f and y for the four residues 66–69 between the tem-
plate and refined structures. The loss of the recognised 310 heli-
cal structure for I66 can be attributed to both the change in
the f and y angles and the concomitant lengthening of the
hydrogen bond from the amide group of I66 to the carbonyl
group of L69 (from 1.9 � to 3.0 �). Interestingly, a large devia-
tion is observed between the experimental and back-calculat-
ed values for the N�HN RDC of H68 and for the L69 N�H68 C’
coupling, but not for the L67 N–I66 C’ coupling (Figure 3 A).
Overall, these observations indicate that the conformational
change in the 310 helical region of a3 is driven by a reorienta-
tion of the peptide plane between H68 and L69.


These local conformational changes are located in the inter-
facial region between 15.5K and hPrp31, and it may be pro-
posed that they could contribute to the apparent reduced
binding affinity between the 15.5K-2 mutant and hPrp31. How-
ever, the similarity between the N�HN RDCs recorded on wild-
type 15.5K and those from the mutant in the region under
consideration (Figure 2 B), and the matching DdCa shift differ-
ences (Figure S4) both indicate that the conformational differ-
ences between the generated structure of the 15.5K-2 mutant
and the wild-type crystal structure are also present in the wild-
type solution structure. As such, these conformational rear-
rangements cannot be invoked to explain the reduction in the
strength of the interaction between 15.5K-2 and hPrp31.


Electrophoretic gel mobility shift assays


To pinpoint the residue responsible for the reported dysfunc-
tion of the 15.5K-2 mutant, four further mutants were created:
E74R, D75K, K76M and E74R/D75K. Gel mobility shift assays
were performed with these mutants to investigate their ability
to form ternary complexes with hPrp31 and U4 5’-SL RNA. The
four mutants and wild-type 15.5K were incubated with radiola-
belled U4 5’-SL-33nt, titrated with increasing amounts of MBP–
hPrp31, and the resulting mixtures of protein–RNA complexes
were separated on a native gel (Figure 5). All of the 15.5K mu-
tants were capable of forming ternary complexes with hPrp31.
15.5K-2 showed a slight reduction in binding affinity compared
to the wild-type, as did the D75K and E74R/D75K mutants,
with D75K showing the most noticeable change. There was no
detectable reduction in the binding affinity for the K76M
mutant (data not shown). Taken together, these results indicate
that the decreased binding affinity of the 15.5K-2–U4 5’-SL
complex for hPrp31 can be attributed to the D75K mutation.


Discussion


We have presented a simple RDC-based structure refinement
protocol for assessing the structural integrity of mutated pro-
teins, and demonstrated its application to the 15.5K-2 protein.
Previous experiments had indicated that the 15.5K-2–U4 RNP
exhibited reduced binding to hPrp31, but subsequent structur-
al studies on the ternary complex showed that the mutated
residues in 15.5K-2 are not directly involved in the protein–pro-
tein interface. To investigate the possibility that the attenuated
binding affinity could be the result of global structural changes
that are induced by the mutations, we generated a structural
model for the 15.5K-2 mutant by RDC refinement of the 15.5K
crystal structure. The structure thus determined was very simi-
lar to the template structure, with no identifiable structural dis-
tortions that would interfere with the binding to hPrp31. A
slight change in the local backbone conformation was revealed
in the 310 helix at the N terminus of a3, but RDC and carbon
chemical shift data collected on the wild-type protein indicat-
ed that a similar change is expected in the solution-state struc-
ture of 15.5K; this discounts the possibility that this change is
responsible for the reduced binding affinity of 15.5K-2.


Figure 4. Structural model for 15.5K-2. Two orthogonal views showing over-
lay of the refined 15.5K-2 structure (gold) with the wild-type 15.5K crystal
structure (grey). The principal difference between the two structures is the
partial loss of the 310 helix in the solution mutant structure (highlighted by
the circles).
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Next, we performed gel mobility shift assays with 15.5K-2
and four related mutants. The results for 15.5K-2 confirmed the
previous findings from pull-down assays, and indicated that
this mutant exhibits weaker binding (ca. two- to fourfold re-
duction) to hPrp31 than wild-type 15.5K. However, the crystal
structure of the complex indicates that the mutated residues
are not directly contacting the hPrp31. An explanation for


these observations was revealed
from the gel-shift assays with
the four related mutants. The
mutants D75K and E74R/D75K
showed similar reductions in
binding affinity to 15.5K-2,
whereas E74R and K76M both
exhibited near wild-type affinity
for hPrp31. In fact, the single
mutation D75K is sufficient to
account for all the correspond-
ing binding affinity reduction
shown by 15.5K-2. Inspection
of the crystal structure of
hPrp3178–333–15.5K–U4 5’-SL[14]


reveals that the negatively
charged carboxylate group of
D75 in 15.5K is only ~4–6 �
away from the positively
charged amino group of K243
in hPrp31 (Figure 6). This attrac-
tive electrostatic interaction is
changed into repulsion in the
mutant D75K and lowers the
binding affinity of the two pro-
teins, despite the fact that D75
does not belong to the pro-
tein–protein interface. This indi-
cates that binding studies can
be sensitive to non-direct inter-
actions, and suggests that a
cautious approach is advisable
when translating mutagenesis
data into direct structural con-
tacts.


In conclusion, we have pre-
sented a simple protocol that is
based on easily accessible resid-
ual dipolar coupling data for
rapid verification of the struc-
tural integrity of mutated pro-
teins; this allows increased con-
fidence in the interpretation of
results from biochemical experi-
ments performed by using the
mutant proteins. We have ap-
plied the protocol to the 15.5K-
2 mutant protein, and demon-
strated that its structure is not
significantly altered from wild-


type 15.5K. This result in combination with the recently solved
crystal structure of the hPrp31–15.5K–U4 complex prompted
us to re-examine a previous pull-down study in which the
15.5K-2–U4 RNP was shown to exhibit reduced binding to
hPrp31. Gel-shift assays with 15.5K-2 and related single and
double mutants enabled us to pinpoint the single amino acid
mutation that is principally responsible for the weaker binding,


Figure 5. Autoradiograms of gel mobility shift assays performed on the wild-type and mutant 15.5K–U4 5’-SL pri-
mary RNPs titrated with MBP–hPrp31. The “+” and “�” signs indicate the presence or absence, respectively, of the
corresponding component. For MBP–hPrp31, the increasing amounts are listed in pmol. In each case, lane 1 con-
tains U4 5’-SL-33nt alone, lane 2 contains the primary RNP, lanes 3–6 contain the primary RNP titrated with in-
creasing amounts of MBP–hPrp31, and lane 7 represents a negative control without 15.5K protein (U4 5’-SL and
MBP–hPrp31).
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and led to the conclusion that the reduction in binding affinity
is due to a non-direct interaction rather than a direct interfacial
contact.


Experimental Section


Site-directed mutagenesis : Single and double amino acid changes
were generated in 15.5K by using the QuikChange site-directed
mutagenesis kit (Qiagen). The plasmid DNA was obtained by using
the Miniprep kit (Qiagen).


NMR spectroscopy experiments on 15.5K–U4 5’-SL–33nt and
15.5K-2–U4 5’-SL–33nt : 15.5K and its mutants were expressed as
GST fusion proteins and were purified as described for wild-type
15.5K in Liu et al.[14] 15.5K and 15.5K-2 were uniformly labelled with
15N and 13C by expression in minimal medium containing 15NH4Cl
and 13C-glucose. In addition, 15.5K was 70 % deuterated. The unla-
belled U4 5’-SL 33nt oligonucleotide was purchased from IBA
GmbH (Goettingen, Germany), dialysed into the NMR sample
buffer (10 mm Tris–HCl, pH 7.6, 120 mm NaCl, 2 mm DTT) and an-
nealed at 65 8C for 90 s before combination with the proteins. The
backbone assignments of the 15.5K–U4 complex were obtained
from TROSY versions of HNCA, HN(CO)CA, HNCACB, and HN(CO)-
CACB spectra,[21, 22] which were recorded on a Bruker 900 MHz spec-
trometer. The backbone assignments of the 15.5K-2–U4 complex
were obtained from non-TROSY versions of HNCA and HN(CO)CA
spectra, which were recorded on a Bruker 600 MHz spectrometer.
All experiments were recorded on ~0.3 mm samples at 308 K.


Residual dipolar couplings (RDCs) were measured for both wild-
type and 15.5K-2 proteins in complex with the U4 5’-SL RNA (33nt).
Anisotropic samples were prepared by addition of filamentous
phage Pf1 (ASLA Biotech, Riga, Latvia) to a concentration of
~10 mg mL�1. N�HN couplings were measured by using a modified
IPAP-HSQC experiment.[23] N�C’ couplings were determined by


using a double-interleaved E.COSY-type 15N HSQC experiment,[24]


for which the two components of the reduced multiplets are offset
by the N�C’ and C’�HN couplings in the 15N and 1H dimensions,ACHTUNGTRENNUNGrespectively. RDCs were determined for two samples of the 15.5K-
2–U4 5’-SL complex; for the first sample, only N�HN RDCs wereACHTUNGTRENNUNGrecorded, whereas for the second sample, both N�HN and N�C’
RDCs were measured. For the wild-type complex, a single set of
N�HN RDCs were acquired. All experiments were carried out at
308 K and 600 MHz. The extracted data were trimmed to exclude
values from flexible residues (residues 1–7, 127 and 128) and resi-
dues with overlapped peaks in the 15N HSQC spectrum. In addition,
some N�C’ RDCs were excluded due to insufficient signal-to-noise
ratios of the corresponding resonances. The final data set for re-
finement consisted of 80 N�HN couplings from the first sample,
and 73 N�HN and 48 N�C’ couplings from the second sample (in
total, 84 residues are represented by at least one N�HN RDC). The
root-mean-square (RMS) uncertainties in the N�HN and N�C’ RDCs
were calculated as 1.3–1.6 Hz and 0.5 Hz, respectively.


Structure refinement of the 15.5K-2–U4 5’-SL-33nt complex with
RDCs : The template structure for refinement was derived from the
15.5K–U4 5’-SL crystal structure (PDB ID: 1E7K[10]). The side chains
of residues 74–78 were replaced according to the mutations in
15.5K-2 (Chimera[25]), hydrogen atoms were added, and the result-
ing structure was regularised by using a short minimisation.


The refinement protocol was written in the structure calculation
program Xplor-NIH.[15, 16] The SANI potential[1] for the RDC restraints
was implemented as a harmonic potential, with force constants,
kSANI, of 0.5 kcal mol�1 Hz�2 and 0.05 kcal mol�1 Hz�2 for N�HN and
N�C’ restraints, respectively. N�C’ couplings were premultiplied by
a scaling factor, given by (gH/gC)·(rN�C’/rN�H)3 = 8.3. The force con-
stants were empirically adjusted such that the RMSD of the back-
calculated RDCs after refinement was approximately equal to the
estimated uncertainty in the experimental data. Two alignment
tensors corresponding to the two samples were defined in the re-
finement protocol, with distinct magnitudes, Da and Rh, and orien-
tations. Six rounds of minimisation were performed, with the
weight of the NCS potential reduced by a factor of ten at each
stage, from an initial value of 100 000 kcal mol�1 ��2 to 1 kcal
mol�1 ��2 in the final round. Each round consisted of 5000 steps of
conjugate–gradient minimisation. NCS restraints were applied to
the nine secondary-structure elements of the 15.5K–U4 5’-SL struc-
ture as determined by using the program STRIDE.[20] The NCS refer-
ence molecule was re-defined at each stage as the refined struc-
ture from the previous round.


The distorted test structure used for protocol validation was gener-
ated by allowing the 15.5K-2 template structure to relax in 10 ps of
constant-temperature (2000 K) molecular dynamics. The secondary
structure was maintained through application of strong NCS re-
straints (force constant of 10 000 kcal mol�1 ��2).


Electrophoretic gel mobility shift assays : Radioactively 5’-labelled
RNA oligonucleotides (30–50 fmol) were used in the band-shift
assays. In vitro reconstitution of protein–RNA complexes was car-
ried out by adding 100-fold molar excesses of 15.5K (wild-type and
mutants) and hPrp31 in the quantities indicated in Figure 5 to U4
5’-SL–33nt. The protein concentration was determined by the Brad-
ford assay. The buffer contained E. coli tRNA (10 mg), Triton X-100
(0.2 %) and DTT (1 mm) in an end volume of 20 mL. The samples
were incubated at 4 8C for 30–60 min and were loaded onto native
polyacrylamide gels (6–9 %). Gel electrophoresis was performed at
4 8C in tris-borate-EDTA (TBE) buffer (0.5 � ) at 9 W for 1.5 h.


Figure 6. Detail of 15.5K–U4 5’-SL–hPrp31 crystal structure (15.5K in light
grey, U4 5’-SL in black and hPrp31 in dark grey) highlighting the electrostatic
interaction between the D75 (15.5K) carboxylate group and the K243
(hPrp31) amino group.
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Introduction


A promising strategy for intracellular delivery that has been
consolidated over the last decade is the use of peptides with
the capacity to translocate across the cytoplasmic membrane,
known as cell-penetrating peptides (CPPs).[1] The most
common feature of CPPs is the presence of positively charged
amino acids, especially arginines.[2] Moreover, the addition of
hydrophobic moieties to the peptide sequence has been
found to increase cellular uptake considerably.[3] For these rea-
sons, CPPs are often endowed with these two properties
through the introduction of an amphipathic sequence.[4]


CPPs have the capacity to transport distinct types of car-
goes—ranging from low-molecular-weight drugs to liposomes,
plasmids, antibodies and nanoparticles (Nps)—into the cell.[5]


Nps are of particular interest for diagnostic purposes and treat-
ment because of recent advances in nanobiomedicine.[6] They
have recently been extensively used for drug and gene deliv-
ery,[7] tissue engineering,[8] hyperthermia cancer therapy,[9] tar-
geted drug delivery and imaging,[10] and magnetic resonance
imaging contrast enhancement,[11] among other applications.
This wide range of uses has arisen from the recent develop-
ments in material physics and chemistry[12] that have allowed
the optical, magnetic and electrical detection of diverse states
of biological systems and living organisms with the aid of
nanomaterials.


Here we examine the use of metal Nps that have two parts :
a metal core and an outer organic/inorganic-stabilising layer.
The core can be made out of a variety of materials and it de-
termines the optical and electric properties of the Nps; thanks
to these physical properties, the core can be used for targeting
and remote excitation. The organic or inorganic molecules dec-
orating the metal core surface are exposed at the surface and
directly interact with the biological media. The shell is thus the


determinant part for the reactivity and interfacial interactions
of the ensemble.


When the metal nanoparticle is considered as an entity (core
and shell), several other properties are found, such as the “en-
hanced permeability and retention” effect, which causes an in-
creased rate of nanoparticle distribution in tumour tissue and
inflamed sites as a result of the presence of leaky vessels in
this tissues.[13] Other properties that can result when a biomol-
ecule is bound to a metal nanoparticle include decreased deg-
radation of the biomolecule on the nanoparticle surface and
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Cell-penetrating peptides (CPPs) are a potential tool for intra-
cellular delivery of different kinds of cargoes. Because of their
growing use in nanobiomedicine, both for diagnostics and for
treatment, metal nanoparticles are an interesting cargo for
CPPs. Here, gold nanoparticles (AuNps) and the amphipathic
proline-rich peptide SAP have been used. Conjugation of the
peptide onto the AuNps was achieved by addition of a cys-
teine to the SAP sequence for thiol chemisorption on gold,
and the attachment was confirmed by visible spectroscopy, dy-


namic light scattering (DLS), z-potential (ZP), stability towards
ionic strength (as high as 1 m NaCl), X-ray photoelectron spec-
troscopy (XPS) and high-resolution transmission electron mi-
croscopy (HR-TEM) coupled to electron energy loss spectrosco-
py (EELS). AuNp-C-SAP internalization in HeLa cells was ob-
served by three different microscopy techniques—TEM, confo-
cal laser scanning microscopy (CLSM) and transmission X-ray
microscopy (TXM)—and all of them have confirmed the effec-
tive intracellular delivery of AuNps by SAP.
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reduced renal clearance (the cut-off for renal clearance is
around 5 nm), which causes increased half-lives of drugs and
more prolonged pharmacological effects when conjugated to
Nps.[14]


Due to the growing interest in the use of metal Nps in living
systems, detailed cellular studies are required before their ap-
plication in vivo for treatment or diagnosis purposes. Although
Nps are generally used extracellularly, their intracellular use is
of great interest as most of the important drug targets are lo-
cated inside the cell. There have been some precedents in this
area,[15] but research effort is still required in this field, because
gaining access to the intracellular region should widen the use
of Nps and consequently expand their therapeutic applica-
tions.


The cell-penetrating peptide Tat has already been used to
achieve nanoparticle access to the intracellular region.[5, 15]


However, although it aids in transporting Nps into the cell nu-
cleus, cell viability is compromised. Here we have used amphi-
pathic Pro-rich peptides[16] derived from the N-terminal g-zein,
a maize storage protein. These represent one of the newest
classes of CPPs, as a result of their demonstrated efficiency in
translocation across the cytoplasmic membrane without pre-
senting toxicity, both in cell cultures and in vivo.[17] The pres-
ence of a 50 % proline content in the sequence ensures that
the peptide adopts the three residues per turn periodicity of
the polyproline II structure. An amphipathic helix can then be
formed by placing hydrophobic amino acids at i/ ACHTUNGTRENNUNG(i+2), (i+6)/ ACHTUNG-TRENNUNG(i+8), etc. and hydrophilic ones at (i+1), (i+7), etc. Of the pep-
tides initially tested, (VRLPPP)3, also known as sweet arrow
peptide (SAP), was the most effective in cellular translocation.
Furthermore, this peptide is not cytotoxic at concentrations up
to 1 mm.[18]


As the metal nanoparticle component, gold Nps (AuNps)
were chosen as SAP cargo because of their established non-cy-
totoxicity, stability, ease of preparation and controllable surface
chemistry.[19] In addition, their excellent photonic properties
offer several advantages for imaging: strong light scattering,
brightness much higher than that of organic fluorophores,
non-susceptibility to photobleaching, and ease of detection in
the nm range.


AuNps have also been widely studied for biological purpos-
es.[20] Their nanometric scale, together with their highly elec-
tron-dense and strongly metallic character, make them suitable
for use as energy antennas for the local and remote manipula-
tion of DNA[21] or protein aggregates,[22] and for medical hyper-
thermia,[23] as new vehicles for drug delivery,[24] or as scaffolds
for antigen delivery.[25]


For all the aforementioned reasons, here we have tracked
the cellular uptake of AuNps decorated with SAP by several
microscopy techniques.


Results and Discussion


C-SAP conjugation to AuNps and characterisation


To attach SAP to AuNps the peptide with an N-terminal cys-
teine—C-SAP, or C-(VRLPPP)3—was prepared by standard


Fmoc/tBu solid-phase peptide synthesis. This approach allowed
the highly favourable thiol chemisorption on gold. The ener-
getics of thiol–gold bond formation are complex, and several
accounts relating to the nature and the geometry of binding
and the diverse energetic pathways (through thiol radical, thiol
or thiolate) that might be followed in order to form the bond
have been reported. In the case of alkanethiols forming self-as-
sembled monolayers, the consensus is that hydrogen atoms,
from S�H, are generally dissociated during chemisorption.[26] In
self-assembled monolayers, monolayer formation is also pro-
moted by van der Waals interactions, which pack alkyl chains,
thereby assisting conjugation. In the conjugation of peptides
to an Au surface, a similar effect may occur because of electro-
static or hydrophobic interactions. In the case of peptides with
amphipathic character, both kinds of interaction may help to
pack several peptide copies on the Au surface. This feature
could be an advantage when dealing with peptides presenting
secondary amphipathicity: that is, peptides presenting hydro-
philicity on one face of the helix and hydrophobicity on the
opposite face, as is the case of SAP.


AuNps of 12�1 nm in diameter were routinely synthesised
by the well-established Turkevich method, in which a gold salt
is reduced in aqueous sodium citrate solution, thereby produc-
ing nearly monodisperse spherical Nps over a tuneable range
of sizes depending on the gold/citrate ratio.[27] C-SAP was rap-
idly coupled to these particles, in less than 15 min in aqueous
solution at room temperature. The conjugation mechanism
could be driven by an initial electrostatic interaction: that is,
the positive amino N-terminal group in the vicinity of the thiol
might significantly accelerate the thiol approach onto the gold
nanoparticle surface.[28] Moreover, this interaction may be cu-
mulative with that of the N-terminal primary amine, because
amino groups are also known to display strong interaction
with Au surfaces.[29] The conjugation was performed in the
presence of excess peptide with rapid stirring to ensure full
coverage of AuNps and a homogeneous process. The excess of
peptide was later removed by dialysis.


Peptide-decorated AuNps were studied by visible spectros-
copy, dynamic light scattering (DLS), z-potential (ZP), X-ray
photoelectron spectroscopy (XPS) and high-resolution trans-
mission electron microscopy (HR-TEM) coupled to electron
energy loss spectroscopy (EELS). Visible spectroscopy showed
that citrate-stabilised AuNps displayed a characteristic absorb-
ance band at 519 nm. Once the C-SAP had been conjugated
on the particle surfaces, we observed a red shift of about 12–
14 nm in the surface plasmon resonance (SPR) band (see Fig-
ure 1 A and C) caused by environmental changes in the dielec-
tric constant around the surfaces of these particles.[30] The in-
crease in the hydrodynamic size—about 8–12.3 nm for AuNps
and 20.5 nm for AuNp-C-SAP—as shown by DLS further corro-
borated that peptide conjugation had taken place.


Moreover, C-SAP conjugation to AuNps was confirmed by
the change in the surface charge by ZP measurements, from
�38.2 mV for AuNps, because of the adsorbed citrate, to
+6.6 mV in AuNp-C-SAP, because C-SAP possesses a +3 net
charge at neutral pH as a result of its Arg residues. In addition,
this change in the surface charge allowed us to discern the
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nature of the nanoparticle stabilisation mechanism:
from electrostatic in citrate-stabilised AuNps to
steric/electrosteric stabilisation in AuNp-C-SAP.


This finding was further corroborated by study of
the stability towards ionic strength, which also pro-
vided strong evidence of SAP attachment to the
gold nanoparticle surface. The addition of increasing
concentrations of sodium chloride caused citrate-sta-
bilised AuNps to aggregate, the colour of the solu-
tion turned blue, and there was a clear shift in the
plasmon band. This observation can be explained in
terms of screening of the negative charge particle
repulsion, which causes a decrease in interparticle
distance,[31] ultimately leading to dipole coupling be-
tween the plasmons of neighbouring particles to form the ag-
gregates.[30, 32] When the peptide is attached to the Nps, high
ionic strength does not affect its stability, because the AuNps
are not in a colloidal state as a result of charge repulsion but
as one of steric stabilisation (see Figure S1 in the Supporting
Information).[33] An AuNp-C-SAP colloidal solution containing
NaCl (1 m) remained stable for more than a month.


XPS was used to prove the presence of Au�S bonds on the
AuNp surface.[34] In the case of peptide-conjugated AuNps,
peaks from S2p, S2s and Au4f core levels were detected. The
S2p signal consisted of a broad band with a maximum at
168 eV, which corresponded to the chemisorption of S onto
Au. S2p and S2s core level peaks were not observed for cit-
rate-stabilised AuNp (Figures S2 and S3 in the Supporting In-
formation).


HR-TEM images of AuNp-C-SAP showed low electron density
around the Nps, possibly reflecting the attachment of the pep-
tide at their surfaces (see Figure 1 B, in contrast with AuNps,
Figure S4 in the Supporting Information). Coupling HR-TEM to
EELS confirmed, by identification of peaks at 288 and 296 eV
and by sulphur mapping, that the low electron density corre-
sponded to a thiol-containing molecule.


Cellular uptake of AuNp-C-SAP


To check whether and how C-SAP transported AuNps into the
cell, HeLa cells were incubated with an AuNp-C-SAP solution
for 3 h. They were then fixed, dehydrated and embedded in
epoxy resin for TEM observation. In the centrifugation stepACHTUNGTRENNUNGimmediately after fixation, the pellet of cells incubated with
AuNp-C-SAP had a burgundy colour, possibly indicating the
presence of AuNp-C-SAP. This visibly contrasted with the pellet
from cells treated with AuNp, which was white (see Figure 1 D).
After sectioning with an ultramicrotome and staining, we ob-
served HeLa subcellular structures with ease and the nucleus
was well defined. For cells treated with AuNp-C-SAP, AuNps
were clearly visible as higher-contrast regions inside endo-
somes or attached to the cell membrane, possibly waiting to
be taken up (see Figure 2, right-hand image). In contrast, the
cells that had been incubated with citrate-stabilised AuNpsACHTUNGTRENNUNGrevealed no uptake after exhaustive TEM observation (see
Figure 2, left-hand image).


At longer incubation times (4–5 h), the morphology of the
vesicles containing the Nps changed significantly. The vesicles
at later incubation times presented multimembrane structures
with higher contrast : that is, they contained a higher propor-
tion of organic material and probably corresponded to com-
plex intracellular organelles containing smaller vesicles known
as multivesicular bodies (see Figure 3). Multivesicular bodies
are ultimately delivered to lysosomes, but they can also fuse
back with late endosomes.[35]


After confirmation of AuNp-C-SAP uptake by TEM, confocal
laser scanning microscopy (CLSM) was used to assess the
uptake in living cells. CLSM is normally used to track fluores-
cently labelled molecules, but here the AuNps were visualised
by the light they reflected when irradiated with a laser (confo-
cal reflectance microscopy).[23, 36] While the control cells and the


Figure 1. A) Visible spectra of AuNp (in black) and AuNp-C-SAP (in red) solu-
tions. B) HR-TEM image of AuNp-C-SAP (� 500 000). C) The absorption red
shift in the conjugation process can be seen by the naked eye. D) Pellet of
HeLa cells incubated with AuNp (left) or with AuNp-C-SAP (right).


Figure 2. Electron micrographs of HeLa cells incubated with AuNps (left) or AuNp-C-SAP
(right) for 3 h. The insert shows a magnification of an endosome full of AuNp-C-SAP.
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cells incubated with AuNps presented low reflection signals,
those incubated with AuNp-C-SAP showed increased reflected
light (Figure 4). In contrast to TEM, in which the ultrathin sec-


tions corresponded to a thickness of 50 nm, in CLSM the
whole cell was viewed. Thus, after optical sectioning and spa-
tial reconstruction of cells, CLSM allowed us to observe AuNp-
C-SAP homogenously distributed throughout the cytoplasm. In
all the experiments, contrast phase and bright field were used
to assess normal cell morphology, and labelling of the cell
membrane with Oregon green-wheat germ agglutinin con-
firmed that most of the reflection signal came from the intra-
cellular region (see Figure S5 in the Supporting Information).


An emerging technique for imaging cells is transmission X-
ray microscopy (TXM). Because X-rays have shorter wave-
lengths (0.3 nm to 5 nm) than visible light, higher spatial reso-
lution can be achieved than with CLSM. In the case of sensitive
samples the ultimate resolution is limited by radiation dose
(up to about 10 nm),[37] but TXM can offer several advantages.
It can produce images of relatively thick samples (up to
10 mm). Two-dimensional images with 15 nm resolution have
been achieved recently, as well as tomographies of 50 nm. In
particular, soft X-rays are used in the so-called water window


range (284–543 eV), because cell structures can be visualised
with good absorption contrast without staining as water is rel-
atively transparent.[38]


Therefore, we visualised AuNp-C-SAP uptake by TXM at the
BESSY synchrotron.[39] Many parameters still have to be opti-
mised (the carbon film on the grid holding the samples, forACHTUNGTRENNUNGexample, interfered in the measurement because it prevented
differential contrast between cell structures). However, the con-
tours of HeLa cells and some darker spots, corresponding to
AuNps groups, could clearly seen, because Au is more absorb-
ing than C at the working energy of 520 eV (see Figure 5). As


this was a preliminary attempt, the observation was performed
on 500 nm thick sections of cryofixed cells. However, these sec-
tions are already one order of magnitude thicker than those
used for TEM. To the best of our knowledge, this is the first
report of observation of an internalisation event by TXM.


Although toxicity is a crucial issue when dealing with Nps,[40]


a detailed cytotoxicity study was out of the scope of this
study. Checking the toxicity of Nps is complex because many
parameters are involved. Not only are the core composition
and size of the nanoparticle important, but the molecules dec-
orating its surface, the sample concentration and the incuba-
tion time, as well as the cell line used also play a role. Al-
though Au is an inert metal that should not cause toxicity,
when it is surfacted with a toxic molecule such as cetyl trime-
thylammonium bromide it does have a toxic effect.[40a] As SAP
does not show a cytotoxic effects up to concentrations of
1 mm,[18] we propose that its conjugation onto Au should not
change its non-cytotoxic character. No significant difference in
cell viability was observed between the control cells and those
treated with citrate-stabilised AuNp or AuNp-C-SAP, as ascer-
tained by the percentage of cells unstained with propidium
iodide—a standard marker for dead cells—by flow cytometry
after 24 h treatment at the highest concentration used for
uptake studies (0.3 nm ; see Figure S6 in the Supporting Infor-
mation).


Figure 3. Electron micrograph of a HeLa cell incubated with AuNp-C-SAP for
5 h.


Figure 4. CLSM images of HeLa cells incubated with AuNps (left) or AuNp-C-
SAP (right). Scale bar = 20 mm.


Figure 5. TXM image of HeLa cells incubated with AuNp-C-SAP. Scale
bar = 1 mm.
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Conclusions


In this study we have demonstrated that AuNps can be taken
up by the cell through their conjugation to SAP. This finding
has been confirmed by three microscopy techniques: TEM,
CLSM and TXM.


The microscopy methods used in this study are complemen-
tary, because each presents several unique properties. The op-
timal resolution of TEM allows the detailed visualisation of sub-
cellular structures involved in the internalisation process at a
series of time points. CLSM allows the observation of living
cells, thus providing a real-time study of the process. Moreover,
sample preparation is straightforward, convenient and not
time-consuming. Also, a further advantage not exploited in
this study is the potential to combine reflection with fluores-
cence, and thus simultaneously follow metal Nps and fluores-
cently labelled molecules. With regard to TXM, the main ad-
vantages are that it allows work with thicker samples than
TEM and visualisation of cellular structures without staining.


The excellent photonic properties of AuNps allow cellular
uptake to be tracked by a wide range of techniques and thus
provide detailed insight into the process; this is required in
order to evaluate the interaction of these new nanoparticulate
entities with cells.


It is difficult to find molecules that combine all the desired
properties for a drug: high activity, capacity to home on its
target and delivery to its therapeutic place of action. Nps may
provide convenient scaffolds for unifying these properties by
multiconjugation. The attachment to the nanoparticle of a
vector—such as SAP—to allow access to the intracellular
region, together with the drug itself and molecules for homing
onto the desired target should result in a final entity with all
the desired properties.


Experimental Section


Materials : Fmoc-Na-protected amino acids were obtained from
IRIS Biotech GmbH (Marktredwitz, Germany). The 2-chlorotrityl
chloride resin was purchased from CBL-PATRAS (Patras, Greece).
Coupling reagents: 7-azabenzotriazol-1-yloxytris(pyrrolidino)phos-
phonium hexafluorophosphate (PyAOP) was obtained from Ap-
plied Biosystems, benzotriazol-1-yloxytris(pyrrolidino)phosphonium
hexafluorophosphate (PyBOP) from Novabiochem (La�felfingen,
Switzerland), 1-hydroxy-7-azabenzotriazole (HOAt) from GL Bio-
chem (Shanghai, China), and 2-(1H-benzotriazol-1-yl)-1,1,3,3-tetra-
methyluronium tetrafluoroborate (TBTU) from Albatross Chem Inc.
(Montreal, Canada). Trifluoroacetic acid (TFA) was purchased from
Scharlab S.L. (Barcelona, Spain). Piperidine, dimethylformamide
(DMF), dichloromethane (DCM) and acetonitrile were from SDS
(Peypin, France). N,N-Diisopropylethylamine (DIEA) was obtained
from Merck (Darmstadt, Germany). Triisopropylsilane (TIS) was from
Fluka. Hydrogen tetrachloroaurate ACHTUNGTRENNUNG(III) hydrate was purchased from
Sigma.


Synthesis and chromatography : Peptides were synthesised by
solid-phase synthesis by the 9-fluorenylmethoxycarbonyl/tert-butyl
(Fmoc/tBu) strategy. 2-Chlorotrityl resin, Na-Fmoc-protected amino
acids (2 equiv)/TBTUACHTUNGTRENNUNG(2 equiv) and DIEAACHTUNGTRENNUNG(6 equiv) were used.
2,2,4,6,7-Pentamethyldihydrobenzofuran-5-sulfonyl (Pbf) was used
as a protecting group for the Arg side chain. The Fmoc protecting


group was cleaved by treatment with a solution of piperidine in
DMF (20 %, 2 � 10 min). For incorporation of Fmoc-ArgACHTUNGTRENNUNG(Pbf)-OH
onto the growing peptide resin, TBTU was replaced with the more
potent phosphonium salt PyBOP (2 equiv), which was pre-activated
for 10 min before addition of the amino acid to the peptide resin.
Peptides were cleaved from the resin by treatment with TFA
(95 %), TIS (2.5 %) and water (2.5 %) for 1 h 30 min and identified at
l= 443 nm by analytical RP-HPLC [Waters 996 photodiode array
detector fitted with a Waters 2695 separation module, a Symmetry
column (C18, 5 mm, 4.6 � 150 mm) and the Millennium software;
flow = 1 mL min�1; gradient = 5–100 % B over 15 min; A = TFA in
H2O (0.045 %), B = TFA in acetonitrile (0.036 %)]. Peptides were puri-
fied by semipreparative RP-HPLC [Waters 2487 Dual l Absorbance
Detector fitted with a Waters 2700 Sample Manager, a Waters 600
Controller, a Waters Fraction Collector, a Symmetry� column (C18,
5 mm, 30 � 100 mm) and Millennium chromatography manager
software]. HPLC conditions: flow = 10 mL min�1. Gradient = 5–
20 % D over 5 min; 20–70 % D over 30 min; 70–100 % D over 5 min;
C = TFA in H2O (0.1 %), D = TFA in acetonitrile (0.05 %). Peptides
were characterised by MALDI-TOF mass spectrometry (Voyager-DE
RP MALDI-TOF, PE Biosystems with a 337 nm N2 laser).


AuNp synthesis : AuNps were synthesised by the classical Turke-
vich[27] method. A sodium citrate solution (106 mL, 2.2 mm) was
boiled for 10 min and HAuCl4 (1 mL, 24.3 mm) was added with
rapid stirring. After the solution colour had changed to red, it was
further boiled for 15 min.


C-SAP conjugation to AuNps : C-SAP (20 mm) was added to a
AuNp solution (1.5 nm) in sodium citrate (2.2 mm), and allowed to
react with rapid stirring for 15 min at room temperature (RT). Dialy-
sis (M.W.C.O. 6–8000) over sodium citrate (1 mm) was performed to
remove excess peptide.


AuNp-C-SAP characterisation : Visible spectra were acquired with
a Shimadzu UV-2400 spectrophotometer. For experiments on the
stability with regard to ionic strength, an aqueous sodium chloride
solution was added to AuNp or AuNp-C-SAP at increasing concen-
trations and visible spectra were acquired at each salt concentra-
tion. Dynamic light scattering (DLS) and ZP measurements were
made with a Malvern ZetaSizer Nano ZS instrument operating at a
light source wavelength of 532 nm and a fixed scattering angle of
1738. These measurements were carried out at pH 7.0; DLS size dis-
tribution was analysed by volume and ZP distribution by intensity.
For XPS, AuNp or AuNp-C-SAP solution (10 mL) was placed on a sili-
con nitride surface and analysed with PHI ESCA-5500 equipment. A
monochromatic AlKa X-ray source was used and the chamber was
maintained below 2 � 10�9 Torr. Spectra were analysed with the aid
of Multipak software.


HR-TEM coupled to EELS with AuNp-C-SAP : Three drops (3 �
20 mL) of AuNp-C-SAP solution were placed on a hollow Cu grid
and allowed to dry at RT. All electron micrographs were obtained
with a Jeol JEM 2010F electron microscope (Japan) operating at
200 KV coupled to an electron energy loss spectrometer.


Cell culture and incubation with AuNp-C-SAP : HeLa cells were
obtained from ATCC (Manasas, VA) and cultured in DMEM
(1000 mg per l-glucose, Biological Industries) containing foetal calf
serum (FCS, 10 %), glutamine (2 mm), penicillin (50 U mL�1) and
streptomycin (0.05 g mL�1). Exponentially growing HeLa cells were
detached from the culture flasks by treatment with a trypsin/EDTA
(0.25 %) solution, and the cell suspension was seeded at a concen-
tration of 21.4 � 103 cells per cm2 onto glass cover slips, 4-well Lab-
Teck chambered coverglass, or plastic dishes (Nalge Nunc Interna-
tional, Rochester, NY), depending on the experiment. Experiments
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were carried out 24 h later, at approximately 60 to 70 % conflu-
ence. AuNp or AuNp-C-SAP solutions were sterilised by 30 minACHTUNGTRENNUNGexposure to UV light. Nonadherent cells were washed away, and
attached cells were incubated in DMEM medium at 37 8C under
CO2 (5 %) with a known concentration of AuNp or AuNp-C-SAP.


TEM of ultrathin sections of HeLa cells : HeLa cells were incubated
with an AuNp or AuNp-C-SAP solution (0.3 nm) for 3 h, washed
three times with PBS and fixed with glutaraldehyde (2.5 %) for 1 h.
Cells were detached from the Petri dish by scraping and centri-
fuged (4 8C, 2500 rpm, 10 min), thereby affording a compact pellet.
After four 10 min washings with PB (0.1 m), cells were stained with
OsO4 (1 %) for 1 h and washed again with PB (0.1 m, 10 min each
wash). Cells were dehydrated at 4 8C through a series of acetone
concentrations (50, 70, 90, 96, 100 %), prior to being embedded in
Spurr’s epoxy resin. After cell embedment (60 8C, 48 h), sections
with a thickness of 50 nm were cut with an ultramicrotome and
placed on carbon-coated Cu grids. Finally, these grids were further
enhanced with uranyl acetate. All electron micrographs were ob-
tained with a Jeol JEM 1010 MT electron microscope (Japan) oper-
ating at 80 kV. Images were obtained on a Megaview III (ISIS, M�n-
ster, Germany).


CLSM : HeLa cells were incubated with an AuNp or AuNp-C-SAP so-
lution (0.2 nm) for 2 h and were then washed three times with
DMEM/FCS (10 %) without phenol red. Oregon Green-WGA (1 mL)
was then added and CLSM was performed with a Leica SPII micro-
scope in the reflectance mode with a 63 � objective and 488 nm
excitation with an argon laser, thereby providing 0.25 mm-thick op-
tical sections.


Transmission X-ray microscopy (TXM): HeLa cells were incubated
with an AuNp or AuNp-C-SAP solution (0.2 nm) for 3 h, washed
three times with PBS and fixed with glutaraldehyde (2.5 %) for 1 h.
After scraping, cryo-ultramicrotomy was performed, providing
500 nm-thick sections, which were placed onto carbon-coated Cu
grids. Samples were then observed in a TXM at a synchrotron facili-
ty. Two-dimensional projections of the sample were recorded by
absorption contrast imaging with a CCD camera with exposure
times of around 1 s. The working energy was 520 eV, between the
inner-shell absorption edges of carbon (284 eV) and oxygen
(543 eV); that is, the water window range.[38]


Flow cytometry : For each assay, 21.4 � 103 cells per cm2 were
seeded and cultured for 24 h on plastic dishes. The culture
medium was then discarded, and the cells were incubated for 3 h
at 37 8C under CO2 (5 %) with fresh medium containing AuNp-C-
SAP or AuNp as a negative control (0.3 nm). Cells were washed in
PBS, treated with trypsin for 5 min at 37 8C and collected in plastic
tubes in cold medium. After centrifugation (1000 rpm, 4 8C, 4 min),
the trypsin-containing solution was discarded and the cells were
resuspended in Hepes-buffered (25 mm) cell culture medium con-
taining propidium iodide (5 mg mL�1). Fluorescence analysis was
performed with a Coulter XL flow cytometer. At least 10 000 events
per sample were analysed twice. The results shown are each the
average of two measurements in the flow cytometer, and barsACHTUNGTRENNUNGindicate the standard deviation.
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Introduction


Oxygenases are key enzymes in degrading toxic compounds
(pollutants, drugs and other xenobiotics) and therefore their
potential application as biocatalysts is of great interest.[1] A
protein-engineering approach has been demonstrated to ach-
ieve successful results in going beyond the limits in activity,
protein stability and range of recognised substrates of natural-
ly occurring oxygenases.[2, 3, 4] Moreover a systematic active site
tailoring approach can provide insight in the enzyme mecha-
nism of substrate recognition and catalysis by finely tuning the
kinetic properties and by highlighting the structure–function
interplay that underpins the observed effects.


Catechol dioxygenase and chlorocatechol dioxygenase are
key enzymes in the detoxification cascade of aromatic com-
pounds because they catalyse the reaction that cleaves either
the intradiol or the proximal extradiol bond of catechol ; this
results in ring opening and thus de-aromatises the substrate.
Catechol and its substituted derivatives (particularly mono-
and polychlorinated) are produced as a central catabolites
from converging routes of aromatic degradation pathways, in-
cluding highly recalcitrant compounds such as polychlorinated
biphenyls (PCBs), polynuclear aromatic hydrocarbons (PAHs),
aniline, dibenzofuran, and dibenzo-p-dioxin.[5–9] During the
degradation of these recalcitrant molecules the production of
monoaromatic diols can be repeated at several steps.[7] Among
these, the halogenated derivatives are of great relevance,
given their high toxicity and persistence in the environment.[10]


It has also been reported that chlorinated catechols can com-
petitively inhibit the bacterial oxygenases that operate the first
steps of biphenyl detoxification;[11] therefore the removal of
chlorinated catechols from contaminated sites might enhance
the efficiency of microbial PCB removal systems.


More importantly chlorocatechols in soil and water are de-
rived from chlorophenols and chlorobenzenes that are largely
widespread pollutants due to the extensive release in the envi-
ronment of solvents, herbicides and industrial wastes.[12–14]


Both catechol and chlorocatechols have been reported to pro-
duce toxic effects such as irritation, convulsions and systemic
disorders. Direct effects on DNA as carcinogenic and terato-
genic molecules have also been observed.[15–18] Therefore both
the detection and the removal of catechols and chlorinated
catechols from the environment (soil and waters) is of para-
mount importance.


Catechol 1,2-dioxygenase and chlorocatechol 1,2-dioxyge-
nase, the enzymes that operate the aromatic cleavage through
the ortho intradiolic pathway, share a similar catalytic mecha-
nism. The presence of an FeIII atom enables the enzyme to
insert two hydroxyl groups that are derived from molecular
oxygen without the need of a reducing equivalent supply. All
the enzymes of the family are dimers and contain associated
lipids whose role is still uncertain.[19–21] The recent characterisa-
tion of the crystal structure of two chlorocatechol dioxygenas-
es[20, 22] and the availability of the structures of catechol 1,2-di-
oxygenase from Acinetobacter calcoaceticus ADP1 (1,2-CTD)[21]


and from Pseudomonas arvilla[19] allowed us to highlight and
structurally align some key residues that define the active-site


Catechol 1,2-dioxygenases and chlorocatechol dioxygenases
are FeIII-dependent enzymes that do not require a reductant to
perform the ortho cleavage of the aromatic ring. The reaction
mechanism is common to the two enzymes, and active-site
residues must play a key role in the fine-tuning of specificity.
Protein engineering was applied for the first time to the cata-
lytic pocket of a catechol 1,2-dioxygenase by site-specific and
site-saturation mutagenesis with the purpose of redesigning
the pocket shape for improved catalysis on bulky derivatives.
Mutants were analysed for changes in kinetic parameters : var-


iants for residue 69 show an inversion of specificity with a pref-
erence towards 4-chlorocatechol (decrease of KM by a factor of
20) and activity on the rarely recognised substrate 4,5-dichloro-
catechol, thus creating a novel, engineered chlorocatechol di-
oxygenase. A L69A substitution conveys gain-of-function acti-ACHTUNGTRENNUNGvity towards 4-tert-butylcatechol. Mutations of position 72 en-
hance kcat towards chlorinated substrates. The biphasic Arrhe-
nius plot observed in A72S suggests the involvement of aACHTUNGTRENNUNGdynamic switch in the fine regulation of the enzyme.
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pocket for recognition of catechol and its chlorinated deriva-
tives (Figure 1). The structure–function correlation nevertheless
is not so obvious, because an insertion of six amino acids is
present in catechol dioxygenase compared to chlorocatechol
dioxygenase around residues 73–76 in 1,2-CTD from ADP1
(corresponding to residue 52 in 4-CCD from Rhodococcus
opacus 1CP). The most significant substitutions in the catalytic
pocket are represented by Asp52/Pro76, Ala53/Gly77, Phe78/
Leu109 and Cys224/Ala254 (Rho 1,2-CCD/Ac 1,2-CTD), whereas
other residues are conserved, although backbone and lateral
chains shifts are observed. Sequence and structural alignments
stressed that some conserved positions are crucial for sub-
strate recognition, and that amino acid substitution can tune
the specificity of recognition and catalysis on catechol and
chlorinated catechols. In particular, amino acids in positions 48,
52 and 73 are relevant to differentiate the substrate specificity
of the two highly homologous chlorocatechol dioxygenases
CbnA and TcbC, which recognise 3,5-dichlorocatechol and 3,4-
dichlorocatechol respectively.[23] Other structural differences
can account for the different turnover number in catechol di-
oxygenase (up to 40 s�1) and chlorocatechol dioxygenase
(those on 3- or 4-chlorocatechol are never higher than 4–6 s�1,
and only in 3-CDD does it reach 20 s�1 on 3- and 4-methylcate-
chols).[20, 22]


The catechol dioxygenase that was considered here for pro-
tein engineering was cloned from the Gram-negative bacteria
A. radioresistens LMG S-13.[24] This strain expresses a highly effi-
cient phenol-degrading system with a multicomponent organi-
sation that is focused on two key enzymes: 1) a multicompo-
nent phenol hydroxylase[25–27] that is able to recognize and hy-


droxylate, beyond phenol, molecules that have higher degree
of hydrophobicity and with bulkier substituents of the phenol
ring, like cresols, monochlorophenols and naphthols; 2) a
highly efficient catechol 1,2-dioxygenase (C1,2O) that was
mentioned above, which is present in two homodimeric iso-
forms (IsoA and IsoB, kcat : 48.7 and 31.3 s�1) that are able to
catalyse the ortho cleavage of the diolic aromatic ring leading
to the first non-toxic metabolite, cis–cis muconate.[28, 29] Both
IsoA and IsoB sequences[30] display a high identity (80 and 50 %
respectively) with catechol 1,2-dioxygenase (1,2-CTD) of A. cal-
coaceticus ADP1, whose crystallographic structure is avail-
able.[21]


We report the effect of mutation on the crucial active-site
residues (Leu69 and Ala72; Figure 1) of IsoB from A. radioresis-
tens S13, which is expressed as a recombinant protein from
E. coli BL21 (DE3). The aim was to tune the substrate specificity
in favour of chlorinated substrates to obtain valuable variants
both for theoretical studies on the enzyme and for applicative
purposes; we present for the first time a protein-engineering
strategy on a catechol 1,2-dioxygenase.


Results and Discussion


Mutants design and production


The aim of the protein-engineering strategy was to identify
residues in catechol 1,2-dioxygenases that might hinder the
recognition of chlorinated derivatives by steric effects and to
mutate them to redesign the pocket shape and properties.
The protein catechol 1,2-dioxygenase IsoB from A. radioresis-


Figure 1. Amino acid sequence alignments; the residues that are relevant for the present work are highlighted in grey. A) Catechol 1,2-dioxygenase Acineto-
bacter radioresistens S13 (NCBI protein accession Q9F103), B) catechol 1,2-dioxygenase Acinetobacter sp. ADP1 (NCBI protein accession P07 773), C) catechol
1,2-dioxygenase Acinetobacter lwoffii (NCBI protein accession O33 948), D) catechol 1,2-dioxygenase Pseudomonas arvilla C-1 (NCBI protein accession Q51 433),
E) chlorocatechol 1,2-dioxygenase Rhodococcus opacus 1CP (NCBI protein accession Q8G9L3), F) chlorocatechol 1,2-dioxygenase Rhodococcus opacus 1CP
(NCBI protein accession O67 987), G) chlorocatechol 1,2-dioxygenase mutant CbnA Ralstonia eutropha (NCBI protein accession Q9WXC8), H) chlorocatechol
1,2-dioxygenase mutant TcbC Pseudomonas sp. (strain P51) (NCBI protein accession P27 098), I) chlorocatechol 1,2-dioxygenase Pseudomonas nitroreducens
(NCBI protein accession A1E5L2), J) chlorocatechol 1,2-dioxygenase Pseudomonas putida (NCBI protein accession P11 451), K) hydroxyquinol 1,2-dioxygenase
Rhizobium sp. NGR234 (NCBI protein accession 36 959 091), L) hydroxyquinol 1,2-dioxygenase Sphingomonas sp. (NCBI protein accession 4 007 783). The align-
ment was generated by using ClustalW.
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tens S13[30, 31] was chosen for its good stability and high catalyt-
ic activity on catechol and for its cleavage of chlorinated cate-
chol ring derivatives with relatively high rate constants for a
catechol dioxygenase. The recombinant expression in E. coli
BL21 (DE3) allowed us to pursue a protein-engineering ap-
proach to redesign the active site for enhanced catalysis on
catechol derivatives. A model of the enzyme (Figure 2) was ob-
tained by homology by using the crystal structure of 1,2-CTD


from Acinetobacter ADP1 as a template, given the high level of
identity (50 % on the overall sequence, close to 90 % in the
active-site region). The quality of the obtained model (Fig ACHTUNGTRENNUNGure 2)
was judged to be adequate for our purposes, and key residues
were identified that define the active-site pocket shape. The at-
tention was focused on residues that would interact unfavour-
ably with catechol derivatives with bulky substituents in posi-
tion 4. The residues that were selected for mutagenesis were:
Leu69 (corresponding to the conserved residue numbered 73
in 1,2-CTD) and residue 72 (structurally homologous to residue
76 in 1,2-CTD and to residue 52 in chlorocatechol dioxygenas-
es; Figure 1). Although the Leu is conserved in most reported
enzyme sequences, it is present in a region that might have a
fundamental role in substrate specificity and preference, and it
could, if mutated to a less-bulky although still hydrophobic
residue, redesign the shape of the active site to guarantee a
novel route, alternative to those defined by evolution, for rec-
ognition of chlorinated aromatic substrates and catechols with
bulky substituents. The Ala72 is atypical when compared to
the Pro76 that is present in 1,2-CTD[21] and to the correspond-
ing residue in the IsoA of A. radioresistens (also a Pro resi-
due).[30] Mutant design was approached both by site-specific
mutagenesis to generate the mutants L69A and the double
mutant L69G A72G, and by site-saturation mutagenesis (SSM)
coupled to the QuikChange technique by introducing a NN ACHTUNGTRENNUNG(G/
T) codon in the mutated primer at position 72. The SSM ap-
proach allowed exploration of the alternative amino acids for
position 72 that might affect the kinetic parameters and
convey on the enzyme enhanced activity towards recalcitrant
and chlorinated compounds.


The 71 colonies obtained from the QuikChange procedure
were screened for the mutation insertion, by digestion of plas-
mid DNA with NheI as described in the Experimental Section,
and 20 clones were found to be positives. The selected clones
were assayed for protein expression and activity in small-scale
cultures. Table 1 reports the results with highlighted selected
clones and protein variants that were further analysed in this
work (in bold).


The selected mutants were purified to homogeneity, and the
purity was evaluated from the concentration ratio (calculated
at 280 nm for the protein moiety and 430–440 nm for the spe-
cific, coordinated iron bond)[31] to ensure that the protein was
in its holoform.


All mutants, with the exception of A72D, gave a value of the
above-mentioned ratio close to one, as expected for the holo-
protein.


Kinetics, substrate specificity and gain-of-function


The kinetic parameters KM and kcat and the specificity constants
kcat/KM were determined for the selected SSM mutants, for
L69A and L69G A72G, on the range of compounds shown, and
compared to the value for the WT recombinant protein
(Table 2). The WT was confirmed to have a high turnover
number towards catechol (24�0.36 s�1) ; this is in line with the
literature data on the nonrecombinant enzyme.[31] A basal ac-
tivity on 4,5-dichlorocatechol was measured for WT. The recog-


Figure 2. Model of catechol 1,2-dioxygenase from A. radioresistens S13. A)
Structural alignment of active-site pocket residues of modelled C1,2O IsoB
from A. radioresistens S13 and of the crystal structure of C1,2-CTD from Aci-
netobacter ADP1, which was used as a template. Relevant residues of 1,2-
CTD are indicated in red (Leu73, Pro76, Ile105, Pro108, Leu109, Arg221,
Phe253 and Ala254), the corresponding residues in C1,2O IsoB model
(Leu69, Ala72, Ile101, Pro104, Leu105, Tyr161, Tyr195, Arg216, His219,
His221, Phe248 and Ala249) are indicated in pale blue. The FeIII atom is in
yellow, catechol in white. B) Ramachandran plot of the entire C1,2O IsoB
model that was obtained from Procheck.
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nition and catalysis of this substrate is rather rarely observed
among chlorocatechol dioxygenases,[32] and to our knowledge
it has not been previously reported for a catechol dioxygenase.
The activity on 4,5-dichlorocatechol was observed on all active
variants, albeit with different kcat values; substrate consump-
tion and chlorinated muconate production was confirmed by
HPLC analysis, as shown in a representative chromatogram
with variant L69A (Figure 3).


The data reported in Table 2 confirmed that the selected res-
idues 69 and 72 are highly relevant for substrate recognition
and catalysis, as expected from in silico structural alignments
with known crystal structures of catechol dioxygenases, and
are in line with the literature data.[21, 19]


In particular, substitution in position 69 of leucine with ala-
nine dramatically affects the KM for catechols with bulky sub-
stituents in position 4, by decreasing the KM for 4-methylcate-
chol by a factor of four, and for 4-chlorocatechol by a factor
close to 20. The trend is confirmed in the double mutant,
L69G-A72G in which the obtained values of KM for 4-methylca-
techol and 4-chlorocatechol are consistent with an additive
effect of the two mutations. In fact the A72G substitution by
itself decreases the KM towards 4-methylcatechol, but a slight


increase is observed for 4-chlorocatechol. Therefore the muta-
tion of position 69 seems crucial for a higher affinity towards
4-substituted catechols. It is to be noted that Leu69 can be
structurally aligned with highly conserved identical residues in
several crystal structures of both chlorocatechol and catechol
dioxygenases. The mutation to alanine is not severely destabil-
ising for the enzyme, as confirmed by the stability data pre-
sented in Table 3, but it represents a mutational space not ex-
plored by nature in the selection and optimisation of these en-
zymes. The gain of function of the L69A variant for recognition
and catalysis of 4-tert-butylcatechol (Figure 4) suggests that
the increase in size of the active-site pocket caused by the
Leu-to-Ala substitution might allow the binding of rather bulky
substituents in the 4-position, which would be oriented to-
wards position 69. This is also in line with a decreased KM for
the 4-substituted catechols in L69A, as was already discussed
and reported in Table 2. The net result of mutation in both mu-
tants affecting position 69 is an inversion of specificity (calcu-
lated as kcat/KM) compared to WT from catechol to 4-chloro-ACHTUNGTRENNUNGcatechol, thus defining a new structural route to select for a
chlorocatechol dioxygenase-like enzyme instead of a catechol
dioxygenase.


Mutations in position 72, although they do not cause such
an inversion of substrate specificity, are more interesting for
the enhancement of kcat towards chlorinated substrates. A two-
fold kcat enhancement on 4-chlorocatechol is observed both in
A72G and A72S. Also in A72S an increase in activity by 33 %
was recorded towards 4,5-dichlorocatechol. The activity to-
wards catechol is maintained at good levels (16 s�1) with a
five-fold increase of KM. The KM increase was also observed in
both A72S and A72G towards 4-chlorocatechol, but here the
value was only three-fold higher.


The activity detected in both mutants A72N and A72D
(mutant A72K was found completely inactive) is interesting
considering that by structural alignment with chlorocatechol


Table 1. SSM A72 clones.


Clone Variant Codon Expressed Catechol 3-Methylcatechol 4-Methylcatechol 4-Chlorocatechol


SSM5 A72K AAG + � � � �
SSM9 A72N AAT + + + + +


SSM14 A72T ACG + + + + +


SSM15 A72S ACT + + + + +


SSM17 A72T ACG + + + + +


SSM23 – – + n.d. n.d. n.d. n.d.
SSM24 – – + n.d. n.d. n.d. n.d.
SSM26 – – + n.d. n.d. n.d. n.d.
SSM27 A72S AGT + + + + +


SSM34 – – + + + + +


SSM36 A72G GGT + + + + +


SSM37 A72T ACT + + + + +


SSM45 A72D GAT + + + + +


SSM47 – – + + + + +


SSM50 A72N AAT + + + + +


SSM57 – – + + � + +


SSM62 A72P CCG + + + + +


SSM63 – – + + + + +


SSM64 A72S AGT + + � + +


SSM68 A72N AAT + + + + +
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dioxygenase an Asp residue (Asp52) was suggested to corre-
spond to position 76 of ADP1 and 72 of our model.[20] This
single substitution, given the presence of a six amino acid in-


sertion in that region, is not de-
terminant for inversion of sub-
strate specificity due to the KM


increase (Table 2), although the
dramatic decrease in kcat towards
catechol (by 2–3 orders of mag-
nitude) was not measured on 4-
chloro and 4,5-dichloro-substi-
tuted substrates (kcat 20 to 50 %
of the WT values) and on 4-
methyl derivatives (10–15 % of
the WT value).


Table 2. Kinetic data for wild-type and six purified mutant enzymes.


WT L69A L69G A72G A72G A72S A72D A72N


kcat ACHTUNGTRENNUNG[s�1]
catechol 24.2�0.4 4.42�0.19 3.93�0.17 13.6�2.6 16.0�0.1 0.304�0.029 0.0625�0.0040
3-methylcatechol 1.590�0.002 0.526�0.027 n.d. n.d. n.d. n.d. n.d.
4-methylcatechol 5.45�0.05 0.729�0.046 1.22�0.09 5.51�0.66 7.39�1.55 0.520�0.035 0.713�0.063
4-chlorocatechol 0.83�0.14 0.347�0.015 0.93�0.09 1.74�0.16 1.74�0.09 0.307�0.018 0.207�0.010
4,5-dichlorocatechol 0.177�0.013 0.174�0.020 0.193�0.033 0.174�0.018 0.235�0.021 0.062�0.001 0.079�0.022
4-tert-butylcatechol 0 0.061�0.014 n.d. 0 0 0 0


KM [mm]
catechol 2.04�0.30 5.76�0.95 42.8�5.8 9.3�1.0 10.0�1.9 69.1�15.5[b] 2.35�0.58
3-methylcatechol 2.25�0.30 5.95�0.95 n.d.[a] n.d.[a] n.d.[a] n.d.[a] n.d.[a]


4-methylcatechol 53�7 12.8�2.2 2.84�0.70 10�1.2 213�32 93.6�15.8[b] 435�87
4-chlorocatechol 1.98�0.30 0.101�0.033 2.42�5.20 6.13�0.7 6.54�3.43 208.1�26.4[b] 50.1�6.5


kcat/KM ACHTUNGTRENNUNG[m�1 s�1]
catechol 11 800 000 780 000 90 000 1 460 000 1 600 000 4000 26 600
3-methylcatechol 710 000 88 000 n.d.[a] n.d.[a] n.d.[a] n.d.[a] n.d.[a]


4-methylcatechol 100 000 56 700 430 000 551 000 34 700 5600 1640
4-chlorocatechol 420 000 3 440 000 380 000 280 000 417 000 1500 4140


[a] n.d. = not determined. [b] These data are purely indicative, given the presence of a % of apo-protein.


Figure 3. RP-HPLC analysis of reaction products and reactants on a represen-
tative C1,2O L69A reaction on 4,5-dichlorocatechol. A) The thin line repre-
sents the HPLC chromatogram obtained from the mock reaction mixture at
17 h; the 4,5-dichlorocatechol specific peak is at a retention time of 5.2 min;
the thick line represents the HPLC chromatogram of the reaction products
obtained after 17 h. The specific peak (with a typical shoulder) at a retention
time of 3.0 min is the 3,4-dichloromuconic acid. B) The HPLC trace shows
the standard reaction product 3-chloromuconate obtained by the enzyme
degradation of 4-chlorocatechol.


Table 3. Stability data (pH, temperature and iron removal versus activity) for WT and selected mutants.


Temperature dependence of activity pH dependence of Iron removal
T50 % [8C] activity pH50 % krem [h�1]


Substrate Catechol 4-Chlorocatechol Catechol Catechol


WT 49.4�1.01 51.8�2.17 6.89�0.05 0.38�0.06
L69A 43.0�0.80 49.9�0.42 7.07�0.07 0.33�0.90
A72G 38.6�1.63 49.0�0.41 7.44�0.05 0.37�0.07
A72S 46.1�0.40 49.2�3.62 7.53�0.06 0.36�0.08[a]


3.12�0.18[b]


L69G A72G 32.7�0.54 40.1�0.69 7.49�0.25 4.58�0.57


[a] Trend 1: value obtained by fitting the datapoints from 100 to 50 % residual activity. [b] Trend 2: value ob-
tained by fitting the datapoints from 50 to 0 % residual activity.


Figure 4. Spectral changes recorded upon catalytic activity of the L69A
mutant on 4-tert-butylcatechol measured for 10 min. The arrows indicate the
changes due to consumption of substrate (fl) and the correspective produc-
tion (›) of product. Inset: spectral profile of the same reaction conduced on
wild-type. In both L69A and WT reaction mixture the substrate final concen-
tration was 200 mm and the enzyme final concentration was 0.26 mm.
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Mutant stability: specific effect of variants


The mutant stability was determined on the most promising
variants by analysing the temperature and pH dependence of
the activity. By fitting the decrease observed in catalytic activi-
ty upon temperature increase to a sigmoid curve, the flexus
points were calculated and are referred to as T50 %. As reported
in Table 3, the mutations did not severely affect the stability of
the enzymes with the exception of the double mutation L69G-
A72G, which is not surprising given the severe reduction in the
hydrophobicity and size of the Leu residue and the related de-
stabilisation expected. A decrease in T50 % was also observed in
A72G, therefore a synergistic combination might cause, in the
double mutant, the reported effect. All variants display a
higher T50 % when using 4-chlorocatechol as a substrate. The
pH dependence shows a maximum of activity at basic pH (8
and higher) and a decrease at more acidic pH for all variants,
with a sigmoid curve of dependence and with flexus points
(pH50 %) at 7–7.5, which are not varied by mutations. The iron
removal rate constants krem of the WT and mutants were also
calculated by fitting the activity decay in time to an exponen-
tial curve upon incubation with a chelating resin, as explained
in the Experimental Section and as previously reported.[33] Con-
trols were performed with mock reactions without the chelat-
ing resin, and no activity decrease was observed within the
time span of the experiment. The krem are reported in Table 3,
the data and fitting are plotted in Figure 5.


As expected, the double mutant is heavily destabilised; this
is consistent with a suggested effect of the hydrophobic resi-
dues on iron retention in the catalytic pocket.[33] A peculiar be-
haviour was observed for A72S: a change in the exponential
curve is observed when the residual activity is around 50 %,
with an increase in metal-removal rate constant; this suggests
that at 50 % inactivation a massive destabilisation occurs that
enhances the iron release. It can be hypothesised that at 50 %
enzyme inactivation either 50 % of the dimers are in the apo-
form and inactive and 50 % are fully active in the holoform
(highly unlikely), or that statistically dimers have in the majority
one protomer in the apo and one protomer in the holoform.
In this second case, it can be suggested that such dimers are
destabilised and that the apo-protomer can cause, through the
interface of dimerisation, a rearrangement of the holoprotomer
with an abrupt decrease in iron retention in the active-site
pocket. The fact that this is observed only in the A72S variant
(the only mutation that introduces a novel H-bond donor/ac-
ceptor group compared to WT) suggests that this rearrange-
ment can be stabilised and/or enhanced by the possible re-ACHTUNGTRENNUNGorientation of the Ser residue and a switch in the H-bonding.
This biphasic behaviour of A72S will be discussed further.


Effect of variants on Ea


The profile of the temperature-dependent activity increase was
analysed in all variants to determine the activation free energy,
which is calculated on the basis of the kcat. The Arrhenius plot
thus obtained describes the free energy of transition from the
ES to the ES* state.[34] For each mutant only the increasing kcat


values were used for the Ea calculation in the typical tempera-
ture range that was analysed by starting from 10 8C. By com-
paring the energy that is required for the transition, with cate-
chol as a substrate, it was observed that the value is higher for
the WT than for the mutant in all cases except for mutant
A72S (Figure 6 and Table 3). A peculiar aspect is that the lower-
ing of the activation energy precisely follows the enlargements
of the active-site pocket, with the lowest value (1343 cal mol�1)
obtained in the L69G A72G mutant. The value for A72S is con-
sistently identical to the WT value given that no enlargement
of the active site is expected by mutating an alanine to a
serine.


The lowering of Ea is not reflected in a kcat increase; thisACHTUNGTRENNUNGimplies that the measured Ea refers to the reorganizational
energy of each variant upon catalysis. The catalytic process of
C1,2O is in fact a multistep process, but here only a specific
step was taken into account. This suggests that a lower energy
is necessary to rearrange the enzyme upon transition, if the
substrate is located in a pocket that is larger than the optimal
one for the substrate itself. This is possibly linked to decreased
complexity of the interaction between catechol and the mu-
tants’ active sites as compared to the precise interaction ge-
ometry that is required for the WT catalysis; the interactions re-
quired for WT catalysis are more demanding in terms of rear-
rangement energy. The interaction of the WT and mutants with
bulkier substrates, which are not optimally recognised by the
WT, implies that the enzyme has alternative strategies for ach-
ieving an optimal substrate orientation and catalysis in which


Figure 5. Demetallation curves. Profile of residual activity (evaluated on cate-
chol as a substrate) versus time during iron removal promoted by enzyme
incubation with Amberlite IRC 50 resin. The data points were fitted to an ex-
ponential decay. A) WT versus mutant L69A, L69G A72G, A72G. B) WT versus
mutant A72S.
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no dependency of Ea versus pocket size was observed (Fig ACHTUNGTRENNUNGure 7
and Table 4).


The Arrhenius plot for mutant A72S could not be fitted to a
linear trend and only biphasic behaviour could account for the
observed data. The break-point is markedly defined when cate-
chol is used as a substrate. Break-points in the Arrhenius plot,
although often controversial, can be observed in several mem-
brane-bound and soluble enzymes.[35–37] A possible explanation
for such a break in the linear Arrhenius plot is the presence of
two conformational states that are both catalytically compe-
tent.[38, 39] Other possible explanations for the non-linearity of
these plots are thermal inactivation or a pH change in theACHTUNGTRENNUNGreaction buffer upon temperature. These latter causes were
evaluated by verifying the stability of A72S to temperature and
pH. No destabilising effect was observed in the range and re-
action conditions that were used for the assay. It should also
be noted that the protein stability of A72S and WT is very simi-
lar under the same reaction conditions, but the behaviour of
the two protein variants in the Arrhenius plot is markedly dif-
ferent.


The temperature at which the discontinuity is observed (25–
27 8C) could be consistent with a structural transition triggered
by the phospholipid;[37, 40] which is associated with the N-termi-
nal helices of each protomer (helices 2–4 and 6). These helices
define both the protomer–protomer interaction region and,


through helix 4 (in which Leu69 is inserted), the edge of the
active-site region.[20, 21] A phospholipid rearrangement could de-
termine a reshaping of the active-site pocket with an increase
in size, which would be reflected in a lower Ea for the ES to ES*
transition, in the range of 27–32 8C. Furthermore, because this
sharp transition is only observed in A72S mutant, the transition
might occur and be observed due to a stabilising effect of H-
bonds involved in the re-oriented OH group of Ser72. The con-
formational change with an increase in the active-site pocket
size that is hypothesised in this view could also be consistent
with the two-fold enhancement of catalysis on 4,5-dichloroca-
techol for the A72S mutant as compared to WT. All experimen-


Figure 6. Arrhenius plots were obtained by fitting to the linear form of the
Arrhenius equation ln kvel =�Ea/RT+ln A. The value of kvel is expressed as the
turnover number on catechol as a substrate for A) WT (*) versus L69A (~),
L69G A72G (&), A72G (*) and B) WT (&) versus A72S (� ). The data are the
average of at least three independent experiments.


Figure 7. Arrhenius plots obtained for kvel expressed as turnover number on
4-chlorocatechol as a substrate for A) WT (&) versus L69A (~), L69G A72G
(&), A72G (*) and B) WT (&) versus A72S (� ). The data are the average of at
least three independent experiment.


Table 4. Ea [cal mol�1] .


Substrate Catechol 4-Chlorocatechol


WT 7716�920 7895�426
L69A 5286�474 4854�1094
A72G 6353�633 9932�347
A72S[a] 740�503 1987�782
A72S[b] 7784�419 6227�306
L69G A72G 1343�492 8032�884


[a] Obtained by fitting of datapoints at temperature below the break
point (10–258C) [b] Obtained by fitting of datapoints at temperature
above the break point (27–358C).
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tal determinations were performed at 30 8C, which is the tem-
perature at which the active site should be re-shaped to allow
allocation of the more bulky substrates. When using 4-chloro-
catechol as a substrate, the transition, although present, is less
pronounced, and there is a relatively lower decrease in Ea at
temperatures in the 27–32 8C region. This would suggest, as
expected, a minor effect of the active-site size increase on the
reorganizational energy of the enzyme when a bulky substrate
is bound. A modelling study (presently underway) suggests
that A72S variant could have conformations that involve the
re-orientation of the Ser in the active site. In this way, we also
identified a possible rearrangement of H-bonding network in-
volving Ser72 (Figure 8).


Conclusions


Catechol dioxygenases have recently received attention for a
number of studies focusing on the elucidation of catalytic
mechanism and selectivity of extradiol versus intradiol cleav-
age.[41–43] A random mutagenesis approach that was applied to
a catechol 2,3-dioxygenase allowed the selection of variants
with acquired intradiol cleavage activity.[44] Also several works
were published on functional mimics of both intradiol and ex-
tradiol-cleaving enzymes.[45–47] These structure–function studies
highlight the great plasticity of the enzyme active site and
make these enzymes particularly promising for protein-engi-
neering studies that aim both at a more precise characterisa-
tion of the catalytic properties and at reshaping for technologi-


cal applicative purposes. To date, to our knowledge, no pro-
tein-engineering approach has been performed on catechol
1,2-dioxygenases.


The experimental data reported here demonstrate the feasi-
bility of using active-site engineering to generate a catechol
1,2-dioxygenase with high catalytic activity and good stability.


Variants were produced that show the inversion of specificity
with a preference towards 4-chlorinated catechols and a pecu-
liar activity on the rarely recognised substrate 4,5-dichlorocate-
chol,[32] thus creating a novel engineered chlorocatechol dioxy-
genase. The mutation of a conserved residue conveys gain-of-
function activity towards 4-tert-butylcatechol, a toxic com-
pound found as a contaminant in cosmetic preparations,
where its presence in trace amounts is allowed by European
legislation.[48] No activity of natural known catechol dioxyge-
nases on this compound has been reported previously.
Changes in kinetic parameters in all variants and biphasicity in
the Arrhenius plot in a single mutant A72S can shed light on
the enzyme mechanism fine regulation. The hypothesised
switch mechanism observed in mutant A72S is presently the
starting point for further investigations on the reaction inter-
mediates and pathways affected by the mutation, tackled by
experimental and computational approach.


Experimental Section


Chemicals : All reagents used in this study were analytical grade
and purchased from Sigma–Aldrich (Milan, Italy).


Figure 8. Active-site models obtained with Modeller and visualised with PyMol of the active-site pocket of C1,2O IsoB WT (top left), A72G (top center) and
A72S (top right). The discontinuous lines are possible hydrogen bonds. The white arrow in the top right picture indicates an extra H-bond modelled for A72S.
Bottom) The modelling of A72S suggests that two equally probable orientations of the Ser residue (both with high score for the model stability) can be ob-
tained that differ in their hydrogen-bonding network and active-site cavity shape.
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Modelling : The model of C1,2O IsoB sequence from Acinetobacter
radioresistens S13 was elaborated by automated homology mod-
elling with the 3D-JIGSAW service (http://www.bmm.icnet.uk/
servers/3djigsaw) by using the crystal structure of C1,2O from
Acinetobacter calcoaceticus ADP1 as a template.[21] The 3D structure
of the obtained model was submitted to Whatcheck service
(http://biotech.ebi.ac.uk:8400/) to check for angle geometry and
length of bonds.[49]


The FeIII atom was inserted in the active site of the model byACHTUNGTRENNUNGsuperposition of 1,2-CTD from Acinetobacter ADP1 structure.


Cloning and expression of WT and mutants : A coding sequence
for a His-tag domain (His6) and IsoB DNA from Acinetobacter radio-
resistens S13 was cloned between NdeI site and EcoRI site in pET
30+ (Novagen) overexpression plasmid that contained an isopro-
pyl b-d-thiogalactopyranoside-inducible promoter and a KanR gene
for transformant selection.[24] Site-directed mutagenesis was per-
formed by using the QuikChange site-directed mutagenesis system
(Stratagene). To prevent primers from overlapping, the PCR reac-
tion was performed in two steps by adding only one oligonucleo-
tide at each step; for the mutant in position 69 (L69A) sense and
antisense oligonucleotides were: forward 5’-CCA ATG AAC TCG
GCG CGC TCG CTG CCG GG-3’ and reverse 5’-CCC GGC AGC GAG
CGC GCC GAG TTC ATT GG-3’. The same method was used to
create a double mutant L69G A72G and the sense and antisense
oligonucleotide were: forward 5’-CCA ATG AAC TCG GCG GGC TCG
CCG GCG GGC TCG GTC TTG-3’ and reverse 5’-CAA GAC CGA GCC
CGC CGG CGA GCC CGC CGA GTT CAT TGG-3’.


Mutants in position 72 were created by the QuikChange mutagen-
esis system, which was adapted to site-saturation mutagenesis
(SSM), and the primers used were: forward 5’-CCA ATG AAC TCG
GCC TGC TAG CTN NKG GGC TCG GTC TTG-3’ and reverse 5’-CAA
GAC CGA GCC CMN NAG CTA GCA GGC CGA GTT CAT TGG-3’. The
underlined bases indicate a silent mutation (boldface) generating a
restriction site for NheI enzyme that was used for mutant screen-
ing. NNK and MNN were degenerate codons positioned near the
centre of the primer and consisted of 25 % each G, C, A and T
(nucleotides code: N) and 50 % G and T (nucleotide code: K) or C
and A (nucleotide code: M).[50, 51]


Reaction mixtures were prepared by following the recommended
QuikChange protocol.


The following PCR program was used: 94 8C (30 s) 1 cycle, 94 8C
(30 s) 55 8C (1 min) 72 8C (12 min) 18 cycle, 72 8C (7 min) 1 cycle,
12 8C hold.


The amino acid sequence of the mutants was confirmed by DNA
sequencing (MWG-Biotech, Germany).


Protein expression : Both wild-type and mutant plasmids were
transformed into E. coli BL21 (DE3) competent cells by using con-
ventional methods. The transformed E. coli cells were grown in
Luria-Bertani (LB) broth with kanamicin (30 mg mL�1) at 37 8C until
the absorbance reached 0.7 at a wavelength of 600 nm; then iso-
propyl b-d-thiogalactopyranoside (IPTG; 1 mm) was added, and the
protein expression was induced for 2 h and 30 min. The cells were
harvested by centrifugation (20 min; 4 8C; 3000 g) and stored at
�20 8C.


To confirm the presence and activity of mutants, small-scale cul-
tures (5 mL) were grown and either induced with IPTG (I) or notACHTUNGTRENNUNGinduced (NI) as a control ; the activity was assayed on clarified cyto-
solic extract of the same amount of cell lysate of I or NI.


Protein purification : For further processing, cells were thawed on
ice, resuspended in resuspension buffer (40 mL of resuspension
buffer for a cell pellet of 4 g wet-weight, 5 mm imidazole, 0.2 m


NaCl and 20 mm Tris–HCl, pH 7.9), broken by sonication and centri-
fuged at 13 000 g. All purification steps were carried out at 4 8C.
The supernatant was applied to a Q-Sepharose column (GE Health-
care) and equilibrated with 50 mm HEPES pH 8.0. Proteins were
eluted with a linear gradient of 0 to 500 mm Na2SO4 in this buffer.
The pinkish fractions that contained the desired activity were com-
bined, concentrated, and desalted on an Amicon filtration unit
with a 10 000 Da exclusion membrane (Millipore). The purified pro-
tein was stored at �20 8C.


The amount of holoprotein was calculated by analysing the ab-
sorbance spectrum at 430–440 nm by using the reported extinc-
tion coefficient.[31, 52]


Enzyme activity assay : Catalytic activity. The catalytic activity was
assayed by spectrophotometric measurement (Agilent 8453 UV/
visible) of absorbance increase at 260 nm due to the conversion of
catechol into cis–cis muconic acid. All experiments were carried
out at 30 8C and the activities were measured in triplicate. The
assay was typically performed in 50 mM HEPES buffer (1 mL,
pH 8.0) by using 0.2 mM as final concentration of catechol (or cate-
chol derivatives).


Kinetic parameters : The kinetic parameters (KM) were determined
by using a substrate concentration from 1 mm to 1 mm at 30 8C in
triplicate (enzyme concentration 100 nm) and the data were fitted
to the Michaelis–Menten model by a non-linear least-squares fit-
ting program.


pH and temperature influence on activity : The enzyme activity was
determined after an acclimation time (3 min) at various tempera-
tures (108–60 8C) in 50 mm HEPES buffer solution (pH 8.0).


The optimum pH was determined by measuring the activity at
30 8C over the pH range of 5.5–10.0 by using the following buffers:
MES–NaOH (pH 5.5–7.5), HEPES–NaOH (pH 7.5–8.5) and CHES–
NaOH (pH 8.5–10.0). The ionic strength was maintained at constant
value (0.033 m).


HPLC analysis : Mutants and WT proteins (in concentration from
0.1 to 0.5 mm) were incubated at 30 8C for times ranging from 1–
24 h with 4-chlorocatechol and 4,5-dichlorocatechol (in concentra-
tion 10–200 mm) and the reaction mixtures were analysed by HPLC
(Merck-Hitachi, with a Diode Array Detector) on a C18 reverse-phase
column (model LiChrospher 100 RP-18), by using acetonitrile/water
that contained H3PO4 (10 mm final pH 2.5; 50:50, v/v) as the sol-
vent at a flow rate of 1 mL min�1.[53] The reactions were stopped by
the addition of concentrated H3PO4 to precipitate the protein and
then centrifuged for 5 min at 10 000 g. Mock reactions without the
enzyme or without the substrates, which were incubated for the
same times and in the same experimental conditions, were used as
a control.


Demetallation : The metal ion removal was performed by employ-
ing a cationic exchanger resin IRC 50 Amberlite, which was func-
tionalised with carboxylic groups (Sigma). The reaction conditions
(resin treatment, protein concentration and incubation tempera-
ture) were as previously described.[33] Simultaneously a mock reac-
tion was performed that contained only enzyme and buffer under
the same conditions (without resin).


Statistical analysis : All data were obtained from the average of at
least three independent experiments. The non-linear fittings were
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calculated by using the version 9 software SigmaPlot (2004 Systat
Software, Inc.).


Abbreviations : C1,2O: catechol 1,2-dioxygenase from Acinetobact-
er radioresistens S13; ADP1: Acinetobacter calcoaceticus ADP1; 3/4-
CCD: 3/4-chlorocatechol 1,2-dioxygenase; Rho 1,2-CCD: 4-chloroca-
techol 1,2-dioxygenase from Rhodococcus opacus (erythropolis)
1CP; Ac 1,2-CTD: catechol 1,2-dioxygenase from Acinetobacter cal-
coaceticus ADP1.
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Epitope Prebound to Host and Viral Membrane Model
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Introduction


The viral envelope glycoprotein trimeric spikes responsible for
the entry of the human immunodeficiency virus type 1 (HIV-1)
into target cells is composed of heterodimeric units of surface
glycoprotein gp120 and the transmembrane glycoprotein
gp41 (reviewed in refs. [1–3]). The binding of gp120 to cellular
receptors and subsequent changes within the gp41 ectodo-
main involve the formation of a six-helix bundle structure, and
lead to both membrane fusion and viral entry.[1–4] The critical
role of the envelope spikes has made inhibiting viral entry a
viable approach for treating HIV infection by using peptides
and small molecules (reviewed in ref. [5]), and the exposed
nature of the envelope spikes facilitates their application asACHTUNGTRENNUNGimmunogens for raising neutralizing antibodies against HIV
(reviewed in ref. [6]).


Within a vaccine approach, cross-clade neutralizing antibod-
ies that induce both humoral and cellular immunity will have
the greatest success in overcoming HIV persistence.[7] The
human monoclonal antibodies (MAbs) 2F5 and 4E10 are two
rare, broadly neutralizing antibodies against HIV-1[8–10] that in-
teract with highly conserved epitopes close to the viral mem-
brane surface termed the membrane proximal region (MPR) of
gp41, which spans some 30 amino acids (amino acids (a.a.)
653–683 according to HXBc2 numbering). Specifically, these
MAbs recognize epitopes in gp41 with core sequences


ELDKWA (2F5, a.a. 662–667) and NWF ACHTUNGTRENNUNG(D/N)IT (4E10, a.a. 671–
676).[9–14]


However, following immunisation in animals and humans
these peptides alone have failed to generate broadly reactive
neutralizing antibodies;[15, 16] this suggests that additional fea-
tures or recognition motifs are required to form an efficientACHTUNGTRENNUNGimmunogen.


An additional feature that might be required to form an im-
munogen is the viral membrane. It is believed that the binding
affinity of 2F5 and 4E10 to the epitopes is enhanced when the
peptides are in a lipophillic or membrane environment.[17–19]


Indeed, based on the crystal structures of 2F5 and 4E10, it has


Two HIV-1 recognition domains for the human monoclonalACHTUNGTRENNUNGantibodies (MAb) 2F5, which recognises the core sequence
ELDKWA, and 4E10, which recognises the core sequence
NWFNIT, serve as promising models for immunogens in vaccine
development against HIV-1. However, the failure of these rec-
ognition domains to generate broadly reactive neutralizing an-
tibodies, and the putative membrane-binding properties of the
antibodies raised to these recognition domains, suggest that
additional features or recognition motifs are required to form
an efficient immunogen, which could possibly include the
membrane components. In this study we used an extended
peptide epitope sequence derived from the gp41 nativeACHTUNGTRENNUNGsequence (H-NEQELLELDKWASLWNWFNITNWLWYIK-NH), which
contains the two recognition domains for 2F5 and 4E10, to ex-
amine the role of model cell (POPC) and viral (POPC/cholester-
ol/sphingomyelin) membranes in the recognition of these two
antibodies. By using a surface plasmon resonance biosensor,


the binding of 2F5 and 4E10 to membranes was compared
and contrasted in the presence and absence of prebound pep-
tide epitope. The recognition of the peptide epitope by each
MAb was found to be distinct; 2F5 exhibited strong and
almost irreversible binding to both membranes in the presence
of the peptide, but bound weakly in the absence of the pep-
tide epitope. In contrast, 4E10 exhibited strong membrane
binding in the presence or absence of the peptide epitope,
and the binding was essentially irreversible in the presence of
the peptide epitope. Overall, these results demonstrate that
both 2F5 and 4E10 can bind to membranes prior to epitope
recognition, but that high-affinity recognition of gp41-derived
epitope sequences by 2F5 and 4E10 occurs in a membrane
context. Moreover, 4E10 might utilise the membrane to access
and bind to gp41; such membrane properties of 2F5 and 4E10
could be exploited in immunogen design.
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been proposed that these MAbs can interact with the viral
membrane through a hydrophobic surface present on the
third complementarity-determining region of the heavy chain
(CDR H3), which possibly facilitates binding to gp41 epitopes
that lie close to the membrane.[18, 20] Additional studies have
shown that diverse lipid species can be recognised by 2F5 and
4E10, including both neutral and anionic phospholipids,[21, 22]


specialised anionic lipids, such as phosphatidylinositol-4-pho-
phate (PtdIns(4)P),[23–25] and cardiolipin.[26] An overall conclusion
that has been drawn from these studies is that the recognition
of gp41-derived epitopes by 2F5 and 4E10 occurs in a mem-
brane context.[22, 27]


Surface plasmon resonance (SPR) is a key biophysical tech-
nique that can provide exquisite details of the kinetics andACHTUNGTRENNUNGaffinity of interactions between peptides, lipids, membranes
and antibodies relevant to designing gp41-based immuno-
gens.[14, 24, 27–34] However, despite advances in immunogen
design, which have in part been achieved by using results of
SPR-based analyses, the controversy in a key issue regarding
epitope recognition by 2F5 and 4E10 has not been suitablyACHTUNGTRENNUNGresolved.[35]


The theory that the 4E10 MAb can bind to a membrane in
the absence of an epitope is gaining wider acceptance.
Indeed, 4E10 binding to the NWF ACHTUNGTRENNUNG(D/N)IT motif has been re-
ported to follow a two-phase process of attachment to the
membrane-bound epitope followed by a large conformational
change to expose the complete epitope for strong binding.[34]


However, despite early reports,[21, 22, 26] whether 2F5 MAb can
bind to the membrane or whether the membrane has any in-
volvement in 2F5 recognition of the ELDKWA motif, is a partic-
ular controversy. Of particular note, recent SPR studies suggest
that the binding of 2F5 to the ELDKWA motif is completelyACHTUNGTRENNUNGindependent of the membrane. Specifically, Scherer and col-ACHTUNGTRENNUNGleagues observed no binding whatsoever for 2F5 on 4:1 phos-
phatidylcholine/cholesterol or 1:7:2 cardiolipin/phosphatidyl-
choline/cholesterol membranes.[32] In another study, little or no
direct binding of 2F5 to virion-like membranes in the absence
of the epitope was noted by SPR;[34] this was possibly due to
the 2F5 epitope being predominantly solvent-exposed and dis-
tinct from the membrane. This might mean that 2F5 does not
engage the membrane directly or that the ELDKWA motif does
not require a membrane context whatsoever.[34]


A major question the field is still addressing is therefore the
relevance of a lipid environment: whether the membrane is
simply tolerated in binding to 2F5 and 4E10; or whether a lipid
environment modulates gp41 epitopes to adopt a more struc-
tured (immunogenic) conformation, which is then recognised
by the MAbs; or whether it is a combination of membranes en-
hancing the epitope structure as well as directly forming part
of a combined lipid/peptide antigen. The implication of under-
standing the context of 2F5 and 4E10 recognition of their
gp41 epitopes could lead to the development of more suc-
cessful immunogens or biomolecular design for specific “tu-ACHTUNGTRENNUNGning” of therapeutic antibodies based on 2F5/4E10 scaffolds.


In the present work, we examined the role of neutral cell-
and viral-like membranes in the mechanism of action of these
two MAbs. Specifically, the interactions of 2F5 and 4E10 were


investigated in the presence and absence of a gp41 peptide
that encompasses both 2F5 and 4E10 epitopes, and was pre-
bound to model cell and viral membranes. We employed an
SPR optical biosensor, which are increasingly used to directly
study membrane-mediated interactions.[36] It was found that
both 2F5 and 4E10 are able to bind to membrane surfaces, but
4E10 showed a comparatively greater affinity and faster disso-
ciation rate. In the presence of the gp41 epitope prebound to
membranes, both 2F5 and 4E10 bound by a two-state model
and had considerably stronger—almost irreversible—associa-
tion with the surfaces. Based on our findings we suggest that
2F5 binds to the epitope independently of the membrane, and
that the membrane might be important to establishing anACHTUNGTRENNUNGordered structure of the epitope, and thereby facilitates recog-
nition. We further propose that 4E10 recognises the gp41 epi-
tope as a combined peptide/membrane antigen. These dia-
metric properties of the MAbs are discussed in terms of immu-
nogen design and new emerging strategies that can be under-
taken in an attempt to raise neutralizing antibodies to HIV.


Results


We investigated the interaction of the HIV-1 MAbs 2F5 and
4E10 with model membranes using an SPR biosensor, which
detects changes in the refractive index at the sensor surface
caused by mass changes. Throughout the studies we used
model membrane systems that mimic the conditions present
on both the target cell and viral membranes. Liposomes com-
posed of POPC (1-palmitoyl-2-oleyol-sn-glycero-3-phosphocho-
line) were used to mimic the target cell membrane as POPC is
a zwitterionic lipid (i.e. , neutral at the pH conditions used) with
fluidity properties similar to biological membranes.[37] Lipo-
somes composed of POPC/cholesterol (Chol)/sphingomyelin
(SM; 1:1:1) were used as a neutral mimic of the viral mem-
brane, which is rich in both Chol and SM[38, 39] and has been
used in similar ratios of 3:1:1[38, 39] and 4.5:1:1[38, 39] in other stud-
ies.


The SPR measurements examined several facets that are rel-
evant to the recognition of the gp41 epitopes by 2F5 and
4E10. Firstly, membrane-only experiments were carried out to
examine the binding of antibodies to membranes alone (no
epitope), and secondly, epitope experiments were undertaken
in which the binding of the antibodies to membranes precon-
ditioned with the gp41 epitope was examined at three differ-
ent epitope concentrations.


For both types of measurements, liposomes were immobi-
lized on the surface of the sensor chips from 8389 to 10 739 re-
sponse units (RU) for POPC vesicles and 11109 to 14 542 RU for
POPC/Chol/SM vesicles. For membrane-only experiments, a di-
methyl sulfoxide (DMSO) buffer control was undertaken prior
to injecting the antibodies in order to ensure that these experi-
ments were consistent with epitope experiments, as a small
percentage of DMSO (0.14 %, v/v) was critical for the solubility
of the peptide epitope prior to membrane capture. These
DMSO buffer injections caused very minor changes to either
surface compared to the level of liposomal deposition (�
10 RU). The peptide epitope was prebound at 0.3, 0.5 or 1 mm
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in DMSO, and elicited concentration-dependent changes in the
refractive index measured, since capture levels ranged from 62
to 146 RU POPC surfaces and 32 to 118 RU for POPC/Chol/SM
surfaces.


A schematic diagram of the assays is presented in Figure 1.
Immediately following the control DMSO injection or peptide
prebinding (60 s time delay), the MAbs were injected and their
binding to the surfaces were determined. When MAbs were in-
jected across the immobilized liposomes over a range of con-
centrations (0.06–0.3 mm for 2F5 and 0.06–0.5 mm for 4E10), the
surface response, which reports protein binding to the mem-
brane, was found to increase with higher protein concentra-
tions. A fresh liposome surface was generated for each MAb
binding test to prevent carry-over of bound material from in-
fluencing subsequent measurements.


2F5 and 4E10 membrane interactions in the absence of the
gp41 epitope


Both 2F5 and 4E10 antibodies bound to the POPC (Figure 2 A
and B) and POPC/Chol/SM surfaces (Figure 2 C and D) in the


absence of the peptide epitope. The results obtained show a
general increase in binding concomitant with increasing con-
centrations of both antibodies. However, in the case of 2F5
binding, the sensorgrams were not ideal with respect to both
POPC and POPC/Chol/SM, and showed a decreasing response
during the association phase and at lower concentrations (Fig-
ure 2 A and B). In addition, the binding of 2F5 to both POPC
and POPC/Chol/SM membranes did not return to baseline and
resulted in the defined capture of 2F5 to the surfaces. A plot
of response versus concentration at the end of the dissociation
phase is shown in Figure 3, and demonstrates that the relative
RU levels were similar for 2F5 on both POPC and POPC/Chol/
SM; this suggests a similar affinity of 2F5 for these two lipid
surfaces.


In contrast, higher binding levels were achieved for 4E10
binding to POPC and POPC/Chol/SM surfaces than for 2F5 (Fig-
ure 2 C and D). In addition, higher binding levels were achieved
for 4E10 on the POPC surfaces compared to POPC/Chol/SM in
both the association and dissociation phases. The binding and
dissociation levels were also proportionally distributed for
POPC surfaces, but showed distinct groupings of concentra-
tions on the POPC/Chol/SM surfaces. The plot of response
versus concentration at the end of the dissociation phase
shown in Figure 3, further demonstrates that 4E10 exhibited
higher binding to POPC membranes compared to POPC/Chol/
SM, and clearly shows there is much higher response achieved
for 4E10 despite a smaller contact time for the injections than
with 2F5.


The complexity of the interactions of these MAbs with the
lipid-only surfaces (Figure 2) precluded kinetic fitting and
steady-state approximations since the curves did not reach a
plateau (Figure 3) even following extended injection times or
higher concentrations of MAb (data not shown). In the case of
4E10, closer steady-state conditions were possible with extend-
ed injections or higher concentrations, however, such condi-
tions required very harsh regenerations, which damaged the
sensor chip surfaces and caused problems with consistency for
assay replication. Despite not being able to fit simultaneously,
dissociation-only fitting was possible for all experiments
except 2F5 binding to POPC/Chol/SM, which had a relative in-
crease over the fitted period due to baseline drift. Fitting was
achieved for the other membranes by using the Langmuir
model with global fitting of the apparent kd from late in the
dissociation phase (t = 400–650 s; highlighted in Figure 2 A–D)
when there was more of a 1:1 interaction. Although the calcu-
lation of apparent kd values with the selected time window
and model are not ideal, the behaviour of the MAbs on the
membrane surfaces was consistent enough under these condi-
tions to allow a comparison of the behaviour of the different
MAbs and surfaces to a higher degree of analytical standards.
The c2 and apparent kd values are listed in Table 1 and demon-
strate that despite the relative affinity being higher for 4E10,
the rate of shedding of 4E10 from both POPC and POPC/Chol/
SM is essentially the same, and is an order of magnitude faster
than 2F5 for the POPC surface.


Figure 1. Schematic representation of the SPR experiments. The L1 chip con-
sists of dextran modified with lipophilic compounds. A) Small unilamellar
vesicles (SUVs; 50 nm) were applied to the sensor chip surface; B) liposomes
adsorb to the surface spontaneously and form a supported lipid bilayer.
C) To study monoclonal antibody (MAb) binding, membranes were precon-ACHTUNGTRENNUNGditioned with the gp41 epitope. D) Monoclonal antibodies, 2F5 and 4E10,
were introduced to the surface either without the epitope (shown in B) or
following epitope capture (shown in D). E), F) After each binding assay the
sensor surface was regenerated with the appropriate conditions.
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2F5 and 4E10 membrane interactions in the presence of the
gp41 epitope


To study 2F5 and 4E10 interactions with the membrane-bound
peptide epitope, a selected range of peptide epitope concen-
trations (0.3, 0.5 and 1 mm) were prebound to the membrane
before interactions were examined by using a range of con-
centrations of the MAbs (0.06–0.3 mm for 2F5 and 0.06–0.5 mm


for 4E10). Figures 4 and 5 show the sensorgrams and kinetic
fitting of the binding of 2F5 to the different concentrations of


Figure 2. Sensorgrams obtained for 2F5 binding to immobilized A) POPC and B) POPC/Chol/SM (1:1:1) lipid membrane surface (L1 chip). Sensorgrams for the
binding of 4E10 to immobilized C) POPC and D) POPC/Chol/SM. MAbs samples (0.06, 0.08, 0.1, 0.2 and 0.3 mm) were injected over a freshly prepared lipid sur-
face, and subsequent association and dissociation were monitored. The Langmuir binding model was used to fit the data between 400–650 s.


Figure 3. Plots of response units (RU) measured at t = 700 s versus the con-
centration of MAb for the binding of 2F5 and 4E10 to POPC and POPC/Chol/
SM surfaces. Plots indicate 2F5 with POPC (*) and POPC/Chol/SM (~) ; and
4E10 with POPC (&) and POPC/Chol/SM (!).


Table 1. Apparent dissociation (kd) rate constants for 2F5 and 4E10 bind-
ing to POPC and POPC/Chol/SM membranes, determined by numerical
integration by using the Langmuir model.


2F5 4E10
POPC POPC/Chol/SM POPC POPC/Chol/SM


kd [s�1] � 10�6 76.4 n.d.[a] 520 520
c2 0.165 n.d.[a] 4.42 0.979
residuals �1 n.d.[a] �2 to 8 �2 to 5


[a] n.d. : not determined.
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the peptide epitope precaptured to POPC and POPC/Chol/SM
surfaces, respectively, and Figures 6 and 7 show the corre-
sponding sensorgrams and curve fitting for 4E10 binding.


The capture levels of peptide (prior to MAb injection)
ranged from 62 to 146 RU for POPC–epitope surfaces, and the
values for 0.3 mm peptide (75�13 RU) were slightly less than


for 0.5 mm peptide (85�17 RU), and both were less than with
1 mm peptide (125�21 RU). The corresponding capture levels
for POPC/Chol/SM–epitope ranged from 32 to 118 RU, andACHTUNGTRENNUNGspecific values for 0.3 mm peptide (51�19 RU) were similar to
0.5 mm peptide (53�12 RU), which were both less than with
1 mm peptide (89�29 RU).


Figure 4. Sensorgrams obtained for 2F5 (0.06, 0.08, 0.1, 0.2 and 0.3 mm) bind-
ing to membranes of POPC on the L1 sensor chips in the presence of pep-
tide epitope at: A) 0.3, B) 0.5, and C) 1 mm. The two-state binding model was
used to fit the data (dotted lines).


Figure 5. Sensorgrams obtained for 2F5 (0.06, 0.08, 0.1, 0.2 and 0.3 mm) bind-
ing to membranes of POPC/Chol/SM on the L1 sensor chips in the presence
of peptide epitope at: A) 0.3, B) 0.5, and C) 1 mm. The two-state binding
mod ACHTUNGTRENNUNGel was used to fit the data (dotted lines).
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For subsequent MAb interactions with these surfaces, it is
evident from Figures 4–7 that binding was so tight under all
conditions that very little 2F5 or 4E10 dissociated from the
peptide-bound surfaces; this reflects a very strong and almost
irreversible association of MAbs in the presence of the peptide
epitope for both membranes and all MAb concentrations stud-


ied. This contrasts quite dramatically to the binding of the
MAbs to membranes alone (Figure 2 A–D).


Overall the sensorgrams show a generally higher MAb re-
sponse at all concentrations in the presence of higher peptide
epitope concentrations. The 2F5 sensorgrams have a better
data spread than the 4E10 sensorgrams, which exhibited more


Figure 6. Sensorgrams obtained for 4E10 (0.06, 0.08, 0.1, 0.2, 0.3 and 0.5 mm)
binding to immobilized POPC lipid membrane surface (L1 chip) in the pres-
ence of peptide epitope at: A) 0.3, B) 0.5, and C) 1 mm. The two-state binding
model was used to fit the data (dotted lines).


Figure 7. Sensorgrams obtained for 4E10 (0.06, 0.08, 0.1, 0.2, 0.3 and 0.5 mm)
binding to immobilized POPC/Chol/SM lipid membrane surface (L1 chip) in
the presence of peptide epitope at: A) 0.3, B) 0.5, and C) 1 mm. The two-state
binding model was used to fit the data (dotted lines).
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of a grouping at lower 4E10 concentrations. The 2F5 responses
in the association and dissociation phases were: 166–1720 RU
(association) and 157–1690 RU (dissociation) on the POPC–epi-
tope surface; 250–1480 RU (association) and 246–1441 RU (dis-
sociation) for the POPC/Chol/SM–epitope surface. These ranges
contrast to the lower 4E10 responses of 12–1380 RU (associa-
tion) and 7–902 RU (dissociation) for the POPC–epitope sur-
face, and 60–1180 RU (association) and 44–1060 RU (dissocia-
tion) for the POPC/Chol/SM–epitope surface.


From these data ranges it can be seen that 2F5 exhibits
higher affinity for the surfaces than 4E10, and a kinetic fit for
all sensorgrams was possible with a two-state model. The two-
state model was refined for fitting the data by setting the Rmax


as a local parameter to account for variability of captured pep-
tide to the surfaces, and by including terms for baseline drift
and mass transfer limitations. It was found that all peptideACHTUNGTRENNUNGepitope concentrations gave similar rate constants for a given
MAb, but the 1 mm peptide epitope experiments provided the
lowest c2 values and displayed less variation than at other con-
centrations. Though these c2 values are generally higher than
desired ranges for SPR experiments, the deviations from the fit
might be a an imperfect behavioural property of the MAbs
and membrane–epitopes to simplified models, or might reflect
systematic deviations and noise due to high membrane cap-
ture levels as often found in membrane SPR experiments. How-
ever, deviations that cause elevated c2 values are predominant-
ly found either at the end of the injection phase or at the very
start of the dissociation phase, and the rest of the fitted areas
have very little deviation from �1 RU; therefore the fitted data
provide a close description of the two-state behaviour of
MAbs on the membrane–epitope surfaces. The data obtained
for 1 mm peptide epitope are therefore presented in Table 2
and the values for the KA and KD are reported as ranges thatACHTUNGTRENNUNGinclude all the 0.3, 0.5 and 1 mm data.


It can be seen that 2F5 displays approximately threefold
higher affinity for membrane-captured epitope surfaces than
4E10, and there was essentially no difference in the affinity dis-
played for a particular lipid composition by either MAb. The
values for 2F5 range from KA = (6–6.5 � 108) m


�1 to (6.2–13 �
108) m


�1 for POPC–epitope and POPC/Chol/SM–epitope surfa-
ces, respectively, whereas 4E10 has KA values ranging from
(2.4–3 � 108) m


�1 and (2.1–2.4 � 108) m
�1 for POPC–epitope and


POPC/Chol/SM–epitope surfaces, respectively (Table 2). The
slightly higher affinity constant (KA) for the interaction of 2F5
with the POPC/Chol/SM–epitope was because the fitted data
yielded much smaller and closer values for ka2 (s�1) and kd2 (s�1)
at all peptide epitope concentrations. When changes in theACHTUNGTRENNUNGparameter values, such as ka2 and kd2, are small, they do not in-
fluence the closeness of the fit and can vary broadly in the fit-
ting iterations; the BIAeval software often sets a value of the
parameter that is beyond reasonable measurement (~10�6 for
rate constants) and reports standard error values that are
>10 % for the parameter.[40] For the fit for 2F5 to POPC/Chol/
SM–epitope surfaces, the standard error for ka2 and kd2 was
>10 %, which indicates that changes in the ka2 and kd2 parame-
ter values do not influence the closeness of the fit ; this dem-
onstrates that the interactions of 2F5 with the POPC/Chol/SM–
epitope surface was more dependent on the values of ka1


(m�1 s�1) and kd1 (s�1) compared to 2F5 interactions with POPC–
epitope or 4E10 interactions with either surface.


If the interaction of the MAbs with the peptide–membrane
surface can be described in terms of a two-step process, then
the values of ka1 and kd1 describe the initial interaction of the
MAbs with the combined peptide–membrane immunogen,
which is generally regarded to be mediated by electrostaticACHTUNGTRENNUNGinteractions with membranes[41] or peptide/proteins.[42] The ka1


values for the interaction of both MAbs with all peptide-bound
surfaces are similar, with the exception of 4E10 interactions
with the POPC/Chol/SM–epitope surface, which is twofold
lower. Comparison of the values of kd1 for 4E10 reveal faster
off-rates with the POPC/Chol/SM–epitope surface compared to
the POPC–epitope surface, while the opposite was observed
for 2F5, which exhibited a slower off-rate on the POPC/Chol/
SM–epitope surface than the POPC–epitope surface. In addi-
tion, both 2F5 and 4E10 displayed similar kd1 values on the
POPC–epitope surfaces.


The second association (ka2) and dissociation (kd2) rate con-
stants can describe conformational changes to the peptide epi-
tope, MAb or the subsequent insertion or reorientation of the
MAb–peptide epitope within the membrane, which is largely
mediated hydrophobic interactions (values listed in Table 2). To
understand the importance of the second-state change to
these MAbs it is meaningful to consider the magnitude of the
ka2 :kd2 ratio in the two-state model, since mathematically this


has an influence on the overall
equilibrium constants. That is,
when ka2 is proportionally larger
than kd2, the overall equilibrium
constants will be significantly
influenced by the rate of
change of state in the system,
and conversely when ka2 is pro-
portionally smaller than kd2, the
overall equilibrium constants
will be influenced far less by
the rate of change of state in
the system.


From Table 2, for 2F5 on the
POPC–epitope surface this ratio


Table 2. Association (ka1, ka2) and dissociation (kd1, kd2) rate constants for 2F5 and 4E10 binding to POPC and
POPC/Chol/SM membranes in the presence of the peptide epitope, determined by numerical integration by
using the two-state model.


2F5 4E10
POPC POPC/Chol/SM POPC POPC/Chol/SM


ka1 [m�1 s�1] � 105 1.95 1.78 1.85 1.00
kd1 [s�1] � 10�5 349 35.2 322 2570
ka2 [s�1] � 10�6 18 400 NR*[a] 11 200 57 300
kd2 [s�1] � 10�6 1720 NR*[a] 2 690 1 070
KA [m�1] � 108 6–6.5 6.2–13 2.4–3.0 2.1–2.4
KD � 10�9 1.5–1.7 0.8–1.6 4.1–4.9 4.1–4.7
c2 21.9 31.2 21.9 2.6
kt [ � 108] 13.8 342 5.69 764


[a] NR* has a standard error >10 %.


1038 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 1032 – 1044


L. K. Pattenden et al.



www.chembiochem.org





of ka2/kd2 is ~10, whereas for 2F5 on the POPC/Chol/SM–epi-
tope surface the magnitude differences are not significant to
the fit and approximate to 1 with standard errors greater than
10 %; the latter interaction—while obeying a two-state
model—was not significantly dependent on the second rate
constants for the quality of the fit and hence the values are
not reported in Table 2. For 4E10 interactions with the POPC–
epitope surface this ratio was ~4 with the slowest ka2 on-rate
(and the fastest kd2 off-rate). For 4E10 on the POPC/Chol/SM–
epitope surface the ratio was ~50, with the fastest ka2 on-rate
(and slowest kd2 off-rate). This means that the second state
transition is different for the particular MAb and is specific for
the membrane environment; this suggests that 2F5 is less de-
pendent on a membrane to effect strong binding, but might
tolerate the involvement of a membrane the fluidity of which
is less ordered. In the case of 4E10, we reason that not only is
the involvement of the membrane important, but also a specif-
ic lipid species appears to influence the second state transi-
tion; however, these effects result in overall equilibrium con-
stants that are almost the same for each MAb on the different
membrane–epitope surfaces.


Discussion


2F5 and 4E10 are two MAbs against HIV-1, the epitopes of
which are closely localized in the gp41 membrane proximal
region (MPR), which is close to the viral membrane surface
(the 2F5 epitope extends slightly outside the MPR N terminus).
In the native state the MPR is believed to lie parallel to the sur-
face of the viral membrane external layer. The 2F5 ELDKWA
epitope motif has been shown structurally to be an independ-
ent and discrete extension from the viral membrane and forms
the leg of the envelope spikes, which are attached to the 4E10
NWF ACHTUNGTRENNUNG(D/N)IT epitope foot that is continuous to the membrane
plane. The MAbs have been modelled to dock in a manner by
which they interact with both the membrane and peptide epi-
tope.[43] In support of this, it has been proposed that the 2F5
and 4E10 MAbs interact with the viral membrane through a
CDR H3 hydrophobic surface,[18, 20] which is thought to orien-
tate the MAbs in the manner proposed by Zhu et al. ,[43]


though we note that such a scenario as presented in this
“tripod” structure of the viral envelope is not necessarily ex-
cluded in other “stalk” structural models.[44, 45] Furthermore, pre-
vious studies have shown that the MPR has a tendency to par-
tition into membranes,[46, 47] and liposomal studies have shown
that the binding of 2F5 and 4E10 to their epitopes is enhanced
when gp41 is presented in a lipid environment.[17, 18] However,
despite this evidence, there remains no general consensus
about the MPR structure in the context of the native gp120–
gp41 or during the fusion process, and it is possible that this
region is membrane-associated during the virus–cell fusion
event.


The goal of the present study was to examine the mem-
brane interactions of 2F5 and 4E10 by using POPC and POPC/
Chol/SM liposomes as membrane models to mimic the host
cell and viral membranes, respectively. The study was per-
formed in the presence and absence of a peptide epitope


(H-NEQELLELDKWASLWNWFNITNWLWYIK-NH), which has mem-
brane-binding properties and contains both 2F5 (ELDKWA) and
4E10 (NWFNIT) epitopes flanked by native gp41 sequences.
The use of this peptide epitope, rather than each MAb core
epitope sequence separately, allows the binding properties of
each MAb to be studied with the inclusion of the flanking resi-
dues that are naturally present in the whole gp41 envelope
and provides a more relevant recognition context to better
mimic the natural epitope conformation.


Currently, a powerful tool for determining the role of key
peptide motifs and the relationships of sequence-specific prop-
erties to biological activity is the measurement of the underly-
ing thermodynamics and kinetics of a specific interaction. One
of the most commonly used optical biosensor technologies is
SPR. Though other biophysical techniques provide important
information on the relationship between membrane–peptide
structures and biological function, SPR allows a detailed analy-
sis of the kinetics and affinity of interactions and has beenACHTUNGTRENNUNGapplied to the study of biomolecular interactions involved in
almost every aspect of the HIV replication cycle.[48] However,
there are only a limited number of SPR studies of 2F5 and
4E10 interactions with their epitopes that also involve the
membrane, and experimental/kinetic details involving mem-
brane interactions are incomplete and conflicting.[27, 34]


We employed an SPR biosensor approach whereby lipo-
somes of POPC or POPC/Chol/SM were deposited onto the L1
aliphatic alkanethiol-modified carboxymethyldextran surface to
form suspended membrane surfaces that mimic biophysicalACHTUNGTRENNUNGaspects of the neutral cell- and viral-like membranes. The 2F5
and 4E10 MAbs were allowed to flow over the membrane sur-
faces in the absence or presence of prebound gp41 peptide
epitope, and the binding was kinetically followed as a refrac-
tive index change proportional to a mass change on the sur-
face.


The results obtained for the membrane-only experiments
allow conclusions to be made about the membrane-binding
characteristics of the MAbs. In agreement with other investiga-
tions,[21, 22, 26] we have found that not only 4E10, but also 2F5
can bind to membranes in the absence of gp41 peptide epi-
topes (Figure 2 A–D), although to a much lesser extent. Based
on the low affinity of 2F5 for each membrane one may hy-
pothesize that 2F5 binding to membranes alone might not
necessarily involve the antigen-binding site where high-affinity
interactions occur. This hypothesis is supported by previous
fluorescence work,[49] in which it was shown that no extensive
2F5–membrane interaction occurred and thereby 2F5 was sug-
gested not to use membrane interactions prior to high-affinity
interaction and gp41 docking.


Higher binding responses were achieved for 4E10 on the
POPC surfaces compared to POPC/Chol/SM or 2F5 on both sur-
faces, and the apparent off-rates from late in the dissociation
phase show that the rate of shedding of 4E10 from both POPC
and POPC/Chol/SM is essentially the same and is faster than
2F5. The low affinity interaction of 2F5 to membranes is in con-
trast to 4E10, which shows a much higher affinity for both
membranes studied. This high affinity of 4E10 suggests that
the antigen-binding site is likely to be involved, and therefore
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the interactions of 4E10 with the membrane could be an im-
portant facet to immunogen design with this region of gp41.


The binding of 2F5 and 4E10 increased significantly in the
presence of the membrane-bound peptide epitope complex
and exhibited almost irreversible binding over the course of
the measurements, that is, there was relatively little desorption
during the dissociation phase. In the presence of the prebound
epitope, we found that 2F5 binds with approximately threefold
greater affinity for all surfaces than 4E10, with KD values of
1.16–1.95 nm for 2F5 binding to POPC–epitope surfaces and
0.02–1.22 nm for POPC/Chol/SM–epitope surfaces, and KD


values of 0.63–5.69 nm for 4E10 binding to POPC–epitope sur-
faces and 0.54–4.21 nm for POPC/Chol/SM–epitope surfaces,
which are similar to values determined by Alam et al. (KD of
4 nm for 2F5 and 6 nm for 4E10 by ITC; 1.8 nm for 2F5 and
21.5 nm for 4E10 by SPR)[27] and Sun et al. (~10 nm reported
for 4E10 by SPR).[34]


In terms of the mechanism of interaction, the two-state reac-
tion model describes a more complex modification of the 1:1
Langmuir interaction, similar to the bivalent reaction model.
For both models, the initial electrostatic binding of the MAbs
to the peptide–membrane surface is followed by a second
event, which could, in the case of the two-state reaction
model, be a rearrangement or insertion of the MAb into the
surface. For the bivalent model the second step is normally de-
fined as the binding of the second antigen binding site. Our
data show that there are at least two steps that could include
bivalency, for which the involvement of the second antigen
binding site might be a very fast process and be enhanced by
the first antigen binding. owever, the very strong and/or irre-
versible binding of the MAbs to the peptide–membrane com-
plex is consistent with an insertion or reorientation of the
MAbs into the plane of the membrane upon binding and is
mediated by hydrophobic interactions.


Conversely, 4E10 interactions with the peptide on the POPC/
Chol/SM–epitope surface is far more dependent on the second
rate constants to fit to the two-state model, with the fastest
on-rate and slowest off-rate of all the assays for the second
rate constants (ka2 and kd2), but slowest on-rate and fastest off-
rate for the first rate constants (ka1 and kd1). This suggests that
the membrane composition is important, since 4E10 does not
show as good an initial interaction to the POPC/Chol/SM–epi-
tope surface as to other surfaces, and curiously, the 4E10
POPC–epitope surface had 20 % of the ka2 rate and twice the
dissociation rate kd2. This suggests that 4E10 exhibits strongest
interactions with both the membrane and the peptide epitope
as a combined peptide–membrane immunogen, and so lipid
composition could be very relevant to 4E10 neutralisation.


These suggestions are supported by structural data. In terms
of the structure of the peptides within membrane mimeticACHTUNGTRENNUNGenvironments, an MPR synthetic peptide has been shown to
adopt a helical conformation parallel to the membrane, near
the lipid interfacial region,[50] and a revised structure has
shown that the 2F5 and 4E10 immunogens are helical domains
separated by a defined kink.[34] In contrast, the X-ray crystal
structure of the 2F5 and 4E10 Fab (fragment, antigen binding)
regions complexed to synthetic epitopes[18, 20] demonstrate that


the epitopes adopt a b-turn and a-helical conformation, re-
spectively, that is distinct from the conformations found in the
solution-based studies.[34, 50] While the crystallographic evidence
lacks a membrane context, the different structures suggest
that each epitope might undergo a conformational change
during recognition by the respective MAbs.


Given the proximity and location of the 2F5 and 4E10 epi-
topes to the viral membrane, it is not surprising that both
MAbs bind almost irreversibly to the peptide in the membrane
context. Based on the neutralising activity of each MAb, it
could be anticipated that the MAbs would bind more strongly
to the lipid composition of the model viral membrane with the
peptide epitope (POPC/Chol/SM–epitope) than to the model
mammalian membrane with the peptide epitope (POPC–epi-
tope). However, since the binding of each MAb was similar
with both lipid mixtures in the presence of the peptide epi-
tope, the results suggest that the lipid composition requires
further optimisation to provide a more precise mimic of the
virion membrane. Indeed, other studies have shown that 2F5
and 4E10 bind unspecifically to neutral and anionic phospho-ACHTUNGTRENNUNGlipids (phosphatidylcholine (PC) and phosphatidylglycerol (PG)
for 2F5 and PC, SM, phosphatidylethanol (PE), PG and phos-
phatidylserine (PS) for 4E10), and bind more strongly to
CL.[21, 22, 26] It has also been reported that 4E10 might bind to
PtIns(4)P through a phosphate-binding subsite,[23, 24] and lipids,
such as PS or PtIns(4)P, might be exposed at the HIV surface.[25]


Additionally, Chol also seems to be important for 4E10 epitope
recognition[51] and this could be the reason why the second
rate constants obtained in the present study for the POPC/
Chol/SM–epitope mixture exhibit different properties com-
pared to the POPC–epitope surfaces. It is possible that Chol
changes the fluidity of the acyl chains and the orientation of
the phospho-head groups of the viral membrane and facili-
tates surface orientation of the peptide by tryptophan inser-
tion at the interface;[34] this would give 4E10 an overall prefer-
ence for cholesterol-containing lipid compositions combined
with the gp41 epitope.


Naturally the exact composition of the HIV virion is contro-
versial and might well be plastic to cell-type and cell-cycle spe-
cifics, which can alter lipid compositions at the site of budding
(e.g. , lipid rafts),[52] but more importantly the lipid composition
in the vicinity of the gp41 spikes is unknown and it is feasible
to speculate that the virion could have an asymmetric lipid dis-
tribution about the local environment of gp41, which would
be facilitated or even dictated by envelope proteins as well as
lipid concentrations at the site of budding. If so, the lipid envi-
ronment and composition itself could play a critical role in the
viral fusion process, and perhaps facilitate virion structural
changes at the point of fusion or assist translocation due to
the presence of localised inner leaflet lipids, such as SM and
PtdIns-species.


Immunogen design


The gp41 epitopes have attracted increasing attention as
promising models for immunogens in vaccine development
(e.g. , see ref. [53]). Phogat and Wyatt describe a range of strat-
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egies currently undertaken to design either protein or peptide
immunogens for HIV vaccines.[6] In the case of the 2F5 and
4E10 peptide epitopes this has frequently involved constrain-
ing or restricting peptide conformations and creating scaffold
or carrier-assisted immunogens that try to present the peptide
epitopes in a manner that elicits an immunogenic response rel-
evant to native HIV envelope spikes.[6] Such approaches require
characterisation of the molecular details of 2F5 and 4E10 inter-
actions with the gp41 peptide epitopes, and an important con-
sideration in these approaches is the role of the viral mem-
brane, which—if important to recognition by MAbs—could be
central to novel biomolecular design approaches and for pre-
senting more biologically relevant immunogens.[25, 35] An impor-
tant question, therefore, concerns the role the membrane
plays in MAb recognition. Though recent work may call into
question whether 2F5 really binds phospholipid species,[32, 34, 54]


very valid points have been raised that these differences could
be merely technical, technique-specific or related to the phos-
pholipid occupying only a small portion of the 2F5 antigen-
binding paratope.[35] Recent work has shown that the confor-
mation of the epitope recognised by the MAbs is a transient
intermediate that conceivably might not be achievable with
particular peptide lengths or lipid compositions, which do not
present (in the case of 2F5) an extended, prehairpin intermedi-
ate conformation.[55] Therefore, such differences could also be
a reflection of difficulties in studying the fine details of HIV
biology.


Similarly the tryptophan-rich conserved region below the
2F5 domain (including the 4E10 epitope) can be functionally
replaced with antibacterial peptides with similar membrane-
perturbing properties as the 4E10 epitope; these may even
contain strategic helix-breaking proline residues.[56] This indi-
cates that the conformation of the MPR about the 4E10 epi-
tope is more complex than current structural data suggest,
and the membrane-perturbing properties are of paramount
importance for function. Furthermore, the authors suggest
that based on current structural data the MPR needs to also
transition through short-lived intermediate conformations to
attain the prefusion state.[56]


Indeed the Wyatt group have recently reported a fused hep-
atitis B S1–MPR (HBsAg–MPR) virus-like particle and examined
different surface antigen contexts arranged on the hepatitis
B S1 scaffold that comprises MPR-containing epitopes and
plasma membrane/synthetic derived lipid constituents.[57] In
this study the membrane was shown to be critical to recogni-
tion by delipidation and reconstitution of particles in 1,2-di-ACHTUNGTRENNUNGoleoyl-sn-glycero-3-phosphocholine/1,2-dioleoyl-sn-glycero-3-
phospho-l-serine (7:3). Curiously the MPR C-terminal con-
structs were most effective, which actually places the 2F5 por-
tion of the epitope close to the membrane, and suitable 4E10
recognition was obtained only upon addition of transmem-
brane sequences C-terminal to the 4E10 portion of the epi-
tope.[57] The authors attribute the extended transmembrane re-
quirements to a more intimate association with the membrane,
which could conceivably be brought about by a relaxation of
the highly strained membrane (22 nm particles), or asymmetry
of the membrane about the additional transmembrane exten-


sion to allow the membrane-perturbing properties of the MPR
to structurally occur. The delipidation/lipidation properties of
this new HBsAg–MPR platform, offers a means of experimental-
ly investigating the lipid environment and novel lipids (or
other nonlipid agents) for the HIV membrane, which could
help achieve a more antigenic prehairpin structure. Conceptu-
ally this could be simply probed by using SPR and immobilised
MAbs or Fab fragments for a more complete understanding of
the lipid environment and role of the membrane in efficient
antibody neutralisation.


Conclusions


Here, we have presented the significant finding that 2F5 does
not bind specifically to the membrane, but the membrane is
important to the secondary structure of the 2F5 epitope, pre-
sumably by supporting the epitope in the required prehairpin
intermediate conformation recognised by 2F5. Conversely, we
have shown 4E10 appears to bind to both the peptide and
membrane, most likely as a combined immunogen, and there-
fore the composition of the membrane is predicted to be im-
portant for recognition. These important roles for the viral
membrane about the peptide epitopes are a facet of HIV be-
haviour that could be exploited in novel immunogen design
approaches to raise antibodies that are specific to HIV and that
recognise both the viral membrane and part of gp41.


Experimental Section


General : (2-(1H-7-Azabenzotriazol-1-yl)-1,1,3,3-tetramethyl)uronium
hexafluorophosphate (HATU), N-methyl pyrrolidone (NMP), dime-
thylformamide (DMF), diisoproylethylamine (DIPEA), piperidine, tri-ACHTUNGTRENNUNGisopropylsilane (TIPS) and trifluoroacetic acid (TFA) were of peptide
synthesis grade and obtained from Auspep (Melbourne, Australia).
POPC (1-palmitoyl-2-oleyol-sn-glycero-3-phosphocholine) was pur-
chased from Avanti Polar-Lipids (Alabaster, AL, USA). Sphingomye-
lin (SM; chicken egg yolk), cholesterol (Chol), (3-[3-cholamidopro-
pyl)dimethylammonio]-1-propanesulfonate (CHAPS) and sodium
dodecyl sulfate (SDS) were obtained from Sigma (St. Louis, MO,
USA). HEPES was obtained from Sigma (Castle Hill, NSW, Australia)
and NaCl was from Amresco (Solon, Ohio, USA). HEPES buffer
(10 mm HEPES buffer pH 7.4, 150 mm NaCl) was used throughout
the studies by dilution from a 10 � stock. The SPR system used
was a BIACORE T100 analytical system (Biacore, Uppsala, Sweden)
with L1 sensor chips (Series S; Biacore) for liposome attachment.
The regeneration solutions were SDS (0.5 %, w/v), CHAPS (20 mm),
NaOH with methanol (10 mm NaOH, 20 % MeOH) and NaOH
(10 mm). All solutions used in the T100 were freshly prepared and
filtered (0.22 mm filter).


Antibodies : Human HIV-1 gp41 monoclonal antibodies 2F5 and
4E10 from Dr. H. Katinger and Polymun Scientific were provided by
the EU Programme EVA Centralised Facility for AIDS Reagents, Na-
tional Institute for Biological Standards and Control (UK), and were
also purchased from Polymun Scientific (Vienna, Austria). The
MAbs 2F5 and 4E10 (100–670 mL) were dialysed in HEPES buffer
(1 L, for >16 h, 4 8C) by using a SnakeSkinTM pleated dialysis tubing
(10 kDa, Pierce, Rockford, IL, USA). The MAbs were diluted to ~ ten-
fold prior to dialysis to reduce the protein concentration and avoid
protein aggregation; no evidence of aggregation was detected in
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samples by measuring absorbances at 280 and 320 nm, even after
periods of more than six months after the experiments. Protein
concentrations for assays were quantified with the modified Lowry,
DC protein assay (Bio-Rad, Gladesville, NSW, Australia). In order to
avoid signal response variations during the SPR experiments due
to the differences between the MAb solutions and the running
buffer, the dialysis buffer was subsequently filtered (0.22 mm mem-
brane, Pall Life Sciences, Melbourne, Australia) and used as running
buffer in SPR experiments, thereby removing refractive index
changes between solutions. Refractive index differences between
different MAb preparations was <2 RU.


Peptide synthesis : Rink amide resin was obtained from Novabio-
chem (San Diego, CA, USA) and Fmoc-l-amino acids were obtained
from GL Biochem (Shanghai, China). The peptide H-NEQELLELDK-
WASLWNWFNITNWLWYIK-NH (hereafter referred to as peptide epi-
tope) was synthesised on Rink amide resin (on a 0.1 mmol scale)
by using a Libertytm microwave peptide synthesiser (CEMtm ; NC,
USA) by employing Fmoc solid-phase techniques (for a review see
ref. [58]). The peptide epitope was assembled by systemicallyACHTUNGTRENNUNGrepeated steps of “double” coupling and “double” deprotection.
“Double” coupling: Fmoc-amino acid (5 equiv), HATU (4.5 equiv),
DIPEA (10 equiv), in NMP (2 � 5 min, with 20 W microwave irradia-
tion at 75 8C). “Double” deprotection: piperidine (20 %) in NMP (1 �
30 s, with 40 W irradiation at 38 8C; followed by 1 � 3 min, with
40 W irradiation at 75 8C).


Following linear assembly, the peptide was cleaved from the resin
with simultaneous removal of side-chain protecting groups by
treatment with a cleavage cocktail (2 mL) consisting of TFA (95 %),
TIPS (2.5 %) and H2O (2.5 %) for 3 h at room temperature. Suspend-
ed resin was removed by filtration and the peptide precipitated in
ice-cold diethyl ether. Solid material was then collected in a sin-
tered glass funnel (pore size 4), washed with diethyl ether, dis-
solved with MeCN/H2O (1:1) and lyophilised. An initial analysis of
the crude material by RP-HPLC and mass spectrometry suggested
the presence of multiple N-carboxy groups, which presumably re-
sulted from the incomplete removal of tert-butoxycarbonyl side-
chain protection from the indol nitrogen of the five tryptophan
residues present.[59] Decarboxylation of these carbamic acid inter-
mediates was achieved by dissolving the crude material in MeCN/
H2O/CH3COOH (9:9:2) and stirring at room temperature, overnight.
The peptide was then purified by preparative RP-HPLC by using an
Agilent HP1100 system fitted with a Vydactm C18 (250 � 22 mm) RP
column. The eluents used were TFA (0.1 %) in H2O (A) and TFA
(0.1 %) in MeCN (B); the peptide was eluted by applying a linear
gradient (6 mL min�1, 0 % to 60 % B over 60 min). Fractions collect-
ed were examined by analytical RP-HPLC and those found to exclu-
sively contain the desired product were pooled and lyophilised.
Analysis of the purified final product by RP-HPLC indicated a purity
of >90 %. Successful synthesis was confirmed by electrospray-ioni-
sation mass spectrometry (found: 3652.8; calcd: 3650.8).


Peptide preparation for biosensor experiments : Peptide stock
solutions were prepared in DMSO and diluted to the desired con-
centrations with HEPES buffer. The total DMSO concentration was
maintained at 0.14 % (v/v) in the peptide samples throughout the
SPR experiments to aid peptide solubility, as low DMSO concentra-
tions are reported not to perturb particular liposomal composi-
tions.[60] This value is well below the chemical compatibility of the
L1 sensor chips (10 %) and was confirmed not to cause large base-
line changes in this study with buffer-only injections over mem-
brane surfaces (�10 RU). Peptide concentrations were quantified
with the modified Lowry, DC protein assay, and peptides were


spectrophotometrically monitored for solubility and aggregation
by measuring absorbances at 280 and 320 nm.


Liposome preparation and lipid bilayer formation : Small unila-
mellar vesicles (SUVs) of POPC and a mixture of POPC/Chol/SM
(1:1:1) were used throughout the studies. POPC (dissolved in
chloroform) alone or mixed with Chol (in chloroform) and SM (in
chloroform/methanol mixture 2:1, v/v) was dried under a gentle
stream of nitrogen. Solvent removal was completed in vacuo, over-
night. The lipid was suspended in HEPES buffer (final concentration
1 mm) and sized by being subjected to seven repeated freeze/
thaw cycles and extrusion (19 times) through polycarbonate filters
(50 nm pore diameter).


All biosensor experiments were conducted at 25 8C with sampleACHTUNGTRENNUNGinjections by using instrument high-performance parameters and
collection rates (10 Hz). The L1 sensor chip surface was washed as
part of a start-up cycle by the sequential injection of CHAPS
(20 mm, 5 mL min�1 flow rate, 60 s contact time), NaOH in methanol
(10 mm NaOH in 20 % MeOH, 50 mL min�1, 36 s) and NaOH (10 mm,
50 mL min�1, 36 s). SUV were captured onto the L1 surface at a flow
rate of 2 mL min�1 (2400 s). A NaOH pulse was used to remove
loosely bound liposomes from the surface (10 mm, 50 mL min�1,
36 s), which resulted in a stable baseline.


2F5, 4E10 and gp41 epitope scouting conditions : To establish
the conditions of the binding experiments, scouting experiments
were performed to optimise the MAbs and gp41 epitope concen-
trations (with varied amounts of DMSO), contact times and flow
rates for capture of the epitope and subsequent antibody binding.
It was found that only a narrow range of conditions was applicable
to both POPC and POPC/Chol/SM surfaces with both antibodies.
Extending beyond these conditions proved too detrimental to the
membrane systems in terms of DMSO effects and regeneration of
the surfaces; the latter was particularly difficult with elevated anti-
body concentrations or prolonged contact times, which needed to
be optimised individually for 2F5 and 4E10. A range of solvents
and additives were tested to increase the range of conditions, but
only very harsh regeneration conditions—above the rigors typically
employed for membrane systems (i.e. , n-octyl-b-d-glucopyranoside
or CHAPS regenerations)—successfully restored basal responses
without carryover to subsequent assay cycles.


Scouting experiments examined various 2F5 and 4E10 concentra-
tions (0.01–0.5 mm), gp41 epitope concentrations (0.1–1 mm), DMSO
concentrations for dissolving the gp41 epitope (0.015–0.14 %
DMSO), contact times for each parameter (30–180 s) and flow rates
for each step (5–30 mL min�1). Regeneration conditions were
screened by using a range of concentrations of solvents, deter-
gents and additives comprising: SDS, polyethyleneglycol, polyeth-ACHTUNGTRENNUNGyleneimine, methyl-a-d-glucopyranoside, l-a-o-benzylglycerol, n-
octyl-b-d-glucopyranoside, MgCl2, EDTA, CHAPS and NaOH in
methanol. The final conditions derived (detailed in the following
section) provided the most reproducible results on the T100 bio-
sensor platform.


2F5 and 4E10 binding to membranes or precaptured gp41 epi-
tope : Solutions of 2F5 (0.06–0.3 mm) and 4E10 (0.06–0.5 mm) in
HEPES buffer were studied on membrane surfaces prepared from
the deposition of POPC or POPC/Chol/SM SUV (1 mm). The MAb
experiments were performed either in the absence or presence of
peptide epitope (concentrations of 0.3, 0.5 and 1 mm) prebound to
the membrane surfaces. As control, MAb binding was studied in
the presence of DMSO (0.14 %, v/v) buffer control, as DMSO was
critical for the solubility of the peptide epitope. Prebinding of the
peptide epitope (or DMSO control treatment) was achieved by in-
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jection of solutions over the membrane surfaces (5 mL min�1, 180 s).
Upon completion of the injection, the flow was continued
(5 mL min�1 for 60 s) before the MAb solutions were injected over
the combined membrane–epitope (or membrane–DMSO control)
surfaces. The MAb solutions were injected by using different con-
tact times at a constant flow (5 mL min�1; 2F5 contact time 90 s,
4E10 contact time 60 s), followed by a uniform dissociation time
(600 s). After each MAb binding assay, the sensor surface wasACHTUNGTRENNUNGregenerated (0.5 %, w/v, SDS, 5 mL min�1, 60 s), followed by theACHTUNGTRENNUNGsequential injection of CHAPS (20 mm, 5 mL min�1, 60 s), NaOH in
methanol (10 mm NaOH in 20 % MeOH, 50 mL min�1, 36 s) and
NaOH (10 mm, 50 mL min�1, 36 s).


Analysis and data fitting : Analysis and fitting was conducted by
using BIAeval version 4.1, Sigmaplot version 2001 and Graphpad
Prism version 4.00. Because fitting the MAb interactions to the
lipid-only surfaces with kinetic fitting or steady-state approxima-
tions was not possible, a comparative kinetic fit was used by
global fitting of the dissociation phase (t = 400–650 s) to derive ap-
parent values of the dissociation rate constant kd as opposed to ki-
netically measured values obtained in the presence of the epitope.
At the fitted period the dissociation phase was more uniform
across both MAbs and membrane surfaces and demonstrated a
more 1:1 Langmuir behaviour; this allowed a closer fit with lower
c2 values and residuals.


For the MAb interactions with peptide epitopes, data were origi-
nally assessed for fitting to Langmuir 1:1 models as the simplest in-
teraction before examination of fitting to bivalent (accounting for
both interacting arms of the IgG molecules) and two-state reaction
models (including modified models to account for possible mass
transfer limitations or baseline drift). The bivalent model was re-
jected for two reasons: firstly it was found that the c2 values were
generally higher; secondly, the fitting could be artificially manipu-
lated to more closely match the data by setting high starting pa-
rameters—especially, any incremental value from 1 � 104–1 � 105 for
ka1 (it should be noted that the bivalent model multiplies ka1 by a
factor of two as part of the fit, which might have been relevant in
this case). Such high initial parameters sometimes returned final
values of ka1 beyond the range of the T100 SPR to accurately mea-
sure, and in some fits early iterations would automatically find a
high value for ka1; so, although the fit always appeared to match
the data, the final numbers did not necessarily represent the true
physicochemical properties of the MAbs.


The two-state model was refined by setting the Rmax as a local pa-
rameter and making kinetic allowance within Biaeval 4.1 for sys-
tematic baseline drift (local parameter) and mass transfer limita-
tions (global parameter), as used in the standard models for 1:1
binding with drifting baseline and 1:1 binding with mass transfer.
The data could be fitted to this model, which provided lowest c2


values and consistent final numbers irrespective of initial values for
the fitted parameters in the model.


Kinetic data were assessed by using c2 values, plots of the residuals
from the model fitting and the significance of a parameter as-
sessed by the standard error (SE) statistics. The quality of the fit to
a specific parameter was deemed significant if the standard error
was less than 10 %. Except where specifically indicated, all parame-
ter values were significant to the fit.
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Introduction


Alzheimer’s disease (AD) is one of the most common progres-
sive neurodegenerative disorders. Although senile plaques are
considered as the main pathological hallmarks of AD, a better
correlation between cognitive impairment and concentration
of the Ab soluble forms has been reported.[1] A direct toxic ef-
fects of Ab to human and rat hippocampal cell cultures were
reported several years ago[2] and suggest that Ab is an essen-
tial plaque constituent that participates in the pathogenesis of
AD.


Oxidative stress has been implicated as a potential mecha-
nism participating in the neurotoxicity of Ab-mediated interac-
tions responsible for AD etiology.[3, 4] Ab-mediated radical for-
mation was postulated by Hensley and co-authors.[5] Radical
generation was manifested by formation of lipid and protein
oxidation products[6, 7] and increased concentration of cellular
H2O2.[8]


Elevated levels of several metals (copper, zinc and iron)
inside neuropil of the cortical basal nuclei of the amygdala
were reported for the AD patients.[9] In addition, direct binding
of redox active metals like copper and iron, was reported to
enhance Ab neurotoxicity.[10] Ab is capable of generating redox
active species even in cell free solutions.[11] In a cell free system
it was demonstrated that Ab can bind copper thus leading to
redox activity and oxidative modifications of the peptide.[12, 13]


Copper coordination to Ab through His6, His13 and His14
yields binding with a high affinity (1.6 � 1017


m
�1 for Ab42).[14, 15]


Although a model assuming four-ligand-coordinating CuII in a
planar configuration has been proposed for Ab–CuII com-
plexes,[16] the fourth ligand is still unclear. The candidate resi-


dues include Tyr10,[17] N-terminal nitrogen[18] or an unspecified
carboxylate side chain.[19] However, a second copper binding
site, characterised by constant Kd of approximately 1.6 mm has
also been suggested.[20, 21] Tyr10 and Met35 residues were sug-
gested to participate in the redox activity of Ab,[22, 23] but their
roles are still disputable.[24] It was reported that Ab is able to
reduce CuII to CuI.[25] However, recent findings questioned this
observation.[24] On the other hand, antioxidant properties of Ab


were also postulated.[26]


Copper uptake by human brain is mediated largely by
copper transport (CTR) proteins (mainly hCTR1—the human
copper transporter) as CuI,[27] and, to lesser extent, as CuII, by
DMT1, the relatively nonspecific divalent cation transporter.[28]


Following the uptake from blood by the cell transporters,
metal delivery by a series of protein-specific chaperones, such


[a] Prof. D. Elbaum
Institute of Physics, Polish Academy of Sciences
al. Lotnikow 32/46, 02-668 Warsaw (Poland)
Fax: (+ 48) 22-843-09-26
E-mail : elbaum@ifpan.edu.pl


[b] Dr. A. Wieckowska
Department of Chemistry, Warsaw University
Pasteura Street 1, 02-093 Warsaw (Poland)


[c] Dr. M. Brzyska , Dr. K. Trzesniewska, A. Szczepankiewicz
Department of Neurophysiology
Nencki Institute of Experimental Biology, Polish Academy of Sciences
Pasteura Street 3, 02-093 Warsaw (Poland)


[†] Deceased


Supporting information for this article is available on the WWW under
http ://dx.doi.org/10.1002/cbic.200800732.


Extracellular deposits of b-amyloid (Ab) into senile plaques are
the major features observed in brains of Alzheimer’s disease
(AD) patients. A high concentration of copper has been associ-
ated with insoluble amyloid plaques. It is known that Ab ACHTUNGTRENNUNG(1–40)
can bind copper with high affinity, but electrochemical proper-
ties of AbACHTUNGTRENNUNG(1–40)–Cu complexes are not well-characterised. In
this study we demonstrate that complexation of copper (both
as CuI and CuII) by AbACHTUNGTRENNUNG(1–40) reduces the metal electrochemical
activity. Formation of copper-AbACHTUNGTRENNUNG(1–40) complexes is associated
with alteration of the redox potential. The data reveal signifi-
cant redox activity of fresh Ab–copper solutions. However,
copper-induced structural rearrangements of the peptide,
documented by CD, correspond with time-dependent changes


of formal reduction potentials (E0’) of the complex. Fluorescent
and electrochemical (cyclic voltammetry and differential pulse
voltammetry) techniques suggest that reduction of the redox
activity by Ab–Cu complexes could be attributed to conforma-
tional changes that diminished copper accessibility to the ex-
ternal environment. According to our evidence, conformational
rearrangements, induced by copper binding to amyloid, elon-
gate the time necessary to attain the same b-sheet content as
for the metal-free peptide. Although the redox activity of Ab–
Cu complexes diminishes in a time-dependent manner, they
are not completely devoid of toxicity as they destabilize red
blood cells osmotic fragility, even after prolonged incubation.
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as Atox1 or CCS to the apoenzymes takes place. Thus, disrup-
tion of the metal homeostasis in such a delicate system may
cause a temporary release of copper. Hence, copper binding
by intracellular or vascular Ab may lead to the formation of
both Ab–CuII and Ab–CuI complexes. Additionally, bathocu-
proine chelating studies of AD senile plaques support the pos-
sibility that Ab–CuI aggregates occur in the brain.[29] However,
according to our knowledge, neither experimental data con-
cerning binding of CuI by Ab nor the properties of Ab–CuI


complexes have been convincingly presented yet.
In order to understand the role of copper in Ab electro-


chemical reactivity we investigated the influence of metal
binding (CuI as well as CuII) on the protein secondary structure,
hydrophobicity, redox potentials and formation of oxidation
product from redox-sensitive fluorescent probe (H2DCF). We
compared redox properties of free copper ions in solution and
the ones complexed by Ab. The influence of time-induced
changes of copper-Ab complexes was correlated with their
redox properties. To mimic early stages of Ab formation, both
the peptide and its copper complexes were kept soluble
during the measurements. In addition, copper and copper-
amyloid complex ability to induced red blood cell lysis was
used as a model for the damaging effects of the peptide to-
wards the cell membrane.


Results


In order to establish the nature of copper (CuI and CuII) interac-
tion with Ab we have applied several independent methods.
Formation of metal-Ab complexes was documented by a
copper-sensitive fluorescence probe (Phen GreenTM). The ion’s
ability to alter Ab conformation was followed by two inde-
pendent methods: using CD and a structure sensitive fluores-
cent probe (bisANS). In addition, we employed voltammetry
(CV and DPV) and redox susceptible fluorescence probe
(H2DCF) to determine Ab’s ability to change redox properties
of copper. Finally, we used human erythrocytes to test if oxida-
tive properties of CuII, as determined by its ability to induce
direct red cell lysis, are altered in the presence of the Ab–CuII


complex.
Figure 1 summarizes the effects of CuI and CuII on a metal


binding indicator Phen GreenTM. This phenanthroline based flu-
orescent probe is a sensitive metal sensor able to detect bind-
ing of low copper concentrations as registered by a strong
fluorescence quenching.[30] According to the producer, PG
complexes with CuI and CuII have slightly different spectral
properties, generating differences of the dye quenching by the
same concentrations of the metal. As shown in Figure 1,
copper forms complexes with Ab easily detectable at 100 nm


copper and 100 nm Ab concentration. The peptides’ ability to
decrease copper induced Phen GreenTM fluorescence quench-
ing results from its capability to interact with CuI and CuII, thus
preventing the probe binding. However, further increase of PG
fluorescence by Ab incubated for 2 h with copper, in compari-
son to that caused by fresh complexes, suggests that the time-
induced interactions within the complex make the metal more
tightly bound to the peptide and/or less accessible to the solu-


tion. Note that the Ab alone has an insignificant effect on the
PG quenching.


The ability of copper to alter Ab conformation was con-
firmed by a probe sensitive to available nonpolar cavities in
proteins. BisANS binding to hydrophobic domains present in
proteins, including Ab,[31] results in a fluorescence increase and
a blue shift of the dye fluorescence peak. The residues 13–21
and 30–36 were suggested as potential bisANS binding re-
gions of Ab structure.[32] His13 and His14, the two residues co-
ordinating copper, are localized in the first peptide region
binding bisANS; this makes the probe potentially responsive
to hydrophobicity changes induced by the metal binding.
While binding of the probe to the peptide generated quite a
large fluorescence increase, binding to Ab–CuII complex result-
ed in an even higher fluorescence (Figure 2). In contrast, inter-
action of the dye with Ab–CuI yielded slightly lower fluores-
cence. Different fluorescence of bisANS bound to the Ab–
copper complexes could be a result of dissimilar accessibility
of the peptide hydrophobic domains in comparison with those
of the copper-free Ab, probably due to different conforma-


Figure 1. A) Effect of Ab, CuI, CuII and Ab–copper complexes on the fluores-
cence (emission) spectra of PG. B) PG relative fluorescence changes in the
presence of complexes of Ab–Cu (freshly prepared (open bars) or incubated
for 2 h-(closed bars)). PG relative fluorescence quenching was defined as de-
scribed in Experimental Section. All samples were in 5 mm MOPS, pH 7.2, PG
concentration was 200 nm, Ab was 100 nm and Cu (both CuII and CuI)
100 nm.
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tions. However, a fast decrease of bisANS binding, as judged
from the diminished fluorescence signal observed after incuba-
tion of the complex, suggest time-dependent folding of Ab


complexes that decreased the exposure of hydrophobic do-
mains to bisANS (Figure 2). Time dependent changes of metal-
free b-amyloid showed an increase of bisANS fluorescence up
to 3 h. After that time a gradual decrease was observed, simi-
larly to reported by Kremer and coauthors,[33] consistent with
the onset of the aggregation process.


To characterise Ab–copper complexes, their CD spectra were
examined. A range of 190–250 nm (far UV) represents amide
chromophore region informing about secondary structure of
the peptide, while longer wavelengths (250–400 nm; near UV)
bear information about aromatic side chains (250–300 nm) or
extrinsic chromophores (including metal ions) transitions. Al-
though contribution of near-UV transitions may affect far-UV
spectra thus complicating secondary structure analysis, amide
chromophore dominates in the far UV, approximately by the
factor of 10.[34] To confirm the effect of copper on the compo-
nents of Ab secondary structure we analysed CD spectra in the
190–250 nm range (Figure 3). Under the experimental condi-
tions, the predominant Ab secondary structure is that of b-


sheet (47 %), 2 h incubation enhances its content to 55 %
(Table 1), most likely due to time dependent protein folding
that precedes aggregation. Addition of stoichiometric quanti-
ties of copper (both CuI and CuII) lowered the b-sheet content
and increased the random coil conformation. Interaction of Ab


with CuI or CuII resulted in an appearance of a new peak near


Figure 2. A) Effect of 400 nm Ab, 2 mm CuII or CuI on 0.2 mm bisANS fluores-
cence spectra in PBS pH 7.2, measured immediately after Ab–Cu complex
formation. B) Changes of bisANS relative fluorescence (corrected for fluores-
cence in the absence of Ab) induced by the time-dependent structural rear-
rangement of Ab–Cu complexes.


Figure 3. Effect of CuI and CuII on the CD spectra of Ab.


Table 1. Effect of CuII on the components of Ab secondary structure as
determined by CD spectroscopy analyzed by using CD Neural Network
(CDNN).


structure Ab Ab–CuII Ab–CuI


t = 0 t = 2 h t = 0 t = 2 h t = 0 t = 2 h


helix 16 % 12 % 12 % 13 % 15 % 13 %
b-sheet 47 % 55 % 42 % 44 % 40 % 42 %
b-turn 17 % 16 % 15 % 16 % 16 % 16 %
random coil 20 % 17 % 31 % 27 % 30 % 29 %
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205 nm (Figure 3). The height of this peak was proportional to
the increasing ratio of copper to Ab (data not shown). The
250–400 nm range of CD spectra of Ab–CuI showed the metal
to ligand charge transfer band characteristic for a d10 configu-
ration around 300 nm. In this region the CD spectra were more
negative than those of Ab–CuII that are characterised by a d9


configuration and the ligand to metal charge transfer band,
suggesting possibility for a different geometry of the com-
plexes. Time-dependent changes, (in the case of CuI only in
the regions of 195 nm and 220 nm, in the case of CuII also in
the region of 205 nm) may be consistent with this hypothesis.
Generally, incubation of the Cu-Ab complexes for 2 h resulted
in an increase of the b-sheet structure with a concomitant
random coil decrease, thus leading to a conformation resem-
bling the Ab conformation without the metal (Table 1). Howev-
er, the conformational changes were much slower than those
of metal-free peptide.


Electrochemical consequences of copper ability to interact
with Ab were observed based on voltammetric measurements,
and the results are presented in Figures 4 and 5 and Figure S4
in the Supporting Information. Voltammetry is a convenient
method to monitor subtle changes in redox properties of the
electroactive species reflecting their interactions. In the present
paper we employ cyclic and differential pulse voltammetry to
follow the changes of the CuII-related electrode processes in
the absence and presence of Ab. Cyclic voltammetry (CV) is a
technique that is most widely used to get the information
about electrochemical reactions. CV consists of linearly scan-
ning potential applied to the solid electrode using triangular
waveform of potential. Differential pulse (DPV) is a pulse vol-
tammetric technique and is based on sampled current poten-
tial-step experiments. A sequence of such potential steps isACHTUNGTRENNUNGapplied to the working electrode. In differential pulse voltam-
metry potential pulses are superimposed on linear changingACHTUNGTRENNUNGpotential. The current is sampled twice—just before the pulse
application and at the end of duration of each pulse. MoreACHTUNGTRENNUNGinformation about the methods may be found elsewhere.[35]


Copper ions in KCl solution were reduced in two steps
[Eqs. (1) and (2)]:


CuIIþe ¼ CuI ð1Þ


CuIþe ¼ Cu0 ð2Þ


observed as peaks c1 and c2.
Accordingly, oxidation processes observed after reversal of


the potential are as follows [Eqs. (3) and (4)]:


Cu0�e ¼ CuI ð3Þ


CuI�e ¼ CuII ð4Þ


As shown in Figure 4 A, C and E, the formal potentials of the
reduction processes are E00


1 = 0.17 V, and E00
2 =�0.26 V respec-


tively, similarly to observed by Słowinski .[36] The CV data reveal
that in the presence of Ab the first step of CuII reduction is
shifted towards more negative potentials (about 60 mV; Fig-


ure 4 B, D and F). It means that reduction of CuII bound to Ab


is more difficult that the reduction of unbound CuII ions. The
process is concentration-dependent and in the case of 200 mm


CuII value of the shift increases to 100 mV. Oxidation of CuI to
CuII (Eq. 4) in the presence of the peptide is shifted towards
more positive potentials (to 0.25 V approximately). Lowering of
the peak current in the presence of Ab was observed during
reduction as well as during oxidation process (Figure 4), sug-
gesting lower value of diffusion coefficient of Ab–CuII complex
compared to the complex of CuII with chloride ions. As con-
firmed by DPV, lower current peak is also a result of the lower
electrochemically active concentration of copper, possibly due
to copper complexation by Ab (Figure 4 E and F). Moreover,
separation of the reduction from oxidation potential peaks re-
sulting from lower reduction potential and higher oxidation
potential in the presence of Ab, suggests chemical irreversibili-
ty and can be understood in terms of chemical reaction be-
tween CuII and Ab. As seen in the voltammetric curves record-
ed in a longer potential range (Figure 4 C and D). In the pres-
ence of Ab the reduction peak potential of (2) is even more
shifted towards more negative values. It may suggest that re-
duction of CuI in the presence of the peptide is more difficult
than reduction of CuII. Thus it is conceivable that Ab–CuI com-
plexes may be more stable than Ab–CuII ones. Beer and co-ACHTUNGTRENNUNGauthors[37] proposed an approach that links stability constants
of a complex in different oxidation states with measurable
redox potentials ; this allows for the calculation of binding en-
hancement factor (BEF). BEF equal to Kox/Kred may be calculated
from Equation (5):


DEfðnF=RTÞ ¼ ln ðK ox=K redÞ ð5Þ


where DEf is the difference between formal potentials of
copper in presence and absence of Ab. Kred and Kox are theACHTUNGTRENNUNGstability constants of complexes with Ab in different oxidation
states of copper. The rest of the symbols has their standard
meaning.


The BEF value for reaction (1) is 10.34. This is in agreement
with other observations that CuII ions form complex(es) with
Ab. The BEF factor for the second step of reduction process is
even higher (2413.12) than the factor calculated for the CuII


with Ab. This means that CuI binds to Ab stronger than CuII.
Additionally, data registered in a longer potential range (Fig-


ure 4 C and D) reveal appearance of the third peak of reduction
(�1.15 V) that is not visible in solutions containing copper
only, but observed in the presence of Ab. It can be assumed
that the third peak may represent one-step reduction of an un-
defined Ab–Cu complex to the Cu0. Possibility of the reduction
to Cu0 comes from the observation that the anodic potential
demonstrates only two peaks of Cu oxidation, that of reac-
tion (3) being significantly higher in the presence of Ab than in
copper only solutions; this suggests that it represents oxida-
tion of a sum of species reduced to Cu0.


Figure 5 depicts a significant effect of the Ab–CuII complex
incubation time (0–16 h) on the observed CV and DPV curves.
The CV signal reveals a time-dependent separation between
oxidation and reduction potentials and decrease of the peak
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currents, consistent with changes in Ab–CuII complex structure
and electrochemical properties (Figure 5 A). A DPV curve con-
firms the decrease of all peaks registered during incubation;
this suggests formation of more stable Ab–Cu complexes (Fig-


ure 5 B). Moreover, the plot shows two peaks of CuII to CuI re-
duction, one at the 0.15 mV and second at 0 mV. Faster de-
crease of the first peak suggests that it represents more labile
species. Based on our electrochemical results, we assume that


Figure 4. A comparison of cyclic (panels A–D) and differential pulse (E, F) voltammograms of free copper (A, C, E) and Ab–copper complexes (B, D, F) in 0.2 m


KCl under oxygen free conditions. Copper concentration range: 10–50 � 10�6
m, Ab concentration: 20 � 10�6


m.
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time-dependent folding of Ab–Cu complex may cause the ob-
served changes.


In the presence of PBS, representing a more “physiological”
approach towards buffering system, the formal potentials of
copper reduction processes are E00


1 =�0.02 V, and E00
2 =�0.75 V


respectively, while in the presence of Ab the first step of CuII


reduction is less shifted towards more negative potentials
(about 30 mV) and the second one disappears (Figure S1). We
observed these effects under stoichiometric ratios of CuII to Ab


(2:1, or less). This may suggest that CuII complexes with Ab are
soluble in PBS during all time of the experiment. The other ob-
servation is that Ab does not block the electrode surface, as
judged by the fact that addition of Ab did not change the vol-
tammograms and no decrease of background is seen and the
height of c1 peak remains unchanged. Reproducible disappear-
ance of the c2 peak upon addition of Ab and its reappearance
when the excess of CuII was added is consistent with the pep-


tide interaction with CuI form as well. Data registered after 2 h
of incubation of Ab–Cu demonstrate a decrease of the peak
current, that can be attributed to the complex folding. Gener-
ally, conclusions drawn from both analytical systems are com-
parable. However, presence of relatively high concentrations of
the Cu-binding phosphates creates less favourable conditions
for electrochemical measurements in PBS.


Independent evidence that Ab is capable to modulate
copper redox activity was collected applying a redox sensitive
fluorescence dye H2DCF, used both in cells and cell-free sys-
tems. The probe was also used to detect oxidative properties
of metals.[38] Although the chemistry of the dye oxidation is
complicated and has not been fully characterised yet, it is
known that last stage of multiple intermediate steps leading to
final oxidation to DCF requires participation of H2O2 or O2.[39]


As the electrochemistry data did not suggest production of
H2O2 by Ab–Cu complexes, to meet this requirement, PBS used
in these experiments was not deaerated. Figure 6 summarizes
the effect of CuI, CuII and Ab–copper complexes on the H2DCF
oxidation as measured by fluorescence increase of the probe
oxidized form. Due to the fact that the H2DCF is nonfluores-
cent and the probe fluoresces upon oxidation to DCF, the ap-
pearance of the signal reports only the redox ability of copper
and copper-Ab complexes. While the ability of CuII alone to


Figure 5. Time-dependent changes of electrochemical properties of Ab–
copper complexes (1:10), as demonstrated by cyclic (A) and differential
pulse (B) voltammetry. Voltammograms were registered immediately (t = 0)
after Ab to copper addition, and after 1, 2 or 16 h incubation of the com-
plex.


Figure 6. Influence of A) CuII and B) CuI concentration on DCF generation in
the presence of Ab (500 nm). Experiment carried out in air oxygen equilibrat-
ed PBS.
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ACHTUNGTRENNUNGoxidize H2DCF is concentration dependent in a defined range
of dye and metal concentrations (data not shown), the ability
of the Ab–CuII complex to oxidize H2DCF is dependent on the
ratio of CuII to the peptide (Figure 6 A). Note that for the com-
plex formed at substoichiometric ratios of CuII to Ab the reac-
tivity towards H2DCF is lower than that of CuII alone. On the
other hand, at higher ratio of CuII to Ab the complex was more
reactive than the ion alone (Figure 6 A). Although much lower,
oxidation of the dye in the presence of CuI ions was also ob-
servable. We attribute this unexpected effect to the possibility
of CuI oxidation by the dissolved oxygen and/or by-products
of H2DCF oxidation. Interestingly, oxidation of H2DCF by CuI


complexes with bathocuproine were also described.[40] Slight
DCF generation in the presence of Ab–CuI complexes was ob-
served only at the 4-10 :1 ratios of metal to peptide (Fig-
ure 6 B). Oxidation of CuI to CuII by the dissolved oxygen did
not exceeded 10 % of the monovalent metal per hour, as mea-
sured by a bathocuproine fluorescence quenching assay.[41] It
was also demonstrated that the Ab–CuI complex catalyzed the
reduction of oxygen to produce hydrogen peroxide,[24] which
could then oxidize H2DCF.


In order to assess the potential biological relevance of
copper binding to b-amyloid we examined the complex’s pro-
pensity to interact with erythrocyte membranes (Figure 7 A).
Copper-induced spontaneous lysis of erythrocyte membranes
is a well-known phenomenon,[42] however it occurs at micro-
molar concentrations of the metal and above (Figure 7 A). To
approach the assay towards more physiological concentration
of Ab, we diminished CuII concentration to 100 nm and simul-
taneously applied moderate hypotonic stress (0.42 % NaCl).
The effect of CuII concentration on the relative haemolysis is
presented in Figure 7 A (insert). In the presence of Ab–CuII


complex we observed lower haemolysis of red blood cells
(RBCs) compared to Ab and CuII alone (Figure 7 B). This effect
was time dependent (Figure 7 B insert). In contrast, similar con-
centrations of aggregated, fibrillar Ab together with hypotonic
stress induced higher RBC haemolysis (58 %). Similar results
were observed for Ab aggregated in the presence of CuII


(57 %), although morphology of aggregates differed significant-
ly (Figure S3). We attribute this result to a high affinity of ag-
gregated Ab to RBCs, characterised by a more efficient binding
of larger aggregates to red cells.[43]


Discussion


The main set of findings presented in this study is related to
the mechanisms of redox properties of soluble Ab–copper
complexes. We characterise time-dependent changes of the
peptide secondary structure induced by CuI and CuII binding
and correlate these effects with electrochemical properties of
the complexes. As previously reported, redox properties of Ab


arise from its ability to bind metals, especially copper.[44] We
demonstrated that Ab is indeed able to bind directly CuI. Al-
though Ab–CuI complexes were isolated from AD brain
tissue,[29] previous data suggested that Ab may reduce CuII to
CuI and restricted this ability to Ab42.[25] In our experiments
both mono- and divalent metal binding takes place immedi-


ately after addition of the monomeric Ab to PBS; this suggests
that CuI binds to the monomeric, nonaggregated peptide, sim-
ilarly as the CuII.[45] The first consequence of metal binding is a
change of the peptide hydrophobicity. Slight increase of hy-
drophobicity due to CuII binding to Ab 40, similar to our result,
was documented by ANS binding.[46] However, monovalent
copper complexation of Ab in a different way affects peptide
hydrophobicity; this implicates a different mode of binding.
For the Ab–CuI complexes quantum chemical calculations re-
vealed putative distorted-T geometry with histidines and back-
bone oxygen as possible metal binding ligands.[47] As judged
by the differences in the shapes of CD spectra, Ab–CuI and
Ab–CuII complexes probably have different geometries. Al-
though at this stage of investigations the exact determination
of Ab–CuI geometry it is not possible, the differences between


Figure 7. A) Effect of NaCl concentration on the relative haemolysis of RBC.
Insert : Influence of CuII on relative RBC haemolysis at 0.42 % NaCl. B) Hae-
molysis of 30-fold diluted RBC in the presence of 500 nm Ab, 500 nm CuII ob-
served at 0.42 % NaCl concentration. Insert : Effect of time of complex incu-
bation on the RBC haemolysis at 0.42 % NaCl.
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Ab–copper complexes of various valences are in accord with
general tendency observed for CuI and CuII complexes with
other ligands that are characterised by a different geometry
(usually lower, trigonal or linear for copper of lower valency).[48]


Interestingly, low mass bacterial proteins (methanobactins),
able to bind both CuI and CuII, also generate the CD spectra
that differ slightly in the UV region, depending on the valency
of copper bound.[49]


Copper binding is capable of inducing conformational
changes that affect the aggregation and/or fibrillization pro-
cesses.[50] Debate concerning the direction of conformational
changes induced by CuII continues, since discordant opinions
were presented. Based on the shape of circular dichroism spec-
trum, it was suggested that copper binding to Ab40 may
induce b-sheet formation,[51] diminish the content of PII-
helix,[52] increase both b-sheet and a-helix contents[53] or pre-
vent b-sheet formation.[54] Our CD data analysis suggest that
copper binding increase the content of random coil and dimin-
ishes amount of b-sheet conformation, proportionally to
copper concentrations. A similar tendency was observed by
Ricchelli.[46] The discrepancies may result from the fact that
copper is coordinated by the nitrogen atoms of histidine resi-
dues that may absorb in the far-UV region of the CD spectra.
Although this region is most frequently dominated by the pep-
tide bond transitions, even small contributions of side chain
transitions to the far-UV spectrum may complicate the confor-
mational analysis. However, molecular dynamic simulations on
Ab42 in solution demonstrated the b-sheet disruption by
copper binding to the peptide,[55] consistently with the experi-
mental data. Time dependent studies implicate that conforma-
tional changes induced by copper elongate the time in which
Ab–Cu complex is able to attain the same content of b-sheet
conformation as for the metal free-peptide. Taking into ac-
count that the b-sheet is implicated in the fibrillization process,
we hypothesise that this delay may be sufficient to switch the
aggregation pathway from fibrillogenic to less structured.
Atomic force microscopy (AFM) images obtained by us (Fig-
ure S3) and other groups[51] demonstrate striking differences in
the morphology of the structures formed by metal-free Ab in
comparison to those generated in the presence of copper and
support these suppositions.


Electrochemical properties of Ab gain a lot of interest. Re-
cently, electrochemical behaviour of AbACHTUNGTRENNUNG(1–16), Ab ACHTUNGTRENNUNG(1–28) and
Ab ACHTUNGTRENNUNG(1–42) complexes with CuII (1:1) have been described.[24, 56]


Redox potentials reported by both groups are close to our ob-
servations for Ab ACHTUNGTRENNUNG(1–40). However, application of different buf-
fering conditions and different Ab concentrations resulted in
different values of registered reduction potentials of the pep-
tide–CuII complexes (about 0.25 V (vs. Ag/AgCl) in 50 mm Tris
plus 100 mm NaCl[56] and 0.085 V (against Ag/AgCl) in 10 mm


phosphate buffer pH 7.4 with 0.1 m Na2SO4).[24] The data ob-
tained by us for Ab ACHTUNGTRENNUNG(1–40) (0.1 V in 0.2 m KCl and �0.05 V in
PBS (both against Ag/AgCl)) are in accord with the observed
tendency. Values measured by us are closer to those measured
at the similar Ab concentrations.[24] Additional support for
those results come from theoretical modelling study of Rauk
group.[47] This study suggests the range of 0.3 to �0.4 V versus


SHE (0.08 to �0.62 V vs. Ag/AgCl), as the probable formal po-
tential of CuII/CuI couple bound to Ab. A much higher value of
the Ab redox potential (0.7–0.77 V) was convincingly ascribed
to Tyr10 oxidation.[24, 57] Moreover, comparison of the potentials
measured for Ab–Cu complexes with literature data concerning
reduction potentials of Met35 (1.3 V vs. Ag/AgCl)[58] and Tyr10
(0.77 V vs. Ag/AgCl)[24] support earlier doubts about participa-
tion of these residues in the reduction of Ab–Cu complexes, at
least in the conditions of our experiments.[24]


Conflicting results concerning oxidative properties of Ab


have been reported. Several reports documenting oxidative
damage of multiple biologically relevant compounds[59] were
contrasted to those describing the antioxidative properties of
Ab.[26] In our paper we show that copper complexation by Ab


effectively diminishes the electrochemical signal of the metal
(Figures 4, 5, and S1), similarly to the reduction of copper con-
centration in solution. Additional support for this observation
comes from fluorescence (Figure 6). Complexation of substoi-
chiometric to stoichiometric concentrations of copper by Ab


lowered the fluorescence resulting from H2DCF oxidation by
copper. Comparison of the signals generated by the “free”
copper and Ab–Cu complexes suggests antioxidative action of
metal binding to the peptide. Thus Ab could be considered as
an antioxidant. Similar results, demonstrating a lower hydroxyl
radical formation by Ab–CuII complexes than by “unbound”
copper ions, were published recently.[56] Another aspect of the
Ab–Cu complex formation is connected with lowering of its re-
duction potential in comparison with the metal in the solution.
As H2DCF has very low formal reduction potential (about
�1.0 V at pH 7.4 against HNE),[39] it can be used to measure
redox behaviour of Ab–copper complexes. The lower potential
of the Ab–CuII complex means that metal bound by the pep-
tide is more thermodynamically stable than “free” ions in the
solution. This signifies that the increased amount of H2DCF
has to be oxidized to reduce the same amount of CuII com-
plexed by the peptide as that of unbound copper. Thus two
opposing effects take place simultaneously: lowering of the ef-
fective copper concentration that decreases the dye oxidation
and a shift of redox potential that increases amount of H2DCF
to be oxidized to reduce complexed copper. The result of
these processes is presented in Figure 6 A. Assuming that the
observed result is a mean of the only two processes, one can
conclude that it depends on the copper to the peptide ratio. If
metal is present in the complex at substoichiometric to stoi-
chiometric concentrations in proportion to Ab, complexation
exerts prevailing effects. At a moderate excess of CuII (4–10
times more than the peptide) the impact of complexation and
lowering of the redox potential equilibrate. At the higher con-
centration of CuII, increased oxidation of H2DCF is observed;
this is consistent with the domination of the lowered redox
potential effects. However, one should be aware that the de-
tailed mechanism of the reactions is much more complicated,
and the role of copper is not specified yet. In biological sys-
tems two-electron oxidation of H2DCF occurs through two
main pathways: reaction catalyzed by peroxidase (or any haem
containing protein with peroxidase activity)[39] or directly, by
uncatalyzed oxidation (for example, COH radical, some
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metals).[38] As an obligate intermediate, radical DCFHC is formed
and then reacts with oxygen, resulting in DCF formation. This
general mechanism is probably preserved in reactions involv-
ing copper, as deaeration of the solutions and inert atmos-
phere inhibit the oxidation process. However, as described by
Wrona and Wardman,[39] the radical DCFHC has several proto-
tropic and resonance forms and detailed mechanism of copper
action during oxidation to DCF according to our best knowl-
edge has not been studied yet. Although our previous paper
suggested superoxide- and singlet oxygen-mediated oxidation
of H2DCF under redox-active-metal enhanced conditions,[60] re-
ported self-induced O2C


�/H2O2 production during the dye oxi-
dation[61] force us to be cautious in the extrapolating the data
to more physiological conditions. Thus, on the basis of our ex-
periments, it is very hard to hypothesise on the role of copper
in the process of H2DCF oxidation and/or kind of reactive
oxygen species formed.


An aggregational studies that investigate the effects of Ab40
complexation by substoichiometric to excessive concentrations
of copper show fast, nonfibrillar aggregation of the latter.[62] In
our experiments, an increase in copper concentration propor-
tional to Ab resulted in an increase of the dye oxidation, more
pronounced than that caused by copper alone (Figure 6). In
addition, voltammetric study revealed appearance of a second
peak of reduction, shifted towards more negative values
(Figure 5). This may suggest that complexes containing excess
of copper may possess quite significant redox activity, which
may be present even in the aggregated state.


Ab is present in blood at nanomolar levels.[63] Fibrillar aggre-
gates of Ab are deposited in blood vessels.[64] Alteration of RBC
membranes in AD donors was observed as determined by the
amyloid induced membrane lipid peroxidation and lysis.[65] In
contrast to Ab25–35, interaction with RBC membranes of
longer Ab40 does not result in membrane lysis ; this suggests
that other mechanisms could be involved. The interaction of fi-
brillar Ab40 with RBCs increased the mean cell volume, caused
cells to be more spherical and induced oxidative degradation
of haem.[43]


Cytotoxic action of CuII, as determined by its ability to en-
hance haemolysis under hypotonic conditions, was enhanced
in the presence of the copper–amyloid complex; this suggests
that membrane damage could result from the oxidative prop-
erty of the complex. The ability of antioxidants to protect neu-
rones[8] and blood cells[57] against b-amyloid toxicity supports
the redox character of the observed phenomenon. Under our
experimental conditions complexation of copper by Ab dimin-
ish the RBC haemolysis, in a similar way as binding of copper
to albumin and ceruloplasmin decreased rates of the RBCACHTUNGTRENNUNGhaemolysis.[66] However, prolonged incubation with the cells
causes gradual haemolysis ; this is consistent with fluorescence
and voltammetric data implicating that Ab–Cu complexes still
possess oxidative properties. In contrast, fibrillar Ab did not
demonstrate this protective function, and induced haemolysis
similar to that of unbound copper ions.


Our results point to a protective role of copper complexa-
tion by Ab that can probably diminish oxidative stress, by low-
ering the effective free copper in brain fluids. b-Amyloid fold-


ing, although affected by copper, is probably the additional
mechanism that allows diminished accessibility of the metal
for redox active agents. However, along with the progress of
the disease, the low redox properties of Ab-complexes may
become the more detrimental to surrounding tissue, primarily
due to their increased concentration.


Although further studies are required to verify the physio-
logical relevance of the reported phenomena in vivo, they
imply potential pharmacological strategies that are based on
inhibition of cellular damage resulting from copper-mediated
oxidative stress.


Conclusions


This report describes the mechanism related to the oxidative
properties of Ab40 in the presence of copper. We show that
Ab40 is able to form complexes of different hydrophobicities
and conformations both with mono- and divalent copper.
Complexation of the metal by Ab results in diminished concen-
tration of electrochemically active ions. In this respect, Ab


plays an antioxidative role. However, the copper binding to Ab


is not tantamount to the lack of electrochemical activity. Redox
properties of Ab–Cu complexes still exist, and formal reduction
potential of Ab–Cu complexes is shifted towards more nega-
tive values than that of the free ion. Moreover, the conforma-
tional rearrangements, especially well visible at copper excess,
lead to an increase of the less labile species characterised by
the lower redox potential with a concomitant decrease of
those reduced at the higher potential. Extrapolating, this prop-
erty of Ab complexes may be responsible for the oxidative
modification of a wider spectrum of biologically active com-
pounds than one could expect from the copper ions. The pre-
sented results are therefore consistent with oxidative damage
observed in the vicinity of senile plaques in AD brains.


Experimental Section


Sample preparation : b-Amyloid (1–40) peptide was purchased
from AnaSpec (San Jose, CA, USA) and Sigma–Aldrich. The peptide
was dissolved in dimethyl sulfoxide (DMSO) to assure monomerici-
ty or deionised water (for CD measurements), aliquoted and stored
at �20 8C. 4,4’-Dianilino-1,1’-binaphthyl-5,5’-disulfonic acid (bisANS)
was purchased from Sigma–Aldrich. Phen GreenTM (PG) and 2’,7’-di-
chlorodihydrofluorescein diacetate (H2DCF-DA) were sold by Mo-
lecular Probes. Ficoll separating solution (density 1.077 g mL�1) was
a product of Biochrom AG (Berlin, Germany). All other chemicals
were from Sigma–Aldrich.


CuCl2 and CuCl were dissolved in deionised and chelex-100-treated
water and used fresh on the same day. Water used for preparation
of CuCl solutions was additionally deaerated and saturated with ni-
trogen. CuCl solutions were kept under nitrogen. Reducing agents
like ascorbate or hydroxylamine were not used, to avoid possible
interference with the peptide and/or other reactants. As CuI–water
solutions may be unstable due to disproportionation to Cu0 and
CuII, we checked CuI content using a bathocuproine-based fluores-
cence quenching method. CuI concentration changes of deaerated
solutions during 1 h did not exceed 2 % of the initial value, which
was comparable to the experimental error. However, for the long
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lasting experiments, we have to mention the possibility of partial
disproportionation of CuI.


Fluorescence measurements : Fluorescence measurements were
performed using a SPEX Fluorolog 3 fluorometer or Perkin–Elmer
LS 5B spectrometer. Background fluorescence (buffer, reporting
dye, metal) was subtracted from each measurement.


Copper binding : Quenching of PG, a fluorescent dye sensitive to
copper ions, was used to determine Ab–CuII and/or Ab–CuI com-
plex formation (lex = 488 nm, lem = 517 nm).[30] Copper (1 � 10�7


m),
peptide (10�7


m) and Phen GreenTM (2 � 10�7
m) in 3-(N-morpholine)-


sulfonic acid (5 mm, MOPS) buffer were applied. PG relative fluores-
cence quenching was defined as FPG�FPG(Cu) or FPG�FPG(Ab�Cu).


Copper(I) stability : The quenching of 10–6 m bathocuproine disul-
phonate solutions in PBS (lex = 580 nm, lem = 770 nm) was used to
measure CuI content, according to the procedure described by
Rapisarda and coauthors.[41]


Hydrophobicity assay : Exposure of Ab hydrophobic surface was
measured as an increase of bisANS fluorescence resulting from
binding to the Ab–copper complex.[66] A ratio of Ab to metal ions
was 1:5 (mol/mol). 2 � 10�5


m of the peptide and 2 � 10�4
m of


bisANS concentrations were applied. Ab–Cu complexes were incu-
bated for indicated periods of time, then mixed with bisANS, and
measured within 5 min (lex = 395 nm, lem = 460–560 nm).


Fluorescence redox determination : Redox activity of Ab in the
presence of metal ions was monitored by increase of H2DCF fluo-
rescence due to its oxidation to DCF (lex = 504 nm, lex = 525 nm).
H2DCF was obtained by hydrolysis of its diacetate ester as de-
scribed previously.[60] H2DCF concentration was 10�7


m, redox reac-
tion time = 1 h. Solutions were not deaerated.


Circular dichroism spectral measurements : CD spectra were re-
corded on a Aviv 206 CD spectrometer at room temperature. The
spectral range was 190–250 nm with a resolution of 1 nm and
bandwidth 1 nm. Averaging time and response time were 1 s. The
optical path length of cell was 0.1 cm. Ratio of Ab to metal ions
was 1:2 (mol/mol). Concentration of Ab was 10�5


m. The CD meas-
urements were carried out in vacuum-deaerated phosphate buffer
(50 mm, pH 7.2) with KF (0.15 m) under nitrogen atmosphere. The
influence of copper on Ab conformation was measured immediate-
ly after mixing and after 2 h of incubation. The content of secon-
dary structural elements was assessed by CD neural Network pro-
gram (CDNN).[68]


Voltammetry : Cyclic voltammetry (CV) and differential pulse vol-
tammetry (DPV) experiments were performed using the Autolab
potentiostat (ECO Chemie, Utrecht, the Netherlands, equipped
with GPES software) in a three electrode arrangement with a Ag/
AgCl electrode as the reference, platinum foil as the counter and
glassy carbon electrode (GCE, BAS, 3 mm diameter) as the working
electrode. KCl (0.2 m) in highly purified water (18.6 MW, Milli-Q
system (Millipore, Milford, CT, USA)) was used as the supporting
electrolyte solution (pH 6,9). In CV experiments sweep rate was
0.05 V s�1. In DPV pulse potential applied was 0.03 V, time of pulse
duration 0.01 s. Argon was used to deaerate the solution and
argon blanket was maintained over the solution during the experi-
ments. Concentrations of CuCl2 solutions lower than 10�4


m were
used to avoid slow precipitation of copper salt. All experiments
were carried out at room temperature.


AFM Imaging : AFM imaging was performed on a Digital Instru-
ment CP-II (Veeco Instrument Inc. , Santa Barbara, CA, USA)
equipped with 100 mm scanner. Digital Instrument CP-II was situat-


ed on vibration isolation table (Technical Manufacturing Corpora-
tion, Peabody, MA, USA). All images were taken in the noncontact
AFM imaging mode, in air, at room temperature (22–25 8C). Silicon
OTESPA probes (Veeco Probes, Camarillo, CA, USA) with a nominal
spring constant of 42 N m�1 and resonance frequency of 300 kHz
were used. The set point and gain was adjusted in order to obtain
stable imaging conditions and minimize noises. Typical scan rate
was 1 Hz. The scan size was 5 � 5 mm. The images were sampled at
resolution of 256 � 256 points. To obtain representative images and
data, three or more different surface fragments of each sample
were scanned. ProScan Image Processing version 2.1 was used to
flatten images to remove background slope and small artifacts.
This program was also used to generate 2D images and height
profiles. Veeco DI SPMLab NT program Ver.6.0.2 was used to gener-
ate 3D images. Sample preparation: Ab (50 � 10�6


m) was incubated
for 1 or 48 h in chelex-100 treated PBS or in the above buffer sup-
plemented with CuII (peptide to metal proportion 1:1, mol/mol).
The mixture (5 � 10�6 L) was transferred on freshly cleaved mica, in-
cubated for 5 min and washed with deionised water (200 � 10�6 L).
After removing the excess of water by spongy paper, the sample
was left to dry for at least 1 h, and scanned.


RBCs as a model of Ab–CuII complex toxicity : RBCs were extract-
ed from heparinised blood obtained by venipuncture from healthy
volunteers from 25 to 30 years old, after having obtained written
consent, by standard Ficoll procedure.[69] To determine the stability
of RBC membranes in the presence of CuII ions and Ab we assayed
the level of haemoglobin release from RBC induced by hypotonic
lysis (at 0.42 % NaCl) using absorption measurements. Absorption
measurements (450 nm) were performed using the microplate
reader Model 550, BioRad.
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Introduction


The pyrroloketoindanes are hybrid nonribosomal peptide-poly-
ketide metabolites and are produced by various Streptomyces
species (Scheme 1). This small family of antibiotics includes in-


danomycin (1), 16-deethylindanomycin (2), homoindanomycin
(3), cafamycin (4), stawamycin (5), and JBIR-11 (6).[1–6] The inda-
nomycins and cafamycin possess a tetrahydropyran ring and


are effective ionophoric agents. These ionophores are active
against Gram-positive bacteria, including Staphylococcus
aureus,[7] and demonstrate insecticidal and antiprotozoal activi-
ties.[8, 9] Other ionophores, such as the polyether-containing
monensin and lasalocid are utilized in veterinary medicine and
animal husbandry and have exhibited antimalarial proper-
ties.[8, 10] Cation-coordination of the indanomycin antibiotics is
conferred by complexation of the terminal carboxylic acid and
the ether oxygen from two molecules of indanomycin to form
a jaw-like dimer surrounding the monovalent or divalent
metal.[7]


Indane-containing antibiotics lacking the tetrahydropyran
moiety demonstrate an array of biological properties. Stawa-
mycin (5) is modestly active against the Epstein–Barr virus,ACHTUNGTRENNUNGinhibiting binding of the viral transcription factor BZLF1, to its
DNA target.[4] Antitumor activity was reported for JBIR-11 (6), a
recently isolated analogue of stawamycin in which the free car-
boxylate is replaced by an amide-linked tryptophan residue.[1]


Other indane-containing metabolites such as the plakotenins
(7), and the sphingolipid derivative amaminol A (8) harbor cy-
totoxic properties.[11, 12] The unifying feature among all of these
metabolites is the indane ring system, and it is notable that
secondary metabolites of distinct biosynthetic origins have
converged to this common scaffold. The ability to utilize the
indanomycin biosynthetic machinery for the production of de-
signer indane metabolites with directed biological properties


[a] Dr. C. Li, K. E. Roege, Prof. W. L. Kelly
School of Chemistry and Biochemistry and the Parker H. Petit Institute
for Bioengineering and Bioscience, Georgia Institute of Technology
Atlanta, Georgia 30332 (USA)
Fax: (+ 1) 404-894-2295
E-mail : wendy.kelly@chemistry.gatech.edu


Supporting information for this article is available on the WWW under
http ://dx.doi.org/10.1002/cbic.200800822.


Metabolites that harbor a core indane scaffold are found to
have diverse biological properties. Indanomycin and related
pyrroloketoindanes are ionophores and have demonstratedACHTUNGTRENNUNGantiparasitic, insecticidal, and antibacterial activities. To under-
stand the biochemical mechanisms guiding formation of the
central indane ring, the biosynthetic gene cluster for indano-
mycin was identified from Streptomyces antibioticus NRRL 8167
and sequenced to ~80 kb; this revealed five genes encoding
subunits of a polyketide synthase (PKS) and 18 other open


reading frames. The involvement of this cluster in indanomycin
biosynthesis was confirmed by deletion mutagenesis. The inda-
nomycin PKS lacks the expected thioesterase at the carboxy
terminus of the final module, and instead appears to house an
incomplete module containing an unusual cyclase domain.
These findings now enable additional detailed genetic and bio-
chemical studies of the mechanisms guiding the generation of
pyrroloketoindanes.


Scheme 1. Structures of indanomycin and other representative indane me-
tabolites.
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would prove a valuable addition
to the biosynthetic engineer’s
toolkit.


Indanomycin is produced by
Streptomyces antibioticus NRRL
8167 (S. antibioticus).[3] Examina-
tion of indanomycin and the re-
sults of previous feeding studies
reveal that the backbone may
be assembled by a hybrid non-ACHTUNGTRENNUNGribosomal peptide synthetase-
polyketide synthase (NRPS-PKS)
complex from the building
blocks of l-proline, malonyl-CoA,
methylmalonyl-CoA and ethyl-
malonyl-CoA.[13] To date, no bio-
chemical or genetic studies have
been reported for indanomycin
or any other pyrroloketoindane.
We describe here the sequence
and analysis of the 80 kb indano-
mycin biosynthetic gene cluster.
Requirement of this locus forACHTUNGTRENNUNGindanomycin production is con-
firmed by inactivation of a gene
required for the generation of the pyrrole starter unit, and the
boundaries confirmed by deletion mutagenesis. The functional
assignments of the proteins encoded in this region are in
agreement with the enzymes needed for construction of inda-
nomycin. Taken together, these results establish that the identi-
fied genetic locus is responsible for indanomycin biosynthesis
in S. antibioticus and set the stage for further investigation of
the enzymatic transformations leading to the core structural
features of pyrroloketoindane antibiotics.


Results and Discussion


Identification of the indanomycin biosynthetic gene cluster
in S. antibioticus NRRL 8167


The strategy adopted to locate the indanomycin biosynthetic
gene cluster was to screen for a gene encoding a free-standing
proline adenylyltransferase. The proline-derived pyrrole is con-
sistent with a carrier protein-mediated strategy observed for
several other pyrrole-containing antibiotics, such as clorobio-
cin, coumermycin, undecylprodigiosin, and pyoluteorin.[14–16] In
these NRPS-based systems, l-proline is covalently sequestered
on a prolyl carrier protein (CP) by a free-standing proline ac-ACHTUNGTRENNUNGtivation domain and is then oxidized to the pyrrole by a l-
prolyl-S-CP dehydrogenase.[15] A pair of degenerate PCR pri-
mers was designed according to the A3 and A5 motifs of NRPS
amino acid activation (A) domains (Figure 1 A) to produce a
product of approximately 460 bp.[17] The A5 motif primer was
tailored to target the highly conserved amino acid sequence
surrounding this region unique to the discrete proline adeny-
lyltransferases of pyrrole biosynthetic systems (Figure 1 A).
Indeed, analysis of the translated 458 bp PCR product from


S. antibioticus genomic DNA revealed the fragment of a pro-
tein, later designated as IdmJ, with significant similarityACHTUNGTRENNUNG(~90 %) to the sequences of corresponding fragments from ad-
enylation enzymes dedicated to the purpose of pyrrole genera-
tion (Figure 1 A). The encoded S. antibioticus protein fragment
and the free-standing prolyl adenylyltransferases have lower
sequence similarity to other A domains, as shown here when
compared to a discrete alanine-activation domain and an inter-
nal proline activation domain involved in leinamycin and tyro-
cidine biosynthesis, respectively.[18, 19] Comparison of the eight
amino acid residues lining the substrate-binding pocket of
NRPS A domains enables a prediction of substrate specifici-
ty.[20, 21] Several discrete proline adenylyltransferases have a
nearly identical specificity-conferring code: DLLYLALV, and this
is also present in the putative proline-activation protein identi-
fied from S. antibioticus (Figure S1 in the Supporting Informa-
tion). These observations support that the identified gene en-
codes a discrete proline adenylyltransferase and contributes to
formation of a pyrrolyl moiety.


A genomic fosmid library of S. antibioticus was constructed
and screened for the indanomycin biosynthetic locus using the
cloned fragment of idmJ. Sequencing of the cloned insert ends
of one identified fosmid, KR1H6, revealed genes encoding a
polyketide synthase and a putative 3-hydroxybutyryl-CoA de-
hydrogenase. Subsequent screening yielded two overlapping
fosmids, KR11A1 and KR19A9 (Figure 2). Sequence analysis of
the region surrounding idmJ revealed an 80 kb region contain-
ing 23 contiguous open reading frames (ORFs; Figure 2) and
an overall G + C content of 71.9 %. Sequence analysis permit-
ted identification of homologues and assignment of a putative
function for each of the ORFs (Table 1), including five subunits
of a type I modular polyketide synthase. The functional assign-


Figure 1. A) Alignment of the partial amino acid sequence of IdmJ with other amino acid activation domains.
CloN4, CouN4, PltF, and RedM are four discrete proline-activation domains involved in biosynthesis of clorobiocin,
coumermycin, pyoluteorin, and undecylprodigiosin, respectively. TycB is an internal proline-activation domain
from the tyrocidine synthetase subunit TycB. LnmQ is a discrete alanine-activation enzyme from the leinamycin
synthase. The arrows above the alignment indicate the sequences targeted for PCR amplification. B) Proposed bio-
synthesis of the indanomycin pyrrole.
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ments of the open reading frames are described in the follow-
ing sections.


Disruption of the proline adenylyltransferase gene idmJ


To confirm that the identified gene cluster from S. antibioticus
is involved in indanomycin biosynthesis, a deletion mutant of
idmJ was generated using a PCR-targeted disruption meth-ACHTUNGTRENNUNGod.[22] The deletion mutant, S. antibioticus DidmJ, was con-
firmed by PCR using primers flanking the targeted region (Fig-
ure S2) and by sequence analysis of the amplified product. The
fermentation cultures of both mutant and wild-type S. antibio-
ticus were evaluated for indanomycin production. Indanomycin
was clearly present in the wild-type culture and was absent in
that from the idmJ mutant. Production was restored by the in
trans expression of idmJ in the deletion mutant (S. antibioticus
CL1, Figure 3); this ruled out any detrimental polar effects from
the mutation. The above results unambiguously establish that


idmJ is essential for indanomycin production and confirms that
this locus was correctly assigned as participating in the biosyn-
thesis of indanomycin.


Figure 2. Organization of the indanomycin biosynthetic gene cluster.


Table 1. Deduced functions of open reading frames in the indanomycin biosynthetic gene cluster.


Gene Size (aa) Protein homologue,[a] size (aa) Identity/similarity [%/%] Proposed function


orf1 254 AAur_0366 (YP_946 182), 269 42/65 metallo-b-lactamase superfamily protein
orf2 81 SAV_7559 (NP_828 735), 81 92/98 hypothetical protein of unknown function
orf3 429 SGR_5621 (YP_001 827 133), 483 25/58 putative penicillin-binding protein
orf4 253 Francci3_2578 (YP_481 669), 236 27/41 hypothetical protein of unknown function
idmA 252 OlmC (NP_824 079), 252 64/78 type II thioesterase
idmB 529 SAV_2703 (NP_823 879), 531 80/89 acyl-CoA carboxylase
idmC 516 MonT (AAO65 793), 511 47/67 indanomycin efflux transporter
idmD 198 SACE_2167 (YP_001104 398), 164 35/55 MarR regulatory protein
idmE 569 PlmT8 (AAAQ84 148), 571 49/59 3-hydroxybutyryl-CoA dehydrogenase
idmF 458 Ccr A2 (NP_823 087), 445 88/95 crotonyl-CoA reductase
idmG 908 Tmn5 (BAE93 719), 910 41/58 LuxR-family transcriptional regulator
idmH 145 Glr0227 (NP_923 173), 180 35/50 cyclase
idmI 377 Dox7 (ABO15 874), 379 59/72 prolyl-S-dehydrogenase
idmJ 496 CloN4 (AAN65 233), 501 60/70 proline adenyltransferase
idmK 91 CouN5 (AAG29 790), 89 42/65 proline carrier protein
idmL 4779 SAMR0465 (CAJ88 175), 8154 52/64 PKS modules 1–3
idmM 3596 Orf16 (AAX98 191), 7510 55/66 PKS modules 4–5
idmN 5214 HlsF (BAF02 926), 5232 52/63 PKS modules 6–8
idmO 2175 Orf16 (AAX98 191), 7510 55/68 PKS module 9
idmP 2547 SGR_6078 (YP_001 827 590), 2411 53/64 PKS modules 10–11
orf21 491 DR_1773 (NP_295 496), 433 32/44 hypothetical protein of unknown function
orf22 146 SGR_424 (YP_001 821 936), 146 89/94 hypothetical protein of unknown function
orf23 133 SCP1.197 (NP_639 793), 133 92/94 possible replication initiation protein


[a] The gene accession number is given in parentheses.


Figure 3. HPLC analysis of A) indanomycin standard and culture extracts
from B) S. antibioticus NRRL 8167, C) S. antibioticus DidmJ, and D) S.antibio-
ticus CL1.
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Determination of idm gene cluster boundaries by geneACHTUNGTRENNUNGinactivation


To establish the boundaries of the idm cluster, the regions cor-
responding to orf3–orf4 and orf21, located upstream of idmA
and downstream of idmP, respectively, were each replaced
with an apramycin resistance cassette; this generated the mu-
tants S. antibioticus Dorf3–4 and S. antibioticus Dorf21 (Support-
ing Information). At the upstream boundary of the cluster, orf3
encodes a protein similar to penicillin-binding proteins, and
orf4 encodes a hypothetical protein with weak similarity toACHTUNGTRENNUNGintegral membrane proteins (Table 1). The other two genes at
the upstream arm of the sequenced region encode a putative
metallo-b-lactamase (orf1) and a hypothetical protein of un-
known function (orf2). As for the open reading frames down-
stream of the proposed cluster, neither orf21 nor orf22 are sim-
ilar to any protein of known function, whereas orf23 is most
similar to a putative replication initiation protein (Table 1). On
the basis of sequence analysis alone, orfs1–4 and orfs21–23 do
not appear to be involved in the production of indanomycin.
Neither loss nor decreased production of indanomycin wasACHTUNGTRENNUNGobserved with S. antibioticus Dorf3–4 or S. antibioticus Dorf21
(Supporting Information) ; this confirmed that the disruptedACHTUNGTRENNUNGregions are not essential components of the idm gene cluster.
It therefore appears that the sixteen genes encompassed be-
tween idmA and idmP encode all enzymes necessary for con-
struction of indanomycin.


Pyrrole formation


As described above, three proteins are likely required for the
formation of pyrrole-2-carboxylate from l-proline: a prolyl ade-


nylyltransferase, a carrier protein, and a flavin-dependent l-
prolyl-S-CP dehydrogenase (Figure 1 B). Adjacent on either side
of idmJ are two genes encoding proteins likely needed for pyr-
role generation. IdmI and IdmK both exhibit high identity and
similarity to counterparts found for other pyrrole-containing
metabolites (Table 1). IdmI, most similar to Dox7 from the pyr-
rolomycin biosynthetic cluster, is hypothesized to fulfill the
role of the dehydrogenase.[23] The prolyl carrier protein en-
coded by idmK is most similar to CloN5 and CouN5, the carrier
proteins involved in clorobiocin and coumermycin A1 biosyn-
thesis, respectively.[14] The sequence similarity of IdmI, IdmJ,
and IdmK to known enzymes mediating the formation of pyr-
role-2-carboxylate strongly argues for their role in generation
of indanomycin’s pyrroloketo moiety. The pyrrolyl starter unit
is likely handed off to the first module of the indanomycin
PKS, initiating construction of the indanomycin backbone.


Organization of the indanomycin PKS and polyketideACHTUNGTRENNUNGassembly


Five large open reading frames encoding subunits of a modu-
lar type I PKS are found immediately downstream of idmIJK,
the genes ascribed to pyrrole biogenesis (Figures 2 and 4). The
PKS subunits are designated as IdmL-P and contain eleven
modules (Table 1 and Figure 4). The indanomycin PKS includes
the predicted ten extension modules and harbors an unusual
terminal module. The idmL gene encodes extension mod-
ules 1–3, idmM encodes the extension modules 4 and 5, idmN
encodes extension modules 6–8, idmO encodes extension
module 9, and idmP encodes extension module 10 and an in-
complete terminal module (module 11; Figure 4).


Figure 4. Deduced module and domain organization of the indanomycin PKS encoded by idmL-idmP, showing modules 1–11 and the predicted carrier pro-
tein-bound intermediates.
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All eleven ketosynthase (KS) domains of the indanomycin
PKS retain the highly conserved Cys-His-His catalytic triad re-
quired for activity.[24] Likewise, all ten identified acyl carrier pro-
teins (ACPs) harbor the conserved serine needed for post-
translational attachment of the 4’-phosphopantetheinyl cofac-
tor.[24] The acyltransferase (AT) domain within each module de-
termines the extension unit incorporated into the backbone of
the growing polyketide. Substrate specificity of an AT domain
can be predicted following examination of its amino acid se-
quence and by comparison to AT domains with known specif-
icity.[25] The extension substrates predicted for the IdmL-P AT
domains are consistent with the structure of the final metabo-
lite (Figure 5). Sequence analysis revealed AT1, 2, 4, 5, 6 and 9


all contain the conserved motifs for the selection and loading
of malonyl-CoA. The expected motifs for methylmalonyl-CoA
specificity are present in AT8 and AT10 (Figure 5). These latter
two domains are identical in both amino acid sequences and
in the encoding nucleotide sequences, suggesting these do-
mains arose by duplication during evolution of the indanomy-
cin PKS. Although the motifs observed in AT3 and AT7 are not
identical to the previously reported consensus motifs for load-
ing ethylmalonyl-CoA,[25] they do agree with the ethylmalonyl-
CoA-specific AT domain of the meridamycin PKS subunit, MerB
(Figure 5);[26, 27] this indicates that AT3 and AT7 also select ethyl-
malonyl-CoA. The critical active-site residues[24] of AT11 are
absent and this domain is truncated. As such, AT11 is anticipat-
ed to be inactive as an acyltransferase.


The reductive loop of a PKS module consists of the keto-ACHTUNGTRENNUNGreductase (KR), dehydratase (DH), and enoylreductase (ER) do-
mains, and the presence of these domains is useful in predict-
ing the structure created by a PKS. The KR domain determines
the configuration of the resulting b-hydroxyl group, and ulti-
mately that of the double bond following DH action.[28] Nine
KR and six DH domains were found in the indanomycin PKS,
and all contain the active site amino acid residues essential to
catalytic function.[29] Further examination of the motifs dictat-
ing the stereochemical outcome of ketoreduction indicate
KR3-7 and KR9 fit within the type B1 group to provide an alco-
hol intermediate of the R configuration and would lead to the
formation of trans-double bonds.[28] KR2, KR8, and KR10 are
predicted to result in the S configuration of the newly generat-
ed hydroxyl group and fall within the Type A1 family.[28] All the
KR and DH products that remain in the final structure of inda-
nomycin match the configurations predicted from this bioin-
formatic analysis. The two ER domains of the indanomycin
PKS, ER3 and ER9, both contain the highly conserved NADP(H)
binding motif GXGXXAXXXA, and thus appear to be active.[29]


The final module of IdmP is unusual (Figure 4). KS11 appears
to be a catalytically competent domain, whereas AT11, as
noted above, is likely not a functional acyltransferase. This
module also lacks the obligatory ACP. Conspicuously absent
from the indanomycin PKS is the thioesterase (TE) domain that
is typically fused to the final module of the assembly line and
is required for release of the full-length polyketide.[30] Instead
of the typical thioesterase, a highly unusual domain is ob-
served at the C-terminus of the final module in IdmP. This final
domain, Cyc11, bears sequence similarity to members of the
D5-3-ketosteroid isomerase structural family, including marked
similarity to the ring-opening epoxide cyclases implicated in
the biosynthesis of the polyether ionophores nigericin and
monensin: NigBI, NigBII, MonBI, and MonBII.[31–33] The epoxide-
opening cyclases observed in the biosynthetic gene clusters of
the polyether ionophores are thought to catalyze a cascadeACHTUNGTRENNUNGreaction coupling the opening of multiple epoxide rings to the
generation of a polyether framework.[31] As discussed below,
Cyc11 may be recruited to form the tetrahydropyran ring ofACHTUNGTRENNUNGindanomycin and participate in liberation of the PKS-bound
product.


Neither the canonical integral thioesterase fused to the final
PKS module nor any chain-releasing thioesterase candidates
are observed within the idm cluster. IdmA, however, is closely
related to a number of type II, or editing, thioesterases.[34]


These editing thioesterases remove aberrant acyl intermediates
during assembly of a metabolite’s backbone by PKSs and
NRPSs.[34–36] If IdmA is indeed utilized in the proofreading of
IdmL-P as suggested by its sequence homology, another
enzyme or domain dedicated to liberation of the full-length
polyketide from IdmP is required, but the identity of this
domain is not readily apparent. Therefore, the precise role of
IdmA in the context of indanomycin biosynthesis remains un-
clear until further analysis establishes its biochemical function.


Figure 5. Alignment of the partial amino acid sequences of the AT domains
from the indanomycin PKS (AT1-AT11) and the AT4 of meridamycin synthase
MerB (MDMAT4). The underlined residues are the three motifs associated
with substrate specificity. The four amino acids critical for catalytic activity
are highlighted.
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Biosynthesis of the extender units for the PKS


Three genes present in the idm cluster presumably assist in
supplying the available pool of ethylmalonyl-CoA and methyl-
malonyl-CoA for efficient production of indanomycin. One of
these, idmB, encodes the b-subunit for an acyl-CoA carboxy-
lase, and has the greatest sequence similarity to methylmalon-
yl-CoA decarboxylase from Streptomyces avermitilis (Table 1;
80 % identity, 89 % similarity). Significant similarity is also dem-
onstrated to other acyl-CoA carboxylases, including an acetyl-
CoA carboxylase from Streptomyces antibioticus ATCC 11 891
(CAG14 973.1; 86 % similarity and 78 % identity) and an acetyl-
CoA carboxylase from Streptomyces aureofaciens (CAG14 971.3;
85 % similarity and 77 % identity). Only the b-subunit of the
acyl-CoA complex is present within the indanomycin cluster,
and it is possible it forms an active complex with the partner-
ing a and e subunits encoded elsewhere within S. antibio-
ticus.[37, 38] The amino acid side chain at position 422 of the
Streptomyces coelicolor propionyl-CoA carboxylase is largely re-
sponsible for selection of the acyl-CoA substrate.[39] Acyl-CoA
carboxylases possessing a Cys, Asp, or Ala at position 422 have
a greater specificity for propionyl-CoA. The acyl-CoA carboxy-
lases with an Ile or Leu at the position corresponding to 422
can accept, with equal affinity, acetyl-, propionyl-, and butyryl-
CoA.[37, 39] IdmB, which possesses an Ile at the specificity-deter-
mining position, is most likely a more permissive acyl-CoA car-
boxylase, and may supply both methylmalonyl-CoA and ethyl-
malonyl-CoA to the indanomycin PKS.


Two genes present in the indanomycin cluster appear to be
dedicated to the production of ethylmalonyl-CoA: idmE and
idmF. A crotonyl-CoA reductase/carboxylase, encoded by idmF
(Table 1), may have the critical role of supplying ethylmalonyl-
CoA by the reductive carboxylation of crotonyl-CoA.[40] The
gene idmE encodes a protein with similarity to numerous pro-
teins annotated as 3-hydroxyacyl-CoA or 3-hydroxybutyryl-CoA
dehydrogenases (Table 1). IdmE may recruit acetoacetyl-CoA
toward the generation of the crotonyl-CoA substrate for IdmF,
however, this would require coordination with a dehydratase
encoded elsewhere in the S. antibioticus genome. Both a cro-
tonyl-CoA reductase/carboxylase and a 3-hydroxybutyryl-CoA
dehydrogenase are observed in the concanamycin and lasalo-
cid biosynthetic gene clusters ; this suggests a more wide-
spread strategy to generate a sufficient pool of ethylmalonyl-
CoA for polyketide production.[41–43] The indanomycin biosyn-
thetic machinery may, in fact, have the flexibility to adjust for
the source of ethylmalonyl-CoA according to the availableACHTUNGTRENNUNGnutrients. The role of IdmB in permitting the direct utilization
of butyryl-CoA is supported by the efficient incorporation ofACHTUNGTRENNUNGbutyrate into indanomycin (~22 %).[13] Alternatively, IdmE and
IdmF permit siphoning of the cell’s crotonyl-CoA pool toward
ethylmalonyl-CoA production as needed.


Self resistance, regulation, and polyketide tailoring


Two regulatory genes are found in the idm cluster (Table 1).
The first of these, idmD, encodes a protein that exhibits signifi-
cant homology to MarR transcriptional regulators. The MarR-


like proteins, widely distributed among prokaryotes, usually
serve as transcriptional repressors involved in the regulation of
genes related to degradation and detoxification of toxic com-
pounds and genes involved in antibiotic resistance.[44, 45] Imme-
diately downstream of idmD resides idmC, encoding a protein
similar to the efflux pump MonT (Table 1) that mediates resist-
ance to monensin, another ionophore antibiotic.[46] Therefore,
IdmC likely has a comparable role in the resistance or export
of indanomycin. Overlap of idmD with idmC, suggests a bicis-
tronic transcript with idmD controlling the expression of idmC.


The second regulatory protein, IdmG, appears to be a LuxR-
family transcriptional regulator. The LuxR family of regulators
are activated upon binding an N-acyl homoserine lactone
modulator and often regulate aspects of secondary metabo-
lism.[47, 48] LuxR regulators are present in multiple antibiotic
gene clusters and often appear as positive regulators of anti-ACHTUNGTRENNUNGbiotic biosynthesis, yet there are reports of negative regula-
tion.[47–49] A rare TTA codon encodes Leu76 of IdmG, suggest-
ing its expression is controlled by the bldA gene product, a
tRNALeu specific for the TTA codon in Streptomyces.[50] Further
analysis is required to determine the precise roles of IdmG and
bldA in indanomycin biosynthesis.


The protein encoded by idmH is similar to a number of puta-
tive proteins (Table 1). A detailed sequence analysis of IdmH
did reveal similarity to several proteins annotated as SnoaL-like
polyketide cyclases. The SnoaL-like cyclases catalyze an intra-
molecular aldol reaction to introduce the fourth ring into the
anthracycline antitumor antibiotics.[51, 52] SnoaL is a member of
a structural family with an a +b fold that includes enzymes of
diverse catalytic activities, including D5-3-ketosteroid isomer-
ase, scytalone dehydratase, and limonene-1,2-epoxide hydro-
lases.[53–55] The individual enzymes of this structural family
often lack significant sequence similarity to each other.[51]


Given these considerations, IdmH may be assigned to the cycli-
zation of either of indanomycin’s defining rings, as discussed
below.


Maturation of the indanomycin PKS product


A small number of post-assembly line modifications are
needed to produce the final structure of indanomycin. Inspec-
tion of the molecule reveals a lack of post-assembly line oxida-
tions and there is no further decoration of the core scaffold by
glycosylation, methylation, or other functional group transfer.
In accordance with this observation, the idm cluster is relatively
minimal in its composition. Maturation of the IdmL-P product
does incorporate the construction of two separate structural
features: a tetrahydropyran and an indane ring system. Aside
from the genes assigned to the megasynthetase assembly line,
precursor supply, or regulation, there are few candidates to be
considered for co- or post-assembly line processing.


The tetrahydropyran ring could logically arise following the
Michael addition of an oxygen nucleophile upon an a,b-unsa-
turated carbonyl system in a manner similar to that proposed
for tetrahydropyran rings found in nigericin and tetronomy-
cin.[33, 56] This proposed 6-exo-trig cyclization yielding the inda-
nomycin tetrahydropyran is mechanistically similar to the 5-
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exo-trig cyclization catalyzed by NonS to provide the nonac-
tin’s tetrahydrofuran ring.[57] NonS, however, is similar to enoyl-
CoA hydratases, and no such homologue resides in the idm
gene cluster.[57] The lack of a DH domain in module 10 is incon-
sistent with a Michael addition to produce the tetrahydropyr-
an, and it is expected to leave an alcohol b to the thioester (at
C-3) in the predicted S configuration. The resulting cyclic ether
is of the R configuration at C-3, opening the possibility that a
direct nucleophilic substitution leads to the cyclic ether.


The role of the incomplete eleventh module in IdmP, includ-
ing the KS and the truncated AT, is enigmatic. The KS domains
required for the indanomycin backbone are accounted for
within modules 1–10, and there is no clear need for an elev-
enth. The terminal cyclase domain within module 11, as noted
earlier, is similar to ring-opening epoxide cyclases of polyether
ionophore biosynthesis. This similarity suggests module 11 in-
stalls the tetrahydropyran moiety while the full-length polyke-
tide is still tethered to the PKS (Scheme 2). This first requires


dehydration of the C-3 alcohol in 9 to provide an a,b-unsatu-
rated intermediate 10, presumably by Cyc11 or by the nonco-
linear action of the upstream module’s DH9 domain. Next,
Cyc11 could facilitate the nucleophilic attack upon C-3 by the
C-7 alcohol to provide the cyclic ether 11 (Scheme 2). Alterna-
tively, Cyc11 could mediate a direct nucleophilic displacement
at C-3 in 9 to eliminate water and generate 11. The lack of a
thioesterase integrated adjacent to the final module implies an
unusual mechanism for release of the polyketide from the PKS.
It is possible that generation of the tetrahydropyran 11 then
permits entry of water into the Cyc11 active site followed by


hydrolysis. The role of this final module, including the bio-
chemical activities of KS11 and Cyc11 is the subject of an on-
going investigation.


The reasonable mechanisms available to account for intro-
duction of the indane ring raise an intriguing question: could
indane ring formation proceed by a Diels–Alder cycloaddition?
“Diels–Alderases” have been proposed in the biosynthesis of
many metabolites, including indanomycin and related pyrrolo-
ketoindanes.[58, 59] To date, however, only one enzyme has been
isolated for which the activity reported is consistent with a
Diels–Alder reaction: lovastatin nonaketide synthase (LNKS or
LovB).[58, 60] It still remains to be determined how LovB and
other putative “Diels–Alderases” catalyze their respective re-ACHTUNGTRENNUNGactions. One possibility is that they simply sequester the sub-
strate and bind it in a conformation enabling a facile [4+2] cy-
cloaddition without direct participation by the enzyme. AnACHTUNGTRENNUNGalternative strategy, and one observed for the Diels–Alder cata-
lytic antibodies, achieves catalysis both by proximity and acti-
vation of the dienophile through hydrogen bonding.[61, 62]


The indanomycin PKS lacks a DH domain in the second
module, which would ultimately correspond to the double
bond between C-19 and C-20. An alkene at this position is nec-
essary to present the dienophile 12 for a proposed [4+2] cy-
cloaddition to produce the indane ring system (Scheme 2). If
the alcohol at the position corresponding to C-19 is retained,
dehydration is needed either during extension by the PKS or
following release from the megasynthetase. One scenario is
that the enzymatic activity could result from a neighboring
module’s DH domain, for example, DH3, to introduce the
alkene, by using a tactic similar to that observed during epo-
thilone biosynthesis.[63]


A candidate for the indane cyclase is IdmH (Scheme 2). The
sequence similarity of IdmH to SnoaL and D5-3-ketosteroid iso-
merase indicates that it falls in the same structural family as
the Cyc11 domain of IdmP.[53–55] Although IdmH and IdmP-
Cyc11 may very well share a common fold, they do not dem-
onstrate any significant amino acid sequence similarity to each
other; this suggests distinct evolutionary origins for the two
proteins. Additional genetic and biochemical characterization
of IdmH and IdmP-Cyc11 is required to definitively assign the
functions of the indane cyclase and the tetrahydropyran syn-
thase and to ascertain the timing of these two modifications
relative to each other.


Conclusions


At first glance, indanomycin and the related pyrroloketoin-
danes are a family of metabolites harboring a relatively simple
structure, and one might initially expect a relatively straightfor-
ward biosynthetic pathway. The identification of the indano-
mycin biosynthetic gene cluster from S. antibioticus described
in this work, however, provides an NRPS-PKS assembly line
with an unusual terminal module and raises several questions
pertaining to release of the PKS-bound product and backbone
modifications. The indanomycin biosynthetic system identified
here thus presents an ideal platform to examine the mecha-
nisms involved in generation of a tetrahydropyran, an indane


Scheme 2. Proposed biosynthetic pathway leading to formation of the tetra-
hydropyran and indane rings of indanomycin.
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ring system, and a novel mechanism to liberate a metabolite
from a PKS.


Experimental Section


Bacterial strains, plasmids and growth medium : Unless specified,
common chemicals, restriction enzymes, DNA ligase and otherACHTUNGTRENNUNGmaterials were purchased from standard commercial sources and
used as provided. Streptomyces antibioticus NRRL 8167 (S. antibio-
ticus) was obtained from the National Center for Agricultural Uti-
lization Research. Strains and plasmids used in this study are listed
in Table S1 in the Supporting Information, and primers used in this
study are listed in Table S2. The plasmid pSET1520 was a generous
gift of Prof. Kevin A. Reynolds (Portland State University, USA). The
plasmid pGM160 was kindly provided by Prof. G�nther Muth (Uni-
versity of T�bingen, Germany), and authentic indanomycin was
provided by Roche. All Escherichia coli (E. coli) strains were grown
using Luria-Bertani liquid or solid medium with the appropriateACHTUNGTRENNUNGantibiotic(s). Kanamycin (50 mg mL�1), apramycin (50 mg mL�1), am-
picillin (100 mg mL�1), thiostrepton (20 mg mL�1), nalidixic acid
(25 mg mL�1) and chloramphenicol (30 mg mL�1) were used in this
research for the selective growth of either E. coli or Streptomyces
strains as appropriate. ISP-3 agar (oatmeal agar) was used for the
growth and sporulation of S. antibioticus. Media used for genetic
manipulation of S. antibioticus or production of indanomycin were
prepared as described previously.[13, 64]


Evaluation of indanomycin production by S. antibioticus : Spores
from an S. antibioticus colony grown on ISP-3 medium were used
to inoculate seed medium (20 mL) in an Erlenmeyer flask (250 mL)
and the resulting culture was grown at 28 8C and 200 rpm for 48 h.
After this time, seed culture (0.5 mL) was used to inoculate an Er-
lenmeyer flask (250 mL) containing fermentation medium (25 mL).
The fermentation culture was grown at 28 8C and 200 rpm for
120 h. The S. antibioticus fermentation broth was centrifuged at
23 8C and 3500 x g for 10 min. The mycelium was then extracted
with methanol (0.5 � volume). High performance liquid chromatog-
raphy (HPLC) analysis was performed using a Beckman–Coulter
System Gold� instrument and a Phenomenex Synergi 4 mm MAX-RP
column (250 � 4.6 mm). A gradient was employed from 20 % sol-
vent B (acetonitrile) in solvent A (50 mm NaHCO3) to 80 % solvent
B in solvent A over 30 min at 1 mL min�1. Absorbance was moni-
tored at 291 nm. Indanomycin eluted with a retention time of
~22.5 min. LC-MS analysis was performed at the Georgia Institute
of Technology Bioanalytical Mass Spectrometry facility with a Mi-
cromass Quattro LC Mass Spectrometer.


PCR amplification of a discrete proline adenylyltransferase
gene : Genomic DNA of S. antibioticus was used as the template for
the amplification of a discrete proline adenylyltransferase by poly-
merase chain reaction using a pair of degenerate primers, CL1-F
and CL1-R. The PCR reactions (50 mL) contained S. antibioticus ge-
nomic DNA (100 ng), Pfu (1.25 U), dNTP’s (0.8 mm), and the primers
CL1-F and CL1-R (each at 0.5 mm). The reactions were performed
with the following reaction sequence: an initial denaturation at
96 8C for 4 min, followed by 30 extension cycles (96 8C for 45 s,
then 50 8C for 45 s, then 72 8C for 30 s), and a final segment at
72 8C for 10 min. The resulting PCR product was cloned using the
Zero Blunt TOPO Cloning Kit (Invitrogen) and analyzed by DNAACHTUNGTRENNUNGsequencing.


Cloning and sequencing of the idm biosynthetic gene cluster : A
genomic fosmid library was constructed using pCC1FOS (Epicenter,
Madison, WI, USA) according to protocol. 2049 clones were probed


using a digoxigenin-labeled idmJ fragment and detected with the
DIG Luminescent Detection Kit (Roche Applied Science). The identi-
fied fosmid and overlapping fosmids were subcloned using the
TOPO Shotgun Subcloning Kit (Invitrogen). Sequencing of the shot-
gun library was performed by Functional Biosciences, Inc. (Wiscon-
sin, USA). DNA sequences were assembled using ContigExpress of
Vector NTI (Invitrogen), and analyzed using Frameplot 4.0beta
(http://nocardia.nih.go.jp/fp4/), the BLAST algorithm and NRPS-PKS
(http://www.nii.res.in/nrps-pks.html).[65–67]


Disruption of idmJ : Disruption of idmJ followed the method for
PCR-targeted gene replacement (see the Supporting Informa-
tion).[22] A 1.4 kbp fragment containing the apramycin resistance
cassette (aac(3)IV) and oriT was amplified from pIJ773 by PCR
using the primers CL2-F and CL2-R. The resulting PCR product was
used for the in-frame replacement of the idmJ fragment in KR1H6
according to protocol to provide KR1H6d. A 4.2 kbp fragment con-
taining disrupted idmJ with flanking 1.4 kbp sequences was ampli-
fied by PCR from KR1H6d using the primers CL3-F and CL3-R. The
resulting PCR product was cloned using Zero Blunt TOPO Cloning
Kit, yielding pCL162 and was confirmed by DNA sequencing. Di-
gestion of pCL162 with HindIII yielded a 4.2 kbp fragment that was
ligated into pGM160 to provide pCL161. S. antibioticus was grown
in 148G medium containing 0.5 % glycine at 30 8C, 220 rpm for 20–
30 h. S. antibioticus protoplasts were prepared and transformed
with pCL161 isolated from E. coli ET12 567 according to protocol.[64]


A double crossover colony of the phenotype apraRtsrS was selected
after forced homologous recombination at 37 8C to provide S. anti-
bioticus T1d1. The allelic replacement of idmJ by the apramycin re-
sistance cassette and oriT in S. antibioticus T1d1 was confirmed by
PCR amplification and sequencing of the resulting product. A non-
polar, unmarked deletion mutant of idmJ was also constructed.
FLP-recombinase mediated excision of pCL161 was utilized to
remove the disruption cassette,[22] leaving a 81 bp scar sequence
and generating pCL160. Protoplasts of S. antibioticus T1d1 were
prepared and transformed with pCL160 and a double crossover
colony of the phenotype apraStsrS was selected as described above
to provide S. antibioticus DidmJ. The deletion mutant was con-
firmed by PCR amplification and sequence analysis of the isolated
product.


Genetic complementation of S. antibioticus DidmJ : The idmJ
gene was amplified using the primers CL5-F and CL5-R. The result-
ing PCR product was cloned into pCR4Blunt-TOPO, generating
pA1, prior to excision with NdeI and EcoRI and subsequent ligation
into pSET1520.[68] The resulting pSET1520A was introduced into
S. antibioticus DidmJ by protoplast transformation to provide S. an-
tibioticus CL1.


Nucleotide sequence accession numbers : The sequences report-
ed here have been deposited into the GenBank database under
the accession number FJ545274.
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Introduction


The recently developed concept of enzymatic logic gates,[1–3]


which are a part of general research areas of biochemical[4–6]


and chemical computing,[7–9] is aimed at controlling various
processes and systems through logically processed biochemi-
cal signals. Information processing by biochemical reactions
that perform Boolean logic operations has resulted in the
design of various enzymatic logic gates (for example, AND, OR,
XOR, INHIB, NOR).[1–3] Their networks are composed of several
concatenated logic gates that perform a sequence of logicACHTUNGTRENNUNGoperations and can process many biochemical input signals
applied in different combinations.[10, 11] The logic operations
performed by the enzymatic systems have already been used
to trigger changes in different bioelectronic systems[12, 13] and
nanostructured signal-responsive materials.[14–16] Enzymatic sys-
tems that process biochemical input signals and perform Boo-
lean logic operations could be coupled with external signal-
responsive materials through an exchange of electrons or pro-
tons.[16] In our recently designed enzymatic logic gates we
used pH changes generated in situ by the enzymatic systems
to switch different pH-responding materials and bioelectronic
systems between inactive and active states.[12–15] In the present
paper we use enzymatic logic systems that transform chemical
input signals into pH changes, which trigger the catalytic gen-
eration of ROS and thus result in oxidative damage in biomole-
cules.


Formation of ROS such as oxygen anions, peroxides, and
free radicals is an unavoidable part of aerobic metabolism, and
ROS play a dual role, as they are both deleterious and benefi-
cial. Overproduction of ROS results in depletion of cellular glu-
tathione and subsequent oxidative damage to cellular organ-
elles. Oxidative damage by ROS has been found to be an im-
portant primary or secondary process in aging[17, 18] as well as


in development of a number of pathologies.[19–23] The toxicity
of ROS is potentiated by labile iron cations which catalyze the
formation of hydroxyl radicals capable of directly attacking cel-
lular components; this results in DNA damage,[24–27] lipid perox-
idation,[28] and protein oxidation.[29]


At the same time ROS are essential for living organisms as
they participate in vitally important processes of catabolism
and neutralization of pathogens. Destruction of phagocyted
pathogens by ROS and proteases is the final step of phagocy-
tosis after recognition of the pathogen and engulfing it into ly-
sosomes, or “suicide bags.” ROS are generated in lysosomes by
NADPH oxidase, which is expressed in all macrophages.[30–32]


Subsequent mobilization of labile iron cations by destabiliza-
tion of iron-sulfur-containing enzymes[33] results in production
hydroxyl radicals which inactivate phagocyted pathogens. The
indiscriminate destruction of pathogens through oxidative
damage is less prone to bacterial or viral resistance and may
be the essential advantage over more specific immune mecha-
nisms.[34] Integration of enzymatic logic systems with destruc-


Systems that perform oxidative damage to biomolecules
through catalytic cascades in the presence of iron-redox labile
species were activated by enzymatic logic gates that process
chemical input signals according to built-in logic operations.
AND/OR enzymatic logic gates were composed of glucose ox-
idase (GOx) and GOx/esterase, respectively. The AND/OR logic
functions of the enzyme gates were activated by application of
glucose–oxygen and glucose–ethyl acetate input signals, re-
spectively. The enzymatic logic gates, upon activation by spe-
cific patterns of the chemical input signals, produced acidic


solutions and triggered release of redox labile iron species
from a complex that is unstable under acidic conditions. This
resulted in the activation of a catalytic cascade, which pro-
duced reactive oxygen species (ROS) and subsequently yielded
oxidative damage in biomolecules. Functional integration of
the enzyme-based logic systems with the catalytic redox cas-
cade that performs damage in biomolecules on demand is a
first step towards “smart” systems capable of programmed de-
tection, identification, and neutralization of potential biohaz-
ards.
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tive ROS-based mechanisms might pave the road towards
“smart” logic protective systems.


In this article we report on the systematic modeling of
chemical defence through ROS generation triggered by enzy-
matic logic gates; these logic gates can process multiple bio-
chemical signals mediated by pH change. Change of pH isACHTUNGTRENNUNGcapable of actuating important transformations such as con-
version of iron cations from redox-inactive complexes into a
redox-labile state. The redox-labile iron is capable of generat-
ing highly reactive hydroxyl radicals through the Fenton reac-
tion with hydrogen peroxide or organic peroxides. The result-
ing FeIII cations are reduced by superoxide anions; this produ-
ces hydrogen peroxide and regenerates FeII species, and thus
results in a catalytic cycle responsible for biomolecular oxida-
tive damage.[35, 36] Usually this process is modelled by ascor-
bate–iron–air system[37] in which FeII species are oxidized by
oxygen to yield FeIII and H2O2. The FeIII species are regenerated
by ascorbate followed by Fenton reaction, thus producingACHTUNGTRENNUNGhydroxyl radicals in the catalytic cycle. The catalytic cycle can
be inhibited by chelation of iron cations,[38, 39] as for example in
iron-sulfur proteins, although many known iron ligands such
as phenanthroline, nitrilotriacetic acid (NTA), or EDTA are not
capable of preventing the formation of ROS and were reported
to substantially potentiate oxidative damage.[40, 41] The release
of iron cations from a complex could be employed to activate
its participation in the catalytic production of ROS. Deactiva-
tion of iron species can be achieved with deferoxamine[42] and
other hexadentate hydroxamate ligands.[43, 44] However, the re-
sulting iron complexes are stable in a wide pH range and
cannot be used to release active iron species on demand by
varying pH mildly by the enzymatic logic systems. Recently re-
ported new 2,6-bis-[hydroxy ACHTUNGTRENNUNG(methyl)amino]-1,3,5-triazine (BHT)
iron ligands[45] have been shown to possess a special set of
properties. FeIII complexes of BHT ligands have both very low
FeII/FeIII redox potential at neutral pH and strong pH depend-
ency of the dissociation constant.[46] In this article we report on
the functional coupling of pH-labile 2:1 BHT–FeIII complexes
with enzymatic logic gates in situ. Catalytic production of ROS
is triggered and oxidative damage is produced for biomole-
cules by altering pH values and releasing the active FeIII cat-
ions. The present “smart” system is capable of generating oxi-
dative damage on demand after activation by specific combi-
nations of biochemical signals logically processed by enzymes.


Results and Discussion


The enzymatic logic gates were reported to shift pH values
from neutral to acidic in the pH range of 4–7.[12–15] To adjust
the pH-dependent decomposition of the FeIII–(BHT)2 complex
to this pH range we applied NTA as a competing iron ligand to
yield the redox labile FeIII–(NTA) complex, Scheme 1. The pH-
dependent stability of the 2:1 2,6-bis-[hydroxy ACHTUNGTRENNUNG(methyl)amino]-
4-(N-methyl,N-ethoxycarbonyl)amino-1,3,5-triazine iron com-
plex, FeIII–(BHT)2,[46] was studied by titration of the complex so-
lution to different pH values in the presence of NTA. The ex-
periment was started at pH 7.2, at which the complex is stable
and shows a characteristic broad metal-to-ligand charge-trans-


fer (MLCT) absorbance band with lmax at 535 nm. Acidification
of the complex solution to pH <7 resulted in the decomposi-
tion of the complex; this was monitored by disappearance of
its absorbance at 535 nm, Figure 1. When the pH value


reached 5.1, the complex was fully decomposed and yielded
the redox-labile FeIII–(NTA) complex. These results ensured that
the pH-controlled release of the redox-labile iron species from
the complex can be induced by pH changes produced byACHTUNGTRENNUNGenzymatic reactions. The catalytic cascade resulting in the for-
mation of ROS in the presence of the released FeIII–(NTA) is
outlined in Scheme 1.


In the present study we used glucose oxidase (GOx,
10 units mL�1) to mimic Boolean AND logic operation upon ad-
ditions of glucose, 20 mm, and oxygen (in equilibrium with air)
as the input signals, Scheme 2 A. The input signals were con-
sidered to be “0” in the absence of the respective chemicals
(when necessary, the solution was deoxygenated with argon),
while the input signals were “1” in the presence of the added
chemicals at the selected concentrations. Glucose oxidation by
oxygen was biocatalyzed by GOx and the formation of glucon-
ic acid resulted in the lowering pH value of the solution. The


Scheme 1. Structure and decomposition of FeIII–(BHT)2 complex and catalytic
generation of ROS by the iron–air–ascorbate system.


Figure 1. Decomposition of FeIII–(BHT)2 as monitored by its pH titration car-
ried through the disappearance of its characteristic band with maximum at
l= 535 nm. The pH value of the solution was adjusted by addition of 0.01 m


HCl.


ChemBioChem 2009, 10, 1084 – 1090 � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org 1085


Enzymatic Logic Systems



www.chembiochem.org





operating concentrations of the chemical inputs (glucose and
oxygen) were selected to produce substantial pH changes in a
non-buffered solution (0.01 m Na2SO4) upon the biochemical
reaction. The reaction proceeded only in the presence of both
reacting components (input signals 1,1) and reached a final pH
of 4, while in the absence of any of the reactants or both of
them (input signals 0,1, 1,0, 0,0, respectively) the reaction was
not activated and the initial pH value was unchanged at 6.1–
6.2 (Figure 2 A). The system responses corresponded to the
Boolean AND logic operation (Scheme 2A truth table), in
which the pH change was considered as the output signal, Fig-
ure 2 A, inset. It should be noted that apart from gluconic acid,
GOx produces hydrogen peroxide, which in the presence of
the redox labile iron species generates hydroxyl radicals in ad-
dition to those radicals formed by the iron-air catalytic system
outlined in Scheme 1. To avoid the second catalytic path and
to be sure about the mechanism of the catalytic cascade and
results elucidation, hydrogen peroxide produced in the reac-
tion was rapidly decomposed by catalase present in a large
excess (Cat, 250 units mL�1).


Another system composed of two enzymes operating to-
gether, esterase (Est) and GOx, was activated by the additions
of ethylacetate (20 mm) and glucose (20 mm) (while O2 was
always present in the system) and mimicked Boolean OR logic
operation, Scheme 2 B. Two parallel reactions, oxidation of glu-
cose biocatalyzed by GOx and hydrolysis of ethylacetate by
Est, resulted in the formation of gluconic acid or acetic acid, re-
spectively; this resulted in a decrease in pH to acidic values of
4.2–4.3. Acid formation was achieved in both reactions, thus
yielding the acidic medium in the presence of any of two sub-
strates or both of them together (input signals 0,1, 1,0, 1,1).
Only in the absence of both inputs was the initial pH value
preserved at 6.1 (input signals 0,0), Figure 2 B. Thus, the system
responses corresponded to the Boolean OR logic operation


(Scheme 2 B truth table) when the pH change was considered
as the output signal, Figure 2 B, inset. Hydrogen peroxide pro-
duced upon biocatalytic oxidation of glucose was rapidly de-
composed by the added catalase (Cat, 250 units mL�1) for the
same reason discussed above.


It should be noted that only two concentrations of the
chemical input signals (corresponding to the digital values of 0
and 1) were applied, while their intermediate concentrations
were considered digitally undefined in the same way as an
electrical signal in electronic logic gates is undefined while
being between two threshold limits. Variation of the signal
concentrations between zero and operational values (between
“0” and “1” input signals) would result in a surface-response
function of the logic gates, which can be used for the optimi-
zation of the gate performance;[47] this was outside the scope
of the present study.


The pH changes generated in situ by the enzymatic logic
systems mimicking the AND/OR logic gates were used to trig-
ger catalytic redox reactions, Scheme 1, resulting in the biomo-


Scheme 2. Schematic representations of the enzymatic logic gates. A) AND
gate formed with GOx where the combination of two inputs, glucose and
oxygen, produces gluconic acid. Truth table for the AND logic operation is
shown. B) OR gate formed with GOx and Est where the appearance of any
input, glucose or ethyl acetate, produces gluconic acid or acetic acid, respec-
tively. Truth table for the OR logic operation is shown. Cat was added to the
both gates to decompose H2O2.


Figure 2. Generated in situ pH changes upon application of different combi-
nations of chemical input signals : A) AND gate activated by glucose and O2 :
a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. B) OR gate activated by glucose and ethyl ace-
tate: a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. Insets represent the absolute value of the
pH changes reaching the saturated values. The dashed lines show the
threshold values for the logic 0 and 1 outputs. The solutions compositions
and the input signal concentrations are specified in the experimental sec-
tion.
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lecular oxidative damage. The process started from the pH-in-
duced decomposition of FeIII–(BHT)2 complex monitored by the
absorbance decrease at lmax = 535 nm, Figure 3. The enzymatic
logic gate AND (composed of GOx, 10 units mL�1) does not
change the initial, almost neutral pH value upon application of
the input signals 0,0, 0,1 and 1,0, thus preserving the FeIII–
(BHT)2 complex in its original state with an optical density of
0.145 (Figure 3 A, curves a–c). Simultaneous addition of glucose
and oxygen (input signals 1,1) to the system results in the for-
mation of gluconic acid, thus lowering the pH value (reaching
pH about 4.3) and resulting in the decomposition of FeIII–
(BHT)2. This is reflected by the decrease of its absorbance at
lmax = 535 nm to 0.023 optical density (Figure 3 A, curve d). The
features of the system responding to the chemical input sig-
nals resemble the logic operation AND, Figure 3 A, inset.


The enzymatic logic gate OR (composed of GOx,
10 units mL�1 and Est, 10 units mL�1) did not change the initial


pH value in the absence of the both chemical signals : glucose
and ethylacetate (input signals 0,0), thus preserving the initial
optical density of FeIII–(BHT)2 at 0.13 (Figure 3 B, curve a). The
presence of any of the chemical inputs or both of them (input
signals 0,1, 1,0, 1,1) resulted in the formation of acids. Lower-
ing the pH from its initial almost neutral value and reaching
the acidic pH of about 4.3 resulted in the decomposition of
FeIII–(BHT)2, as observed by the optical density reduction to
0.03 at lmax = 535 nm (Figure 3 B, curves b–d). The features of
the system responding to the chemical input signals mimic the
logic operation OR, Figure 3 B, inset.


The FeIII cations released from FeIII–(BHT)2 upon pH changes
produced in situ by the enzymatic logic systems were re-che-
lated by NTA; this yielded the redox mobile FeIII–(NTA) com-
plex, which participated in the catalytic generation of ROS
(Scheme 1). The produced FeIII–(NTA) complex was immediately
reduced by ascorbate and capable of participating in the
Fenton reaction, which yielded OH radicals that were detected
by in situ hydroxylation of benzoate.[48, 49] The reaction produ-
ces a mixture of 4- and 3-hydroxybenzoates. Due to the strong
fluorescence of both reaction products, the hydroxylation is a
very sensitive method for the quantitative analysis of OH radi-
cals. Figure 4 A (curves a–c) shows no formation of the fluores-
cent products when the input signals 0,0, 0,1, and 1,0 were
applied to the enzymatic logic AND gate. Simultaneous addi-
tion of glucose and oxygen (input signals 1,1) resulted in the
formation of gluconic acid and acidification of the solution,
thus yielding FeIII–(NTA) and inducing catalytic formation of OH
radicals. This was reflected by the formation of the fluorescent
products in the hydroxylation of benzoate that emits at lmax =


435 nm (Figure 4 A, curve d). The system response to the
chemical signals mimics the logic operation AND (Figure 4 A,
inset). When the enzymatic logic OR gate was used, the
system did not show the fluorescent products upon applica-
tion of a 0,0 combination of the input signals (Figure 4 B,
curve a), while the input signals 0,1, 1,0, and 1,1 resulted in
the production of the strongly fluorescent products (Figure 4 B,
curves b–d). The system response to the chemical input signals
mimics the logic operation OR (Figure 4 B, inset). The fluores-
cent products were generated through a sequence of events
starting from the enzyme induced acidification of the solution,
followed by the decomposition of FeIII–(BHT)2, release of FeIII–
(NTA) and its participating in the catalytic formation of OHACHTUNGTRENNUNGradicals. The formation of the fluorescent product reflects the
production of OH radicals proceeded in parallel with the pH
changes induced in situ by the enzyme reactions (Figures S1–
S3 in the Supporting Information). These findings support the
formation of the ROS triggered by the logic operations per-
formed by the enzymatic systems processing chemical input
signals.


In the next step of our research we further demonstrated
that biomolecular oxidative damage can be controlled by the
enzymatic logic gates. A number of methods have been re-
ported for detection of hydroxyl radicals in cellular[50] and cell-
free systems.[51, 52] In cell-free systems, hydroxylation of deoxyri-
bose[53–55] can be considered to be the most relevant method,
as it models the process of DNA strain breaks. Degradation of


Figure 3. Absorption spectra of the FeIII–(BHT)2 (0.6 mm), obtained after ap-
plication of different combinations of chemical input signals triggering the
enzymatic logic gates: A) AND gate activated by glucose and O2 : a) 0,0 ;
b) 0,1; c) 1,0 ; d) 1,1. B) OR gate activated by glucose and ethyl acetate:
a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. The insets show the absolute values of the opti-
cal absorbance changes at l = 535 nm induced by different combinations of
the input signals. The dashed lines show the threshold values for the logic 0
and 1 outputs. The solutions compositions and the input signal concentra-
tions are specified in the experimental section.
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deoxyribose caused by in situ-generated ROS[53–55] was deter-
mined by the standard assay using condensation of the resul-
tant malonic dialdehyde with thiobarbituric acid (Figure 5 A),
which produced UV-Vis absorption with lmax = 532 nm.[56] The
enzymatic logic AND gate generated the ROS only upon appli-
cation of the 1,1 combination of the chemical input signals,
thus resulting in the oxidative damage on deoxyribose (Fig-
ure 5 A, curve d). All other combinations of the chemical input
signals (0,0, 0,1, 1,0) did not yield ROS and did not produce
the damaged biomolecules (Figure 5 A, curves a–c). Figure 5 A,
inset, shows the system response pattern characteristic of the
AND Boolean logic gate. The enzymatic logic OR gate resulted
in the ROS and damaged biomolecules at 0,1, 1,0, and 1,1
combinations of the input signals (Figure 5 B, curves b–d),
while only 0,0 input signals preserved the undamaged biomol-
ecules (Figure 5 B, curve a). Figure 5 B, inset, shows the system
response pattern characteristic of the OR Boolean logic gate.


Conclusions


This study illustrates the possibility to trigger biochemical pro-
cesses, specifically oxidative damage, by processing chemical
input signals using enzymatic systems with built in Boolean
logic. The AND/OR enzymatic logic gates used in the present
study can be scaled up to higher complexity by assembling
enzymatic logic networks composed of several concatenated
logic gates. The logic networks can accept many different
chemical input signals and process chemical information ac-
cording to the “program” embedded in the enzyme system.
These systems represent a new generation of “smart” chemical
devices that perform certain functions on demand, when the
system operation is triggered by corresponding patterns of
chemical signals. The reported system that performs oxidative
damage upon activation by a combination of chemical signals
will serve as a basis for development of smart systems capable
of programmed detection, identification, and neutralization of
potential biohazards.


Figure 4. Normalized fluorescent intensity (NFI) generated upon reacting
benzoic acid (1 mm) with FeIII–(BHT)2 and the enzymatic logic gates activated
by different combinations of input signals : A) AND gate activated by glu-
cose and O2 : a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. B) OR gate activated by glucose
and ethyl acetate: a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. The insets show the changes
in the NFI induced by different combinations of the input signals. The
dashed lines show the threshold values for the logic 0 and 1 outputs. The
solutions compositions and the input signal concentrations are specified in
the experimental section.


Figure 5. Normalized absorbance (NAbs) generated upon reacting deoxyri-
bose (10 mm) with the FeIII–(BHT)2 and the enzymatic logic gates activated
by different combinations of input signals : A) AND gate activated by glu-
cose and O2 : a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. B) OR gate activated by glucose
and ethyl acetate: a) 0,0 ; b) 0,1; c) 1,0 ; d) 1,1. The insets show the changes
in the NABs induced by different combinations of the input signals. The
dashed lines show the threshold values for the logic 0 and 1 variants. The
solutions compositions and the input signal concentrations are specified in
the Experimental Section.
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Experimental Section


Chemicals and reagents : All enzymes were purchased from
Sigma–Aldrich and were used as supplied. The enzymes that were
used are: glucose oxidase (GOx) from Aspergillus niger type X-S
(E.C. 1.1.3.4), esterase (Est) from porcine liver (E.C. 3.1.1.1), and
crude catalase (Cat) from bovine liver (E.C. 1.11.1.6). Chemicals pur-
chased from Sigma–Aldrich or Fluka were analytical quality and
used as supplied: b-d-(+)-glucose, ethyl acetate, NTA, sodium as-
corbate, benzoic acid, deoxyribose, thiobarbiturate. Chemicals pur-
chased from J. T. Baker with ACS reagent grade were: ferrous sul-
fate (FeSO4), sodium sulfate (Na2SO4). From Fisher was purchased
certified ACS trichloroacetic acid. BHT ligand, 2,6-bis-[hydroxy-ACHTUNGTRENNUNG(methyl)amino]-4-(N-methyl, N-ethoxycarbonyl)amino-1,3,5-triazine,
and its 2:1 iron complex, FeIII–(BHT)2, were prepared according to
the known synthetic procedures.[46]


Apparatus : All measurements were performed at 37�0.1 8C. The
optical absorbance measurements were performed with a Shimad-
zu UV-2450PC spectrophotometer. The fluorescence spectra were
recorded with a fluorescent spectrometer (Varian Inc.) using excita-
tion at l= 305 nm and measuring light emission spectra. The fluo-
rescence intensity was normalized to the digital “1” value of the
output signals. The pH evolutions were monitored with a Mettler
Toledo� SevenEasy pH-meter.


Enzymatic logic gates composition and operation : Two different
enzymatic logic gates were designed for the pH control. The bio-
chemical “machinery” of the logic gates was defined as an aqueous
solution (4 mL) containing Na2SO4 (10 mm) ; FeIII–(BHT)2 (0.15 mm) ;
FeSO4 (50 mm) ; NTA (50 mm) ; sodium ascorbate (5 mm) and the spe-
cific enzymes for each gate. The operation of the logic gates was
performed at room temperature, 23�2 8C. To perform the AND
gate operation, GOx (40 units) was added to the machinery to get
a final concentration of 10 units mL�1. Catalase (1000 units) was
also added. The two inputs triggering the AND gate operation
were glucose—0 m and 20 mm for “0” input and “1” input, respec-
tively, and oxygen—after bubbling Ar for 10 min as input “0” and
in equilibrium with air as “1”. To perform the OR gate operation,
GOx (40 units) and Est (40 units) were added to the machinery to
get a final concentration of 10 units mL�1 for each enzyme. Cata-
lase (1000 units) was also added. The two inputs triggering the OR
gate operation were glucose—0 m and 20 mm for “0” input and
“1” input, respectively, and ethyl acetate—0 m and 20 mm for “0”
input and “1” input, respectively. In the case of OR gate oxygen
was always present in the system.
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Introduction


Streptomycetes are soil-dwelling Gram-positive filamentous
bacteria of the order Actinomycetales and are known to pro-
duce a widespread variety of secondary metabolites. They are
often clinically used as antibiotic, antifungal or anticancer
agents.[1, 2] The tetracyclic quinone glycoside polyketomycin
(POK; 1) was isolated independently from the culture broth of
two strains, Streptomyces sp. MK277-AF1[3, 4] and Streptomyces
diastatochromogenes T�6028.[5] POK inhibits the growth of
Gram-positive bacteria, including multi-drug-resistant strains,
for example methicillin-resistant Staphylococcus aureus (MRSA),
as well as the growth of several tumour cell lines.[4] POK con-
sists of two polyketide moieties: the decaketide-derived poly-
ketomycinone (PON) and the tetraketide-derived 3,6-dimethyl-
salicylic acid (3,6-DMSA). These moieties are linked together by
a disaccharide chain consisting of b-d-amicetose and a-l-axe-
nose. Structurally related to POK are the antitumour agents du-
tomycin from Streptomyces sp. 1725,[6] the DNA-methyltransfer-
ase inhibitor DMI-2, which is a tautomer of dutomycin, from
Streptomyces sp. strain No. 560[7] and the cervimycins, which
were isolated from S. tendae HKI-179.[8, 9] All of these com-
pounds have a p-quinone in ring D in common.


PON belongs to the group of tetracyclic aromatic poly-
ketides that are usually derived from type II-polyketide syn-
thase (PKSII) metabolism.[10] After the formation of the tetracy-
clic backbone further reactions initiate the decoration of the
tetracyclic skeleton of PON to form a richly substituted com-
pound. Oxygenases, methyltransferases and glycosyltransferas-
es are expected to be involved in these reactions.[11]


Herein we report the cloning, sequencing and functional
analysis of the POK biosynthetic gene cluster in S. diastatochro-
mogenes T�6028. The identity of the POK biosynthetic gene
cluster was confirmed by the generation of a non-producing
mutant in which the a-ketoacyl synthase gene pokP1 had
been deleted. The inactivation of oxygenase genes (pokO1,


pokO2 and pokO4) and methyltransferase genes (pokMT1,
pokMT2 and pokMT3) led to nonproducing mutants or mutants
that produce new POK pathway intermediates/shunt products
of early or late biosynthetic steps. These investigations gave us
valuable information about the process of POK formation, and
resulted in a proposal for the entire biosynthetic pathway.


Results and Discussion


Screening and organisation of the POK gene cluster


A genomic cosmid library from S. diastatochromogenes T�6028
was generated. Several cosmids, including cosmids CB30-4E08,
CB30-6D20 and CB30-2A21 were isolated due to their capacity
to hybridise to a PKS II gene probe and an NDP-glucose 4,6-de-
hydratase gene probe. The corresponding enzyme of the latter
gene is involved in deoxysugar biosynthesis. A 52.2 kb seg-
ment of continuous DNA with an average G + C content of
72.3 % were sequenced. Forty-one open-reading frames
(Figure 1) were identified by computer-aided analysis. The pu-
tative functions of the deduced amino acid (aa) sequences are
given in Table 1.


Polyketomycin is a tetracyclic quinone glycoside produced by
Streptomyces diastatochromogenes T�6028. It shows cytotoxic
and antibiotic activity, in particular against Gram-positive
multi-drug-resistant strains (for example, MRSA). The polyketo-
mycin biosynthetic gene cluster has been sequenced and char-
acterised. Its identity was proven by inactivation of a a-keto-ACHTUNGTRENNUNGacyl synthase gene (pokP1) of the “minimal polyketide syn-


ACHTUNGTRENNUNGthase II” system. In order to obtain valuable information about
tailoring steps, we performed further gene-inactivation experi-
ments. The generation of mutants with deletions in oxygenase
genes (pokO1, pokO2, both in parallel and pokO4) and methyl-
transferase genes (pokMT1, pokMT2 and pokMT3) resulted in
new polyketomycin derivatives, and provided information
about the organisation of the biosynthetic pathway.


[a] M. Daum ,+ Dr. I. Peintner,+ A. Linnenbrink, Dr. A. Frerich, M. Weber,
Prof. Dr. A. Bechthold
Albert-Ludwigs-Universit�t, Institut f�r Pharmazeutische Wissenschaften
Pharmazeutische Biologie und Biotechnologie
Stefan-Meier-Strasse 19, 79104 Freiburg (Germany)
Fax: (+ 49) 761-203-8383
andreas.bechthold@pharmazie.uni-freiburg.de


[b] Dr. T. Paululat
Universit�t Siegen, Organische Chemie II
Adolf-Reichwein-Strasse 2, 57068 Siegen (Germany)


[+] These authors contributed equally to this work.


Supporting information for this article is available on the WWW under
http ://dx.doi.org/10.1002/cbic.200800823.


ChemBioChem 2009, 10, 1073 – 1083 � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1073







Genes involved in the biosynthesis of POK


Three genes, pokP1, pokP2 and pokP3 represent the minimal
PKSII[12] in the cluster. Genes that encode cyclases/aromatases
are pokC1, pokC2 and pokC3 and genes that putatively encode
ketoreductases are pokT1 and pokT2. The POK gene cluster
also contains oxidoreductase-encoding genes (pokO1 to
pokO4) and methyltransferase genes (pokS8, pokMT1, pokMT2
and pokMT3). Two genes, pokGT1 and pokGT2, encode glyco-
syltransferases, and nine genes, pokS1 to pokS9, are most prob-
ably involved in deoxysugar biosynthesis. The ORF pokM1


codes for a 6-methylsalicylic acid (6-MSA) synthase, which be-
longs to the iteratively working type I PKS. The deduced aa se-
quence of pokM2 resembles AviN, an enzyme that is involved
in the avilamycin biosynthesis with an unknown function.[13, 14]


The attachment of 3,6-DMSA to the sugar side might be cata-
lysed by PokM3, a putative AMP ligase, or by PokL, a putative
acyl-CoA ligase. The POK gene cluster also contains pokAC1,
pokAC2 and pokAC3. The deduced proteins of these genes
most probably provide malonyl-CoA, which is the extender
unit for the PKS.[15]


Figure 1. Genetic organisation of the polyketomycin biosynthetic gene cluster. Genes of the minimal PKSII system are highlighted in black, and genes encod-
ing PKSII-derived polyketide modifying enzymes are checked. Genes that are involved in 3,6-DMSA synthesis are labelled in light grey and genes that are re-
sponsible for the dioxysugar biosynthesis and glycosyltransfer are striped. Genes that are putatively involved in providing essential precursors or regulation
and resistance are displayed in dark grey. Genes that are most probably not involved in polyketomycin biosynthesis are shown in white.
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Genes putatively involved in regulation and resistance


Two putative regulator genes, pokR1 and pokR2 were found
within the cluster. The protein PokR1 is similar to the transcrip-
tional regulator Nfa34460 from Nocardia farcinica IFM10152[16]


and PokR2 belongs to the Streptomyces antibiotic regulatory
protein (SARP) family.[17] The corresponding enzymes of the
two adjacent ABC transporter genes, pokABC1 and pokABC2
are most probably involved in the transport of POK out of the
producer cell.


Genes probably not directly involved in POK biosynthesis or
with unknown function


Six ORFs with unknown function are situated within the
52.2 kb sequenced genome fragment of S. diastatochromo-


genes T�6028. At one border, there are the sequences of anACHTUNGTRENNUNGincomplete S-adenosylmethionyl transferase gene (pokSAMS)
and a putative adenosine kinase gene (pokR3). On the other
border there are the sequences of pokU3 (acyl-CoA dehydro-
genase gene) and pokX1 (coding for a hypothetical protein).
The genes pokU1, which encodes a dimerase, and pokU2,
which encodes a dehydrogenase are both located between
sugar biosynthetic genes.


Inactivation of genes within the POK cluster


The generated mutants and major metabolites that were de-
tected by HPLC–MS (Figure 2) are listed in Table 2. The de-
duced structures of the accumulating metabolites are present-
ed in Figure 3.


Table 1. Deduced functions of ORFs located within the polyketomycin gene cluster of Streptomyces diastatochromogenes T�6028.


ORF aa Most similar protein (identical aa [%]) Access. no. Proposed function


pokSAMS’ >118[a] SGR_6058 from S. griseus subsp. griseus NBRC 13 350 (87) YP_001827570 S-adenosylmethionine synthetase
pokR3 326 RemJ from S. resistomycificus (63) CAE51179 kinase
pokS8 415 TylCIII from S. fradiae (66) AAD41823 dNDP-hexose 3-C-methyltransferase
pokR1 1065 Nfa 34 460 from Nocardia farcinica IFM 10 152 (40) BAD58294 transcriptional regulator
pokGT2 382 SpnG from Saccharopolyspora spynosa (35) AAG23268 glycosyltransferase
pokABC2 269 ORFR2 from S. rochei F20 (41) CAA75762 ABC transporter, transmembrane component
pokABC1 310 FRAAL5527 from Frankia alni ACN14a (60) CAJ64160 ABC transporter, ATP-binding component
pokGT1 397 CmmGIV from S. griseus subsp. griseus (43) CAE17547 glycosyltransferase
pokS6 342 Orf14 from S. eurythermus (47) ABV49596 NDP-hexose 4-ketoreductase
pokS5 432 Lct46 from S. rishiriensis MJ773-88K4 (75) ABX71129 NDP-hexose 3-dehydratase
pokU2 384 Francci3_4142 from Frankia sp. CcI3 (45) YP_483219 acyl-CoA dehydrogenase
pokU1 173 SCO5092 from S. coelicolor A3 (2) (45) NP_629242 dimerase
pokS4 333 ChlC4 from S. antibioticus (54) AAZ77681 NDP-hexose 3-ketoreductase
pokS3 476 SimB3 from S. antibioticus Tu6040 (54) AAK06810 dTDP-hexose 2,3-dehydratase
pokM3 551 MdpB2 from Actinomadura madurae (73) ABY66018 6-methylsalicylic acid-AMP ligase
pokM1 1739 MdpB from Actinomadura madurae (65) ABY66019 6-methylsalicylic acid synthase
pokM2 342 ChlB3 from S. antibioticus (49) AAZ77676 b-ketoacyl-ACP synthase
pokMT1 347 MdpB1 from Actinomadura madurae (72) ABY66020 C-methyltransferase
pokP1 422 Orf11 from S. echinatus (75) ABL09959 a-ketoacyl synthase
pokP2 407 SimA2 from S. antibioticus Tu6040 (63) AAK06785 b-ketoacyl synthase
pokP3 85 StfS from S. steffisburgensis (59) CAJ42318 acyl carrier protein
pokAC1 579 ZhuF from S. sp. R1128 (61) AAG30193 acetyl-CoA carboxylase, carboxyl transferase subunit
pokAC3 178 ZhuE from S. sp. R1128 (43) AAG30192 biotin carboxylase carrier protein
pokAC2 470 AccC from Frankia alni ACN14a (65) CAJ61842 acetyl-CoA carboxylase, biotin carboxylase subunit
pokS1 354 StrD from S. griseus subsp. griseus NBRC 13350 (64) CAH94331 NDP-glucose synthase
pokS2 329 AviE1 from S. viridochromogenes T�57 (70) AAK83196 NDP-glucose 4,6-dehydratase
pokR2 270 SrrZ from S. rochei (47) BAC76529 regulator of the SARP family
pokMT2 345 OxyF from S. rimosus (60) AAZ78330 C-methyltransferase
pokT1 259 CmmTI from S. griseus subsp. griseus (46) CAE17519 ketoreductase
pokO1 409 CmmOI from S. griseus subsp. griseus (57) CAE17524 mono-oxygenase
pokC2 261 AknW from S. galilaeus (73) AAF73459 cyclase
pokMT3 371 FdmN from S. griseus (54) AAQ08925 O-methyltransferase
pokC1 150 CmmX from S. griseus subsp. griseus (58) CAE17525 cyclase
pokO3 109 MtmOIII from S. argillaceus (45) CAK50778 mono-oxygenase
pokL 495 CmmLII from S. griseus subsp. griseus (53) CAE17553 acyl-CoA ligase
pokC3 314 StfQ from S. steffisburgensis (51) CAJ42327 aromatase
pokT2 251 MtmTII from S. argillaceus (57) CAA07756 ketoreductase
pokO2 541 MtmOII from S. argillaceus (53) CAK50777 mono-oxygenase
pokO4 506 RubN from S. collinus (47) AAM97364 mono-oxygenase
pokS7 204 EryBVII from Saccharopolyspora erythraea (72) CAA72086 dNDP-hexose 3,5-epimerase
pokS9 319 DnmV from S. peucetius (49) AAB63047 NDP-hexose 4-ketoreductase
pokU3 393 FadE14 from S. avermitilis MA-4680 (88) BAC68977 acyl-CoA dehydrogenase
pokX1’ >96[a] SCO7239 from S. coelicolor A3 (2) (91) CAB94053 unknown function


[a] Incomplete ORF. aa = amino acid.
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Inactivation of pokP1


In order to confirm that we had indeed found the POK biosyn-
thetic gene cluster, the putative a-ketoacyl synthase gene
pokP1 was selected for the first gene-deletion experiment. For
deletion of pokP1, nearly the whole gene was replaced by the


spectinomycin-resistance cassette aadA ; this resulted in S. dia-
statochromogenes DpokP1, a non-POK-producing mutant.


Inactivation of pokO1, pokO2 and pokO4 and generation of
a pokO1–pokO2 double mutant


The biosynthetic gene cluster of POK contains three ORFs,
pokO1, pokO2 and pokO4 ; these encode putative FAD-depen-
dent mono-oxygenases. In order to establish the function of
these genes, mutants with deletion in pokO1 (S. diastatochro-
mogenes DpokO1), pokO2 (S. diastatochromogenes DpokO2)
and pokO4 (S. diastatochromogenes DpokO4) and one mutant
with deletions in pokO1 and pokO2 (S. diastatochromogenes
DpokO1-DpokO2) were generated. Gene-deletion plasmids
were constructed by using the Red/ET� recombineering
method (see the Experimental Section). In all cases we were
able to remove nearly the entire gene from the chromosome,
but S. diastatochromogenes DpokO1 was still able to produce
POK. Interestingly, PokO1 is similar to MtmOI and inactivation
of mtmOI did not influence mithramycin biosynthesis in S. ar-
gillaceus ATCC12956.[18, 19] In contrast to the wild-type strain,
S. diastatochromogenes DpokO1 produced a small amount of a
compound with a mass of 396 Da (m/z 395 [M�H]�) which was
named POK-IP3 (2 ; Figure 3).


POK could not be detected in the crude extract of S. diasta-
tochromogenes DpokO2, but a new POK derivative, POK-IP5,
with a mass of 452 Da (m/z 451 [M�H]�) was generated by the
mutant. Due to its instability, we were not able to isolate the
new compound in adequate amounts for NMR spectroscopic
analysis. A similar compound, premithramycinone G (3),[18] was
observed after inactivation of mtmOII. This gene codes for an
oxygenase (53 % identical aa in comparison to PokO2) that
plays an essential role in mithramycin biosynthesis. The struc-
ture of premithramycinone G was elucidated by Rohr and co-
workers and is presented in Figure 3. POK-IP5 shows the same
characteristics concerning the UV/visible spectrum, the same
detected mass and the same stability problems as 3.


S. diastatochromogenes DpokO1–DpokO2 neither produced
POK nor POK-IP5. As in S. diastatochromogenes DpokO1, POK-
IP3 was also accumulated in this mutant. For structure elucida-


Figure 2. HPLC analysis (430 nm) of crude extracts of Streptomyces diastato-
chromogenes T�6028 A) wild-type, B) DpokP1, C) DpokO1, D) DpokO2,
E) DpokO1-DpokO2, F) DpokO4, G) DpokMT1, H) DpokMT2 and I) DpokMT3.


Table 2. Overview of the generated mutants of Streptomyces diastato-
chromogenes T�6028.


Inactivation of gene(s) Leads to a mutant with this property
concerning the production profile


pokP1 non-POK producing[a]


pokO1 POK-IP3 (2), POK[b]


pokO2 POK-IP5[b,c]


pokO1 and pokO2 POK-IP3 (2)[b]


pokO4 non-POK producing[a]


pokMT1 POK-MD1 (4), POK-MD2 (5)[b]


pokMT2 POK-MD3 (6)[b]


pokMT3 non-POK producing[a]


[a] The strain was able to accumulate neither an intermediate nor a shunt
product of POK. [b] Major metabolites are underlined. [c] Putatively iden-
tical to premithramycinone G (3).
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tion, POK-IP3 was isolated from a culture of S. diastatochromo-
genes DpokO1–DpokO2 (20 L). The dry orange powder of POK-
IP3 has a molecular weight of Mr = 396 g mol�1 based on the
deprotonated molecular ion peak at m/z 395.2 [M�H]� . The
high-resolution electrospray ionisation (HRESI) mass spectrom-
etry (m/z 395.07731) revealed the molecular formula as
C21H16O8. The 1H NMR spectrum of 2 showed two singlets at
dH = 2.68 and 1.49 ppm for two methyl groups. In the aromatic
region two singlets at dH = 6.53 and 7.28 ppm and furthermore
two meta-coupled protons at dH = 6.84 and 6.22 ppm were ob-
served. Four out of six hydroxy groups were also detected in
the 1H NMR spectrum (dH = 6.05, 10.77, 11.97 and 12.34 ppm).


The 13C NMR spectrum consisted of 21 signals. Three of them
appeared in the aliphatic region: two methyl groups (dC = 32.9
and 39.2 ppm) and one quaternary carbon at dC = 70.0 ppm.
The structure includes two carbonyl groups with signals at
dC = 187.4 and 203.8 ppm. The latter one together with one
methyl group forms the short carbon chain. The residual 16
carbon atoms are part of the aromatic ring system. The other
carbonyl group and the mentioned quaternary carbon com-
plete this tetracyclic skeleton. The constitution of the carbons
and their functional groups were deduced from 2D NMR spec-
troscopic studies (1H,1H COSY, HSQC and HMBC; Table 3). A da-


tabase search in SciFinder (Chemical Abstracts Service) did not
yield any identical structure that has already been published;
however it resembles saintopin E from a Paecilomyces sp.[20, 21]


and WJ119 from S. coelicolor CH999, which harbours oxytetra-
cycline biosynthetic genes.[22] Zhang and co-workers proposed
that the ring-C formation of WJ119 is the result of a spontane-
ous oxidation process, likely as a result of air oxidation during
purification. We propose that POK-IP3 is also an oxidation
product that is derived from an intermediate in the POK bio-
synthesis. Because POK-IP3 does not contain any of the four
enzymatically introduced oxygen atoms, we conclude that
PokO1 is the first oxygenase involved in the POK biosynthesis;
it introduces the hydroxy group in position C4. PokO2 is able
to substitute the function of PokO1, as indicated by POKACHTUNGTRENNUNGproduction in S. diastatochromogenes DpokO1. It was verified
by generating the double mutant S. diastatochromogenes
DpokO1–DpokO2 as well as semi-complementation by intro-
ducing the native pokO2 gene. To our knowledge, this is the


Figure 3. Structures of compounds generated in this study. A) POK-IP3 (2)
(one meta-coupled 1H,1H COSY correlation and 2,3J(CH) couplings are also
shown), B) premithramycinone G[18] (3) probably identical to POK-IP5, C) pro-
posed structure for POK-MD1 (4) and POK-MD2 (5) and D) POK-MD3 (6).


Table 3. 1H NMR (600 MHz, [D6] DMSO) and 13C NMR (150 MHz, [D6]
DMSO) data as well as the 2D NMR (HSQC, HMBC) assignments of POK-
IP3 (2).


Position dC dH [ppm] HMBCACHTUNGTRENNUNG[ppm] (J [Hz]) ACHTUNGTRENNUNG(1H!13C)


1 160.6
2 109.1
3 161.0
4 101.3 6.53 (s) C2, C3, C5
4a 142.4
5 112.6 7.28 (s) C4, C4a, C6, C11a, C12, C12a
5a 153.7
6 70.0
6a 149.3
7 105.5 6.84 (d, 2.3) C6, C8, C9, C10a
8 165.3
9 101.4 6.22 (d, 2.3) C10, C10a


10 164.3
10a 106.3
11 187.4
11a 105.5
12 166.9
12a 107.3
13 203.8
14 32.9 2.68 (s) C2, C13
15 39.2 1.49 (s) C5a, C6, C6a


Visible hydroxy group signals : dH = 6.05, 10.77, 11.97 and 12.34 ppm.
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first description of a post-PKS tailoring oxygenase that is able
to take over the function of another oxygenase. The biological
activity of POK-IP3 against Bacillus subtilis COHN ATCC6051
and S. viridochromogenes T�57 was tested by an agar diffusion
assay, but it only showed moderate antibiotic activity.


Inactivation of pokO4 resulted in a POK-non-producing
mutant. In addition we were not able to detect any other inter-
mediate of the biosynthesis. PokO4 is related to the C�C
bond-cleaving Baeyer–Villiger mono-oxygenase MtmOIV of
S. argillaceus ATCC12 956 (48 % identical aa),[23] and it might
affect the length of the polyketide chain; this effect has al-
ready been reported for the oxygenase MtmOII[18] and also for
the oxygenase OtcC, which is involved in the biosynthesis of
oxytetracyclin.[24]


Inactivation of pokMT1, pokMT2 and pokMT3


Four SAM-dependent methyltransferase genes (pokS8, pokMT1,
pokMT2 and pokMT3) were detected in the pok cluster. Dele-
tions were introduced into pokMT1 (S. diastatochromogenes
DpokMT1), pokMT2 (S. diastatochromogenes DpokMT2) and
pokMT3 (S. diastatochromogenes DpokMT3). Further, a frame
shift was introduced into pokMT1 and pokMT2, and an in-frame
deletion was introduced into pokMT3.


One major metabolite, POK-MD1 (4 ; Figure 3) with a quasi-
molecular ion of m/z 715 [M�H]� was produced by S. diastato-
chromogenes DpokMT1. The mass difference between POK and
POK-MD1 matches the mass of the 3,6-DMSA residue; this indi-
cates that the transfer of the salicylic acid moiety occurs pref-
erentially after its methylation in position 3. Additionally, one
minor compound, POK-MD2 (5 ; Figure 3) was produced in a
very small amount by S. diastatochromogenes DpokMT1; it had
a quasi-molecular ion of m/z 849 [M�H]� , which reflects a
mass difference of 14 amu in comparison to that of POK. The
fragmentation patterns of POK-MD2 and POK were compared,
and the results indicated again that PokMT1 targets the salicyl-
ic acid moiety. This was confirmed by feeding experiments by
using l-[S-methyl-13C]-methionine coupled with 13C NMR stud-
ies. The 13C NMR spectrum of POK that was produced by the
wt-strain showed four enriched carbon atoms (Table 4), where-
as the mutant showed three enriched carbon atoms. The 13C
signal at dC = 15.85 ppm, which was assigned to the 3’’’-methyl
group was not present; this demonstrates that POK-MD2 is the
3’’’-demethylpolyketomycin. Like MdpB1, a methyltransferase


that is involved in maduropeptin biosynthesis,[25] PokMT1 is re-
sponsible for the methylation of the 6-methylsalicylic acid in
position 3.


A novel compound POK-MD3 (6 ; Figure 3) was detected in
S. diastatochromogenes DpokMT2. The UV/vis spectrum of
POK-MD3 was nearly identical to the spectrum of POK. Just
one maximum was lightly hypsochromically shifted from 445
to 436 nm. The corresponding quasi-molecular ion of m/z 849
[M�H]� reflected a mass difference of 14 amu in comparison
to POK. For structure elucidation, POK-MD3 (6) was purified
from a culture (3 L) of S. diastatochromogenes DpokMT2 and
subjected to 1D (1H,13C) and 2D (1H,1H COSY, HSQC, HMBC)
NMR spectroscopy (Table 5). The resulting spectra of the
orange powder were compared to the assignments of POK
published by Momose et al.[3] and Paululat et al.[5] Most striking
was the absence of the signals from the methyl group linked
to C6 in POK (dH = 2.6 ppm and dC = 16.7 ppm) and a consider-
able up-field shift of C6 (dC = 132.7 ppm in POK) to 119.8 ppm
in the 13C NMR spectrum. The detection of an additional singlet
signal at dH = 7.56 ppm in the 1H NMR spectrum that was cou-
pled with C6 (observed in HSQC spectrum), indicated a newly
generated aromatic proton at C6. Both clearly showed that
POK-MD3 is 6-demethylpolyketomycin, and we can conclude
that PokMT2 methylates C6 in the POK biosynthesis. The anti-
biotic activity of POK-MD3 against Bacillus subtilis COHN
ATCC6051 was moderately reduced in comparison to the activ-
ity of POK; this indicates that the methyl group is critical for
the antibiotic activity of POK.


No compound was detectable in S. diastatochromogenes
DpokMT3. PokMT3 shares 54 % identical aa with FdmN, an O-
methyltransferase involved in the fredericamycin biosynthesis
in S. griseus,[26] 51 % with TcmN, which is an O-methyltransfer-
ase that is involved in the tetracenomycin D3 biosynthesis in
S. glaucescens[27, 28] and 49 % with ElmNII, which is an O-methyl-
transferase that is involved in the elloramycin biosynthesis in
S. olivaceus.[29] Based on the function of these proteins,
PokMT3 is proposed to catalyse the methyl transfer to the phe-
nolic hydroxy group in ring D of POK. In contrast to TcmN, a
methyltransferase that also acts as cyclase, a typical cyclase
motif could not be found in PokMT3. PokMT3 might just play
a structural role, for example, as a linker to keep the minimal
PKS enzymes (PokP1, PokP2 and PokP3) together and/or at a
correct distance for a functional complex. As described above,
S. diastatochromogenes DpokO1 produced the non-O-methylat-
ed but fully cyclised derivative POK-IP3 (2 ; Figure 3). We pro-
pose that methylation of the hydroxy group at C8, which is
catalysed by PokMT3 occurs after the cyclisation process has
been completed. We cannot totally rule out a polar effect on
pokC1, which is located downstream of pokMT3, but POK pro-
duction was restored in our complementation experiment, and
this led to the formation of around 25 % POK compared to the
wt strain. This lower production rate is not unusual and is
often observed when the production rate of complemented
mutants is analysed.


Table 4. 13C NMR (100 MHz, CDCl3, 25 8C) data of the detected enriched
carbon atoms of POK-MD2 (5) and POK (1) after the feeding experiment
with l-[S-methyl-13C]-methionine.


Position dC [ppm]
POK-MD2 POK


6-CH3 16.6 16.7
8-OCH3 56.9 56.9
3’’-CH3 25.7 25.7
3’’’-CH3


[a] 15.8


[a] No enriched carbon atom was detected at this chemical shift.
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Complementation studies


Constructs pSET-pok28, pSET-pok29, pSET-pokMT1, pSET-
pokMT2 and pSET-pokMT3 were used for complementation,
and POK production could be restored in all cases. The dele-
tion of pokP1 was successfully complemented by integration
of the cosmid CB30-6D20.


POK biosynthesis


The functional analysis of the POK gene cluster combined with
the results from the inactivation experiments allows a compre-
hensive proposal for the biosynthesis of POK to be made
(Scheme 1). The most important characteristics of POK biosyn-
thesis are:


* PON, 3,6-DMSA, b-d-amicetose and a-l-axenose are build-
ing blocks that are connected to each other at the end of
the biosynthesis.


* The 6-MSA is the substrate for PokMT1 rather than POK-
MD2 (indicated by the low production of POK-MD2 and the
higher production of POK-MD1 in S. diastatochromogenes
DpokMT1).


* During PON biosynthesis, PokO4 is involved in the forma-
tion of a linear precursor that is afterwards cyclised (indi-
cated by the POK non-producing mutant S. diastatochromo-
genes DpokO4), or it might be an inactive non-functional


enzyme that is not used as an oxygenase but still has a
structural role.


* In addition to its methyltransferase activity, PokMT3 might
play a structural role that is important for the functional
enzyme complex. The O-methylation that is catalysed by
PokMT3 at the hydroxy group of C8 occurs after complete
cyclisation (indicated by the structure of POK-IP3).


* The first methylation step during the PON biosynthesis
occurs at C6 by the SAM-dependent C-methyltransferase
PokMT2 (indicated by the presence of the appropriate
methyl group in POK-IP3). The absence of the methyl group
at C6 does not influence the enzyme activity of other bio-
synthetic enzymes.


* Methylation by PokMT2 precedes methylation by PokMT3,
however, PokMT2 activity is not essential for POK biosyn-
thesis (indicated by the formation of POK-MD3 in S. diasta-
tochromogenes DpokMT2 and by the formation of Pok-IP3
in S. diastatochromogenes DpokO1�DpokO2).


* PokO2 is able to substitute the function of PokO1. This isACHTUNGTRENNUNGindicated by POK production in S. diastatochromogenes
DpokO1 and verified by the generation of the double
mutant S. diastatochromogenes DpokO1�DpokO2.


* PokO2 most likely catalyses an epoxidation reaction fol-
lowed by a cis-opening of the epoxide by water to yield
two vicinal hydroxy groups in positions C4a and C12a in a
putatively similar way as in the biosynthesis of tetraceno-
mycin C.[30] This is indicated by the proposed structure of


Table 5. 1H NMR (400 MHz, CDCl3, 25 8C) and 13C NMR (100 MHz, CDCl3, 25 8C) as well as 2D NMR (HSQC, HMBC) spectroscopic assignments of POK-MD3
(6).


Position dC dH [ppm] (m, J, I)[a] HMBC Position dC dH [ppm] (m, J, I)[a] HMBCACHTUNGTRENNUNG[ppm] ACHTUNGTRENNUNG(1H!13C) ACHTUNGTRENNUNG[ppm] ACHTUNGTRENNUNG(1H!13C)


1 191.6[b] 1’ 102.0 4.73 (dd, J = 8.0, 1.2 Hz, 1 H)
2 110.4 2’ 30.1 1.65 (m)
3 195.3 2.15 (m)
4 73.2 4.48 (br s, 1 H) C3, C1’ 3’ 29.3 1.57 (m)
4a 75.6 2.20 (m)
4a-OH 2.85 (br s) 4’ 78.0 3.19 (dt, J = 9.2, 4.4 Hz, 1 H)
5 36.7 3.38 (d, J = 17.4 Hz, 1 H) C4, C4a, C5a, C11a 5’ 74.4 3.07 (m)


3.74 (d, J = 17.4 Hz, 1 H) C4a, C5a, C6, C11a, 12a 6’ 17.9 0.70 (d, J = 6.0 Hz, 1 H) C4’, C6’
5a 149.9 1’’ 100.1 5.06 (br d, J = 3.8 Hz, 1 H) C2’’
6 119.9 7.54 (s, 1 H) C5a, C7, C10a, C11a 2’’ 37.1 1.71 (br d, J = 14.4 Hz, 1 H) C1’’
6a 133.7 1.98 (br d, J = 14.4, 4.0 Hz, 1 H) C1’’
7 178.9 3’’ 68.7
8 160.4 3’’-CH3 25.7 1.18 (s, 3 H)
8-OCH3 56.9 3.95 (s, 3 H) C8 3’’-OH 3.93 (br s)
9 110.4 6.17 (s, 1 H) C7, C8, C10, C10a 4’’ 75.6 5.09 (br s, 1 H)


10 190.2 5’’ 62.4 4.49 (br q, J = 6.0 Hz, 1 H) C6’’
10a 113.4 6’’ 16.8 1.15 (d, J = 6.2 Hz, 3 H) C5’’
11 163.5 1’’’ 110.8
11-OH 13.52 (br s) C10a, C11, C11a 1’’’-CO 171.4
11a 123.1 2’’’ 161.7
12 189.6[b] 2’’’-OH 11.63 (s)
12a 81.3 3’’’ 124.6
12a-OH 4.96 (br s) C4a, C12, C12a 3’’’-CH3 15.9 2.22 (s, 3 H) C4’’’
13 201.3 4’’’ 135.4 7.18 (d, J = 7.6 Hz, 1 H) C3’’’-CH3


13-CH3 26.8 2.74 (s, 3 H) C2, C13 5’’’ 122.3 6.65 (d, J = 7.6 Hz, 1 H) 6’’’-CH3


13-OH 18.04 (br s) 6’’’ 138.4
6’’’-CH3 24.6 2.55 (s, 3 H 5’’’


[a] m = multiplicity (br = broad), I = intensity and J = coupling. [b] These assignments are interchangeable.
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POK-IP5 that is produced by S. diastatochromogenes
DpokO2, which is putatively identical to premithramycino-
ne G.


* Oxygenation by PokO1 precedes oxygenation by PokO2 (in-
dicated by the formation of POK-IP3 in S. diastatochromo-
genes DpokO1).


* The formation of the p-quinone in ring D, which is catalysed
by the putative anthron oxygenase PokO3 is a late step
during the PON biosynthesis (indicated by the structure of
POK-IP3).


Conclusions


We have described the cloning and sequencing of the POK
biosynthetic gene cluster. Seven genes of the cluster were de-
leted to give new POK derivatives. Interestingly, the oxygenase
PokO2 is able to substitute the function of the oxygenase
PokO1. The structures of new compounds POK-IP3, POK-IP5,
POK-MD1, POK-MD2 and POK-MD3 give new insights into the
biosynthesis of tetracyclic aromatic polyketides.


Experimental Section


General equipment : Preparative HPLC was conducted on a
Waters 600 system. HPLC–MS analysis (analytical and preparative)
was performed on an Agilent 1100 series system with an APCI
mass detector. The detection wavelength range of the diode array
was set to 200–500 nm. HRMS was executed on an APEX-IV-FTICR
mass spectrometer (Bruker Daltonics). 1D and 2D NMR spectra
were recorded on a Bruker Avance DRX400 (400 MHz for 1H and
100 MHz for 13C) instrument or on a Varian VNMRS600 (600 MHz
for 1H and 150 MHz for 13C) instrument, respectively. Chemical
shifts were referenced via the solvent signals. PCR was performed
on a Gene Amp� PCR System 9700 (Applied Biosystems, Foster
City, CA, USA).


General genetic manipulation and PCR : Standard molecular biol-
ogy procedures were performed as previously described for
E. coli[31] and Streptomyces.[32] Isolation of plasmid DNA from E. coli,
DNA blunting/restriction/ligation and Southern hybridisation[33]


were performed by following the protocols of the manufacturers
of the kits, enzymes and reagents: Macherey & Nagel (D�ren, Ger-
many), QIAGEN (Hilden, Germany), Roche Diagnostics (Mannheim,
Germany) and Promega (Mannheim, Germany). Pfu-Polymerase
(Promega) was used for complementation and inactivation experi-
ments. Mutants were verified by PCR by using Taq or GoTaq-poly-
merase (Promega). Oligonucleotide primers were purchased from
Operon GmbH (Kçln) and are listed in Table S1.


Scheme 1. Proposal of polyketomycin biosynthesis. Enzymes that putatively influence the biosynthesis by just playing a structural role or whose function is
unclear are given in brackets.
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Bacteria strains, plasmids and culture conditions : S. diastatochro-
mogenes T�6028 wt and the mutants that were generated in this
study, were cultivated in HA liquid medium (yeast extract 0.4 %,
malt extract 1 % and glucose 0.4 % in 1 L tap water, pH 7.3, pre-
pared as solid or liquid medium). Subcloning and DNA manipula-
tion were performed in E. coli XL1 Blue MRF� (Stratagene, La Jolla,
CA, USA). Plasmids were passed through E. coli ET12 567 (dam� ,
dcm� , hsdS� , Cmr),[34] including conjugation plasmid pUZ8002,[35]


to generate unmethylated DNA for intergeneric conjugation with
S. diastatochromogenes T�6028. The cosmid library of POK was con-
structed by using cosmid vector pO J436[36] and strain E. coli DH5a


by Combinature Biopharm AG (Berlin, Germany). E. coli strains were
grown on lysogeny broth (LB) medium that contained the appro-
priate antibiotic for selection under standard conditions.[31] The
two strains, Bacillus subtilis (Ehrenberg) COHN ATCC6051 (American
Type Culture Collection, 18th edition, 1992) and S. viridochromo-
genes T�57[37] were used for testing antibiotic activity. The vectors
pBluescript SK(�) (pBSK(�) (Stratagene), pLitmus28, pUC18 (both
from New England Biolabs (Frankfurt, Germany)), pUC19 (a deriva-
tive of pUC18)[38] were utilised for cloning, pKC1132[36] (Eli Lilly and
Company (Indianapolis, IN) was used for gene disruption and the
vector pUWLoriT[39] and the integrative plasmid pSET-1cerm[40]


were applied for complementation of the mutant strains. Plasmid
pIJ773[41] served as a template of the [aac(3)VI+oriT] cassette and
vector pSP1[42] for gene disruption by the Red/ET� recombineering
method.[41] Vector pIJ785Spec is a modified copy of pIJ785 (http://
streptomyces.org.uk/redirect/index.html) harbouring the resistance
gene aadA instead of aac(3)IV. For genomic DNA isolation, S. dia-
statochromogenes T�6028 was grown (16–30 h) in TSB+ liquid
medium (3 % tryptic soy broth, 0.4 % glycine, 10 % sucrose in 1 L
tap water).


Construction and screening of a S. diastatochromogenes T�6028
genomic cosmid library : For the generation of a genomic cosmid
library chromosomal DNA was partially digested with Sau3AI, ligat-
ed into cosmid pOJ436 that had been digested with HpaI and
BamHI, and in vitro packaged with the Gigapack III Gold packaging
extract kit according to the manufacturer’s handbook (Stratagene).
Based on the chemical structure of POK, the screening of the
cosmid clones was accomplished with a strain-specific PKSII and an
NDP-glucose 4,6-dehydratase gene probe, respectively, by using
standard hybridisation procedures. Both gene probes were ampli-
fied by using oligonucleotide primers PKSII-for and PKSII-rev and
4,6-DH-for and 4,6-DH-rev (Table S1 in the Supporting Information),
respectively. Cosmid CB30–6D20, which hybridised to both probes
was sequenced. Two DNA fragments that were located on both
ends of the cluster (30–6D20L and 30–6D20R, amplified by PCR
using primers 30–6D20L-for and -rev and 30–6D20-R-for and -rev)
were used as probes to screen for overlapping cosmids. Cosmids
CB30–4E08 and CB30-2A21, which hybridised to one of these
probes were also chosen for further sequencing experiments.


DNA sequencing and computer-aided sequence analysis : Nu-
cleotide sequences were determined on an ABI sequencer at 4base
Lab GmbH (Reutlingen, Germany) by using standard primers (M13
universal and reverse, T3 and T7) or customised internal primers.
Computer-aided analysis was done with the DNASIS software pack-
age (version 2.1, 1995, Hitachi Software Engineering) and theACHTUNGTRENNUNGFramePlot software at http://www.nih.go.jp/~ jun/egi-bin/frame
plot.pl.[43] Database comparison was performed with the BLAST
search tools on the server of the National Center for Biotechnology
Information (Bethesda, MD, USA).[44] To analyse PKS domains, the
SEARCHPKS program http://www.nii.res.in/searchpks. Html), which
is offered by the National Institute of Immunology (New Delhi,


India) was used.[45] The sequence reported here has been deposited
in the GenBank database (http://www.ncbi.nlm.nih.gov/Genbank)
under the accession number FJ483966.


Construction of plasmids for gene inactivation : A 3.7 kb SacI
fragment that contained pokP1 was cloned into pUC19. The gene
pokP1 was replaced by the cassette aadA obtained from pIJ785-
Spec by using the Red/ET� recombineering method. P7,3red-F and
P7,3red-R were used as primers (Table S1). In a second step the
aac(3)IV cassette of plasmid pHPW45aac[46] was cloned into the
HindIII restriction site to yield pB-P3,7red. The deletion of all three
oxygenase genes (pokO1, pokO2 and pokO4) resulted from theACHTUNGTRENNUNGreplacement of the oxygenase-encoding sequence by the cassette
[aac(3)IV+oriT] of vector pIJ773 by using the Red/ET recombineer-
ing method. For deletion of pokO1 a 6.3 kb NcoI fragment from
cosmid CB30–6D20 was cloned into pLitmus28 (pLit-pok20). The
fragment was then cloned after EcoRI and XbaI restriction into
pSP1. The primers F-pok20Red and R-pok20Red (Table S1) were
used to replace pokO1 by aac(3)IV+oriT. These primers were used
to introduce NheI sites to both sites of the cassette, and then the
cassette was removed by NheI restriction. This fragment was after-
wards cloned in pKC1132 after EcoRI and XbaI restriction to yield
pKC-pok20del.


An 8.8 kb NcoI fragment that contained the two ORFs pokO2 and
pokO4 was cloned into pLitmus28. The fragment was then cloned
after EcoRI and XbaI restriction into pSP1. Both genes were disrupt-
ed by using the Red/ET recombineering method with the corre-
sponding primers: F-pok28Red and R-pok28Red for pokO2 inacti-ACHTUNGTRENNUNGvation and F-pok29Red and R-pok29Red for pokO4 inactivation
(Table S1). In both cases the incorporated apramycin-resistanceACHTUNGTRENNUNGcassette was removed by using NheI and SpeI. Fragments were
cloned into pKC1132 after EcoRI and XbaI restriction; this resulted
in pKC-pok28del (for pokO2 inactivation) and pKC-pok29del (for
pokO4 inactivation).


For the inactivation of the gene pokMT1, a 3.2 kb fragment that
contained pokMT1 was amplified by using primers MD1-F and
MD1-R (Table S1). The PCR product was ligated into the EcoRI site
of pUC19. A frame shift was introduced into pokMT1 by BglIIACHTUNGTRENNUNGrestriction and treatment with T4-DNA-polymerase. The mutated
EcoRI fragment was cloned into pKC1132 yielding pKC1132-
MT1del.


A 5.6 kb BamHI fragment that contained the gene pokMT2 was
cloned into pUC19. A frame shift was introduced into the gene by
AscI restriction and treatment with T4-DNA polymerase. A 4.6 kb
fragment that contained the mutated gene was cloned into
pKC1132 to yield pKC1132-MT2del.


The inactivation construct of the gene pokMT3 was obtained by
amplification of two fragments (MT3JG1 and MT3JG2), one con-
tained DNA that was located upstream of pokMT3 and parts of
pokMT3 (MT3JG1), and the other one contained parts of pokMT3
and DNA that were located downstream of pokMT3 (MT3JG2). Pri-
mers JG1-F and JG1-R, and JG2-F and JG-2R (Table S1) were used,
respectively. MT3JG1 was cloned into the XbaI-EcoRI sites of
pBSK(�) ; this resulted in pBSK-MT3JG1. MT3JG2 was cloned into
the EcoRI-HindIII sites of pBSK-MT3JG1; this resulted in pBSK-
MT3JG1JG2. The DNA fragment that contained pokMT3 with a
600 bp in-frame deletion was ligated into pKC1132 to create
pKC1132-MT3del.


Generation of mutant strains of S. diastatochromogenes T�6028 :
Gene-inactivation plasmids were transferred from E. coli ET12 567
(pUZ8002) to S. diastatochromogenes T�6028 by intergeneric conju-
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gation as described for S. cyanogenus S136.[47] S. diastatochromo-
genes DpokO1 was used to generate S. diastatochromogenes
DpokO1–DpokO2. For the generation of S. diastatochromogenes
DpokP1, S. diastatochromogenes DpokO1, S. diastatochromogenes
DpokO2, S. diastatochromogenes DpokO4, S. diastatochromogenes
DpokO1–DpokO2, S. diastatochromogenes DpokMT1, S. diastato-
chromogenes DpokMT2 and S. diastatochromogenes DpokMT3
single cross-over mutants were screened for loss of vector-resist-
ance as a consequence of a double cross-over event. Deletions
within the genes were confirmed by PCR and/or Southern hybridi-
sation.


Construction of plasmids for complementation : For complemen-
tation pokO2 was amplified by PCR by using primers F-pok28komp
and R-pok28komp (Table S1). The fragment was cloned into pSET-
1cerm after EcoRI and XbaI restriction resulting in pSET-pok28. For
complementation of pokO4 a 3 kb BamHI fragment that contained
the gene was cloned into pUWLoriT. The resulting plasmid was re-
stricted with ClaI and XbaI and the fragment that contained pokO4
was ligated in pSET-1cerm resulting in pSET-pok29.


For the complementation of the generated methyltransferase mu-
tants, primers MT1-F and MT1-R, MT2-F and MT2-R, and MT3-F and
MT3-R (Table S1) were used, and Cos30–6D20 was used as a tem-
plate. PCR fragments were ligated into the MfeI and XbaI sites of
pSET-1cerm to yield pSET-pokMT1, pSET-pokMT2, pSET-pokMT3.


The constructed plasmids were transferred into the respective mu-
tants by intergeneric conjugation.


Biological properties : Antimicrobial activity was determined by
the agar plate diffusion method on a paper disk (6 mm diameter).
Bacillus subtilis COHN ATCC6051 and S. viridochromogenes T�57
were used as Gram-positive test strains. Compounds were dis-
solved in MeOH (15 mL). After evaporation of the MeOH, discs were
fixed on the test-plates and incubated over night at 37 8C.


Analysis of POK production and isolation of POK pathway inter-
mediates/shunt products : Strains were cultivated in HA liquid
medium for six days at 28 8C on a rotary shaker (180 rpm). Mycelia
were separated from the supernatant by centrifugation. The pellet
was extracted first with acetone (triple volume of the cell pellet
volume) and afterwards mixed with water. The acetone was evapo-
rated, and the residual aqueous phase was added to the superna-
tant followed by extraction with ethyl acetate (1:1). The ethyl ace-
tate was evaporated to dryness and then dissolved in 50% acetoni-
trile (0.2 to 2 mL, adapted to the amount of the crude extract). De-
tection of compounds was performed by using HPLC-UV/HPLC-
APCI-MS. The LC-system was equipped with a Zorbax XDB-C8 pre-
column (12.5 � 4.6 mm, 5 mm) and a Zorbax XDB-C8 main-column
(150 � 4.6 mm, 5 mm). A nonlinear 0.5 % aq acetic acid/acetonitrile
gradient over 30 min ranging from 20 % to 95 % was used (flow
rate: 0.7 mL min�1).


POK-IP3 was purified by using an Oasis� HLB 20/35cc (6 g) car-
tridge. POK-IP3 was eluted from the column by using a MeOH gra-
dient. Further purification was performed on a preparative HPLC
(Waters type 600 Controller) equipped with an XTerra� Prep C18


column system (7.8 � 100 mm, 5 mm). The 0.5 % aq acetic acid/ace-
tonitrile gradient ranged from 50 to 95 % at a flow rate of
2.5 mL min�1. The eluate of POK-IP3 was dried to afford an orange
powder with an actual yield of 5 mg. For structure elucidation by
NMR spectroscopy, POK-IP3 was dissolved in [D6]DMSO.


For the isolation of POK-MD3 the crude extract was fractionated
with a SepPak� C18 column (Waters Associates) and ascending
concentrations of MeOH from 10 to 100 % (in 10 % steps). Fractions


that contained POK-MD3 were pooled and applied to an Agi-
lent 1100 system (see above) that was equipped with an Agilent�
Zorbax SB-C18 column (150 � 9.6 mm, 5 mm) utilising mass-guided
fraction collection. The 0.5 % acetic acid/acetonitrile gradient
ranged from 50 to 95 % at a flow rate of 3.5 mL min�1. Approxi-
mately 7.5 mg of POK-MD3 were isolated.


Structure elucidation of the generated POK derivatives : HRESI
mass spectra were acquired by using a Micromass QTOF2 mass
spectrometer. The chemical structure of POK-IP3 was reflected in
1D NMR (1H (600 MHz), 13C (150 MHz)) and 2D NMR (HSQC, HMBC,
1H,1H COSY) spectra on a Varian 600. 1H (400 MHz), 13C (100 MHz)
and 2D NMR (HSQC, HMBC, 1H,1H COSY) spectra of POK-MD3,ACHTUNGTRENNUNGlabelled POK-MD2 and labelled POK were recorded on a Bruker
avance DRX400. Chemical shifts are expressed in d values (ppm) by
using the correspondent solvent as internal reference ([D6]DMSO:
dH = 2.49, dC = 39.5, [D1]chloroform: dH = 7.26, s; dC = 77.0, t).


Feeding of l-[S-methyl-13C]-methionine : HA medium (1.05 L in 5
flasks and 1.95 L in 13 flasks, respectively) was inoculated with a
S. diastatochromogenes T�6028 wt (36 h old) and a S. diastatochro-
mogenes DpokMT1 seed culture (36 h old), respectively. The cul-
tures were grown on a rotary shaker at 28 8C and 180 rpm. l-[S-
methyl-13C]-methionine (180 mg per litre of culture) was fed in
equal portions after 21, 26, 33, 48 and 72 h. Cultures were harvest-
ed 6 days after inoculation. Compound isolation was performed as
described above. The various methyl groups of l-[S-methyl-13C]-me-
thionine-labelled POK showed a specific incorporation rate of 31 %
for the methyl group at C6, 35 % at C8, 40 % at C3’’, and 43 % at
C3’’’, respectively. We were not able to determine the specific in-
corporation rates of the various methyl groups of POK-MD2 that
were labelled by l-[S-methyl-13C]-methionine, because the amount
of POK-MD2 was very small. The unlabelled carbon atoms were
nearly not visible, but in conjunction with an altered isotope ratio
of the molecular ion in the MS spectrum of POK-MD2 after feeding
of l-[S-methyl-13C]-methionine, we can state that the observed
carbon atoms belong indeed to POK-MD2. A labelling rate for
13C0 = 4.1 %, 13C1 = 14.4 %, 13C2 = 32.6 %, and 13C3 = 33.2 % was de-
tected for the molecular ion.
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The Minimal Size of Liposome-Based Model Cells Brings
about a Remarkably Enhanced Entrapment and Protein
Synthesis
Tereza Pereira de Souza, Pasquale Stano, and Pier Luigi Luisi*[a]


Introduction


In recent years the notion of the “minimal cell”, as a form of
minimal life, has gained considerable attention both from the
theoretical and experimental point of views.[1–5] This concept is
important for assessing the minimal and sufficient conditions
for cellular life, and also for gaining insight about the early
cells, which were conceivably much simpler than the modern
cells. Moreover, in addition to basic aspects, the research on
minimal cells could be useful for developing simple cellularACHTUNGTRENNUNGreactors for biotechnological applications.[6–8]


There are two sides to the notion of the minimal cell. One is
the question of the minimal genome, namely the smallest
number of expressed genes that permit cellular life, and is usu-
ally seen in terms of the triad self-maintenance, reproduction
and evolvability.[9] The other concerns the physical dimension
of the cell and the question, namely, about the smallest size
that permits cellular life. The two aspects are to some extent
related. The issue of size limits of very small microorganisms
has been discussed in the literature by focusing on the com-
plexity of modern and early cells, its relation to viability, bio-
chemical requirements, as well as physical and evolutionary
constrains.[10] Microorganisms that receive many basic nutrients
and metabolites from their “environment” need fewer genes,
as observed with intracellular mutualists, such as Buchnera
aphidicola str. Cc (357 genes), or host-associated parasites, such
as Mycoplasma genitalium (482 genes). In contrast, free-living
prokaryotes, such as Bacillus subtilis or Escherichia coli, the me-


tabolism of which needs to produce all kind of low molecular
weight compounds, exceed 4000 genes (4099 and 4289, re-
spectively).[11] The dimensions of such microorganisms range
from about 0.3 to 1.5 mm, which correspond to a volume of
about 0.013 and 1.6 mm3 for M. genitalium and E. coli, respec-
tively.[12] Together with a reduction of the number of molecular
species, a reduction in size is possible only if the number of
copies of each species is reduced. It follows that the efficiency
and the reproduction rate of hypothetical small cells should
decrease. According to a stringent assumption (e.g. , 1 ribo-
some, 1 tRNA set, 1 mRNA for each of 100 nonribosomal pro-
teins, each present in ten copies) the diameter of a spherical
cell compatible with a modern system of genome expression
would be between 200 and 300 nm.[10] The reduction in size is
possible only when accompanied by a parallel reduction in
gene number, as evident by the fact that long double-stranded
DNA cannot be packed in small compartments—an argument
that suggests the use of RNA, or of single-stranded, flexible
DNA, by hypothetical small cells.[13] Small cells, on the other
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The question of the minimal size of a cell that is still capable
of endorsing life has been discussed extensively in the litera-
ture, but it has not been tackled experimentally by a synthetic-
biology approach. This is the aim of the present work; in par-
ticular, we examined the question of the minimal physical size
of cells using liposomes that entrapped the complete riboso-
mal machinery for expression of enhanced green fluorescence
protein, and we made the assumption that this size would also
correspond to a full fledged cell. We found that liposomes
with a radius of about 100 nm, which is the smallest size ever
considered in the literature for protein expression, are still ca-
pable of protein expression, and surprisingly, the average yield
of fluorescent protein in the liposomes was 6.1-times higher
than in bulk water. This factor would become even larger if
one would refer only to the fraction of liposomes that are fully
viable, which are those that contain all the molecular compo-


nents (about 80). The observation of viable liposomes, which
must contain all macromolecular components, indeed repre-
sents a conundrum. In fact, classic statistical analysis would
give zero or negligible probability for the simultaneous entrap-
ment of so many different molecular components in one
single 100 nm radius spherical compartment at the given bulk
concentration. The agreement between theoretical statistical
predictions and experimental data is possible with the assump-
tion that the concentration of solutes in the liposomes be-
comes larger by at least a factor twenty. Further investigation
is required to understand the over-concentration mechanism,
and to identify the several biophysical factors that could play a
role in the observed activity enhancement. We conclude by
suggesting that these entrapment effects in small-sized com-
partments, once validated, might be very relevant in the
origin-of-life scenario.
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hand, might be favoured under diffusion-limited growth condi-
tions, thanks to their high surface-to-volume ratio, and also be-
cause of the fact that at a given membrane composition small
cells can sustain typical values of bacterial osmotic pressure,
and therefore, avoid the construction of cell walls ; in turn the
amount of DNA as the part devoted to the construction of cell
walls would not be required.[13] In addition to these theoretical
considerations, we should mention the controversial reports
on “nanobacteria”,[14] which are particles found in human and
cow blood with dimensions of around 200 nm (diameter). It
has been pointed out that the bacterial status of nanobacteria
still lacks satisfactory evidence, and the term “calcifying nano-
particles” has recently been adopted to describe such
bodies.[15] Other authors have reported similar tiny corpuscles,
but generally it is not clear whether they are “living” in the
common sense of bacterial life.[16]


It is clear from this analysis that the question about the min-
imal size of a cell is still open and that it is a relevant question.
The clarification of such a question would be important in the
field of the origin of life, as it is conceivable that the origin of
cells started with minimal protocells (possibly with a radius of
<100 nm) along the pathway of evolution, and it is then inter-
esting to assess whether and to what extent small compart-
ments can permit life. The question becomes particularly
timely in the present era of synthetic biology, as it has become
possible to construct in the laboratory molecular systems that
display living (or living-like) properties, such as in the case of
the semisynthetic minimal cells.[4]


The present work tackles the question of minimal-cell size;
our approach is based on the work that our group[17–19] and
several others are pursuing[20–24] on lipid vesicles (liposomes) as
models for minimal biological cells. In particular, we will use
vesicles that entrap the transcription and translation macromo-
lecular machinery. Moreover, it is based on the argument that
the minimal size of such vesicles, which are able to display pro-
tein synthesis, could also characterize the minimal physical size
for a viable cell. Protein biosynthesis—although it represents
only a subset of cellular minimal metabolism (~65 %)—is al-
ready a process of considerable complexity, and moreover, is
to date the only experimentally feasible synthetic model.


Results and Discussion


Choice of the operational conditions


The first point to clarify was the minimal dimension of the lipid
vesicles we had to work with. Previous work on protein expres-
sion in lipid vesicles has been carried out with vesicles in the
micrometric range,[19, 20, 23, 24] or in giant vesicles (larger than
10 mm).[21, 22] In this study, however, we used vesicles with
200 nm diameter. From the biological point of view, a diameter
of around 200–300 nm would be compatible with cells that
have between 250 and 450 protein-coding genes.[10] The prep-
aration of 200 nm vesicles is possible by two classical methods:
1) extrusion[25] of larger vesicles through polycarbonate mem-
branes with 200 nm pores, and 2) spontaneous vesicle forma-
tion by injection.[26] As our in vitro protein expression kit we


used: 1) commercial E. coli cell extracts, which are not well de-
fined in terms of number and concentration of components;
and 2) a reconstructed transcription–translation kit from puri-
fied components. The latter system, called the PURE (protein
synthesis using recombinant elements) system, has been de-
veloped by Ueda’s group in Tokyo.[27] It consists of a well-de-
fined mixture of enzymes, ribosomes, tRNAs and low molecu-
lar-weight molecules, and has already been used to accomplish
compartmentalized protein synthesis in vesicles.[19, 24] The com-
position of the PURE system used in this study, which consists
of 35 enzymes plus the ribosomes and tRNA mixture, collec-
tively comprises 83 macromolecular elements (see Table S1 in
the Supporting Information). Note that the PURE system also
represents the minimal protein-expressing system, and that
further removal of its components leads to an abrupt decrease
in protein biosynthesis.[27] As in previous approaches,[18–24] in
order to readily follow protein expression we introduced the
egfp gene under the control of the T7 promoter into the trans-
lation system, and focused on the expression of enhanced
green fluorescent protein (EGFP).


Protein expression in small liposomes


In order to construct microcompartments able to host the cou-
pled transcription and translation reactions, we formed lipid
vesicles, in situ, in a solution containing all the molecular com-
ponents needed to perform the reaction. This was accom-
plished by injecting a concentrated solution of POPC (1-palmi-
toyl-2-oleoyl-sn-glycero-3-phosphatidylcholine) in ethanol or
methanol into an aqueous phase.[26]


The formation of liposomes was immediate and their size
and morphology was depended on the concentration of POPC
in the alcohol solution. As shown qualitatively in Figure 1 A,
when concentrated POPC was used, large vesicles (multilamel-
lar, multivesicular) and often vesicle clusters were formed,
which are heterogeneous in terms of lamellarity and size/
shape (here called V1). This heterogeneous population of vesi-
cles can be transformed into a homogeneous population of
small vesicles (V2) by extrusion, which is a mechanical reduc-
tion of vesicle size. As an alternative procedure, injection was
carried out at a lower POPC concentration. It was then possible
to produce a homogeneous population of small spherical vesi-
cles (V3).[28] We preliminarily optimised the nature of the sol-
vent (ethanol or methanol), POPC concentration, and the injec-
tion volume, in order to get the smallest lipid vesicles, at the
highest lipid concentration and the lowest alcohol content in
the samples. It follows that injection of 500 or 150 mm POPC
in ethanol represents the best choice to prepare V1/V2 or V3
vesicles, respectively. The problem with this procedure is that
ethanol, which is present in the final vesicle system at a con-
centration of 3 % (v/v), inevitably reduces the yield of protein
production (Figure S1 in the Supporting Information). The in-
tensity-weighted particle size distributions of V1/V2/V3 vesicles
are shown in Figure 1 B, in which dynamic light scattering
(DLS) profiles are shown. Vesicles V3, which were obtained
spontaneously by the ethanol injection method, were indistin-
guishable from the V2 vesicles, which were obtained by the
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classical extrusion method. Both consisted of a narrowly dis-
tributed population that was around 100 nm in radius (from
these intensity-weighted profiles, it is possible to compute the
corresponding number-weighted size distributions, which are
more realistic measures of vesicles size; see the Supporting In-
formation). Large vesicles (V1), the typical radius of which was
around 500–2000 nm, were also visible by light microscopy
(Figure S2). Due to the heterogeneous size and morphology of
such V1 vesicles, it is difficult to calculate their entrapped
volume, and interstitial entrapment cannot be ruled out. For
these reasons, the quantification of synthesized EGFP “inside”
such irregular compartments should be taken with care, since
it does not mirror the entrapment capacity of giant unilamellar
vesicles of similar size, as reported by others.[21, 22] In other
words, in this work V1 vesicles have been prepared only as
precursors of V2 (extruded) vesicles.


A small aliquot of POPC (500 mm) in ethanol was added to
the egfp gene/transcription–translation mixture, which was
kept on ice in order to prevent the start of the reaction, while
it was being stirred. In order to prevent EGFP synthesis in the
solution outside the vesicles, inhibitors such as EDTA, RNase or
proteinase K were immediately added after the formation of
vesicles (these substances are unable to cross the lipid bilayer
and therefore do not inhibit the reaction inside the liposomes).
As a direct evidence of the occurrence of compartmentalized
protein synthesis, we recorded the green fluorescence ob-
served in the large V1 vesicles (Figure S2). The observed EGFP
biosynthesis inside V1 vesicles demonstrates that externally
added inhibitors, such as EDTA, proteinase K or RNase A, do
not affect internal synthesis, but effectively act against synthe-
sis in the external medium. The yield of EGFP in V1 vesicles
was not expected to be high, because of the fact that such
vesicles have low entrapped volume due to their multilamellar
morphology (see below). We then tested the same reaction in
smaller vesicles prepared by the extrusion procedure (Fig-


ure 1 A). This assay was carried out by using purified compo-
nents, that is, the PURE system. Similar results were obtained
by using E. coli extracts (see the Supporting Information). As
mentioned above, there are no reports on protein expression
in 100 nm (radius) vesicles, which cannot be visualized by stan-
dard light microscopy or by flow cytometry.[20, 23, 24] In this case,
the occurrence of EGFP synthesis must be followed by batch
fluorescence measurements. Figure 2 A shows the time course
for the detection of green fluorescence in 100 nm (radius)
POPC extruded vesicles, in the absence (curve a) or presence
(curves b and c) of externally added EDTA. In the first case,
EGFP synthesis outside as well as inside liposomes was ob-
served, whereas in the latter cases, the fluorescence increase
corresponded to the synthesis of EGFP inside vesicles.


When EDTA was added before the formation of vesicles, no
fluorescence was observed (curve d). When the reaction was
complete, the emission spectrum of vesicle samples was re-
corded in the presence of sodium cholate to eliminate vesicle
scattering (Figure 2 B). The emission maximum of 511 nm and
the peak shape further confirm the occurrence of EGFP expres-
sion. Finally, the size of the vesicles was measured by DLS anal-
ysis and the results revealed a sharp monomodal distribution
with no particles larger than 200 nm in radius (Figure 2 C).
These data collectively show that EGFP was effectively pro-
duced inside small vesicles. It is possible to quantify the inter-
nal EGFP production in relative and absolute terms. The rela-
tive yield (yield %) was calculated as the ratio between fluores-
cence intensity in the presence and absence of the externalACHTUNGTRENNUNGinhibitors (internal EGFP/total EGFP). The absolute amount of
EGFP was calculated instead by means of a calibration line
(Figure S3) and normalized with respect to the lipid concentra-
tion. These two yield measurements are shown in Figure 2 D,
in which the production of EGFP is evaluated in large (V1) and
small vesicles (V2) and the PURE system is compared with cell
extracts. The relative EGFP yield of large V1 vesicles was


Figure 1. Experimental approach to the preparation of small vesicles (100 nm in radius). A) A small amount (3 %, v/v) of a POPC/ethanol solution was injected
into a vial containing the egfp gene and the transcription–translation (T&T) system. Depending on the POPC stock concentration, either a population of large
(V1, multilamellar, heterogeneous, clustered) or small (V3, generally unilamellar) vesicles were obtained. Small V2 vesicles were be obtained from the V1 popu-
lation by extrusion. After vesicle formation and processing, an external inhibitor was added, so that EGFP could be produced only inside the vesicles. Vesicles
are not drawn to scale. B) DLS analysis of vesicles prepared by different methods. Under conditions used in this work, vesicles V2 and V3 had the same inten-
sity-weighted size distribution.
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around 1.2 %, which was calculated with respect to total EGFP
yield in the aqueous phase. The multilamellar/multivesicular
nature of these large irregular vesicles (or vesicle clusters)
could account for the poor EGFP yield, especially when com-
pared to other studies carried out with giant unilamellar vesi-
cles.[21, 22] The V2 vesicles, despite their small individual volume
and irrespective of the transcription–translation system used,
produced EGFP with relative yields of about 10 %. The cumula-
tive internal volume of all vesicles, which was calculated under
the hypothesis of spherical shape and at the concentration of
POPC (15 mm) used in these experiments, was also about 10 %
in both cases. Concerning the absolute yield, it was possible to
estimate that inside small vesicles the PURE system and E. coli
extracts produced 103 and 309 pmol EGFP per mmol POPC,ACHTUNGTRENNUNGrespectively. These yields correspond to 5–10 EGFP molecules
per 100 vesicles (considered unilamellar). The higher yield ob-
tained with the E. coli extracts is in all likelihood due to the
fact that it contains a much greater number of enzymes and
other components compared to the minimal number of con-
stituents in the PURE system. As evident from the large error
bars of Figure 2 D, experiments were often characterized by a
quite variable output, probably due to the intrinsically stochas-
tic nature of solute entrapment and confined reactivity.


The preparation method described above starts
with the encapsulation of the transcription–transla-
tion components in large vesicles, which are then
forced to divide by shearing forces (extrusion). Alter-
natively, small vesicles can be prepared directly in
one step by the injection method to yield V3 vesi-
cles (Figure 1 A), which are indistinguishable fromACHTUNGTRENNUNGextruded V2 vesicles. Figure 3 A shows the fluores-
cence time course for vesicles prepared by the mul-
tiple injection method in the presence of external in-
hibitor (curve a). When the inhibitor was added to
the transcription–translation system before the for-
mation of liposomes, curve b was obtained. The size
of the vesicles was measured by DLS analysis, and
the results indicate that their radius was always
below 220 nm (Figure 3 B). The amount of EGFP pro-
duced in this case was lower. In particular, the rela-
tive yield with E. coli cell extracts entrapped in vesi-
cles (radius: 124 nm) was (0.3�0.1) %, which corre-
sponds to about 27 pmol EGFP per mmol POPC. In
addition, EGFP produced by the reconstituted PURE
system could not be detected. Therefore, the maxi-
mal yield we could measure corresponds to one
EGFP molecule per 100 vesicles. Very probably, there
are few vesicles synthesizing EGFP, so that a realistic
picture based on individual vesicles might substan-
tially differ from average values. For example, results
assumed to be one EGFP molecule expressed per
100 vesicles might actually be ten EGFP molecules
synthesized inside one vesicle out of 1000. (A sum-
mary of yields for all systems tested in this study can
be found in Table S2.)


In conclusion, it was possible to show that riboso-
mal protein synthesis can take place in compart-


Figure 2. EGFP expression inside 200 nm (diameter) extruded V2 vesicles. A) Time profile
of EGFP production; curve a: EGFP expression in the absence of externally added EDTA;
curves b and c: EGFP expression inside vesicles, EDTA was added externally ; curve d:
negative control, EDTA was added before the formation of vesicles. B) Fluorescence emis-
sion spectra of EGFP-expressing vesicles after 3 h incubation: EGFP-expressing vesicles
(continuous line) ; negative control (dashed line). Spectra were recorded in the presence
of sodium cholate in order to eliminate scattering from the vesicles. C) Number-weighted
DLS size distribution of extruded vesicles. DLS analysis was carried out at the end of the
incubation period. D) Left : EGFP yield (%) was calculated as internal/(internal+external)
protein production. Right: normalized EGFP yield (pmol EGFP per mmol POPC). Sam ACHTUNGTRENNUNGple 1:
POPC (10 mm) vesicles V1 (radius ~1000 nm), cell extracts (Promega); sample 2: POPC
(15 mm) extruded vesicles (radius ~100 nm), cell extracts (Promega); sample 3: as in
sample 2, but with the reconstituted kit (PURE system). Error bars refer to the standard
deviation of two or three different experiments; for details see Table S2.


Figure 3. EGFP expression inside 200 nm (diameter) spontaneously formed
V3 vesicles. A) Time profile of EGFP production; curve a: EGFP expression
inside vesicles, EDTA was added externally ; curve b: negative control, EDTA
was added before the formation of vesicles. Error bars represent the stan-
dard deviation of three independent samples (curve a) and two negative
controls (curve b). B) Number-weighted DLS size distribution of vesicles ob-
tained by the injection method. DLS analysis was carried out at the end of
the incubation period.
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ments that have a radius as small as 100 nm; these were
formed either by large vesicles that were then reduced to
smaller ones, or by directly forming small vesicles by the injec-
tion method. Because these vesicles are capable of hosting
protein biosynthesis, we suggest that this can be taken as the
first experimental evidence that a dimension of about 200 nm
can be compatible with full-fledged cells.


The “conundrum” of the multiple entrapment


Data presented in the previous section provide clear evidence
of the ribosomal synthesis of protein inside liposomes with a
radius of about 100 nm. Although this was clearly observed,
the existence of this fact is not self evident from a mere theo-
retical point of view. We would now like to dwell upon this
“entrapment conundrum”, which indeed represents one of the
most interesting aspects of the work with liposomes. The start-
ing consideration is that, since POPC liposomes do not fuse
with each other,[29] and nucleic acids, proteins, and small
charged molecules cannot cross the liposome membrane,[30] all
required components must be present inside every EGFP-pro-
ducing vesicle from the moment of its formation. The PURE
system—as the simplest transcription–translation kit capable
of protein synthesis—is composed of 83 different components
(enzymes, ribosomes and tRNAs, plus the egfp gene; Table S1),
so that the inescapable conclusion from our work is that we
have obtained vesicles that have entrapped more than eighty
different macromolecular components. E. coli cell extracts cer-
tainly contain more components, but we can base our consid-
erations on the minimal number of the PURE system.


The internal volume of a 100 nm (inner radius) vesicle is
about (4.2 � 106) nm3, so that there is enough space to accom-
modate several bulky ribosomes (~1000 nm3) and all enzymes,
such as the complete set of aminoacyl-tRNA synthetases, and
translation factors, low-molecular-weight compounds etc. , in
several copies. However, the key point is not the lack of suffi-
cient space, rather the adverse co-entrapment statistics of all
components in the same lipid vesicle. We are dealing with the
probability of entrapping 83 different macromolecular compo-
nents (i.e. , the PURE system) inside one single compartment,
whereby under our set of experimental conditions only
random statistics should govern the entrapment. Let us calcu-
late such a probability by assuming that the entrapment
events follow the Poisson distribution (justification and discus-
sion are given in the Supporting Information). The probability,
}c, of finding a lipid vesicle that contains at least one molecule
of each of the 83 species is given by Equation (1):


}c Rð Þ ¼
YN


k¼1


1� exp �Ck VðRÞð Þ½ � ð1Þ


where the product is extended over N = 83 species, and Ck are
the numerical concentrations of the kth species, and V is the
vesicle volume. The dependence of the probability and of the
volume on vesicle radius (R) has been shown explicitly. The
probability function [Eq. (1)] is very useful for analyzing protein


expression in small (V2 or V3) vesicles. Probability versus radius
is illustrated in Figure 4, in which the three different solid
curves show the probability of formation of a “viable” liposome


as a function of its size, under the assumption that at least one
(curve a), five (curve b) or ten (curve c) molecules of each mo-
lecular species are present inside a liposome of a given size.
The calculation clearly shows what we have called the “entrap-
ment conundrum”. In fact, according to these curves, for vesi-
cles with a radius below about 250 nm, the probability ofACHTUNGTRENNUNGsimultaneous co-entrapment of the transcription–translation
components should be vanishingly small. For example, in the
case of 100 nm radius vesicles (our V2 and V3 systems), the
probability of independent entrapment of at least one copy of
the 83 components (each present at the concentrations used
in this study) is 10�26. In contrast, larger vesicles—for example,
those with a radius of 1 mm—have a probability ~1 in the
three cases (note that expression of EGFP in extruded V2 vesi-
cles also cannot be easily justified, despite the fact that they
derive from large V1 vesicles ; Figure S4).


The argument of association between molecules does not
hold in this case. In fact, we excluded the possibility of massive
association of enzymes, tRNA and other components in solu-
tion, by measuring the size of the particles present in the reac-
tion mixture. DLS measurement of the initial bulk PURE system
in solution showed no aggregates larger than ribosomes (Fig-
ure S5). Despite this, we also calculated the probability curve
under the assumption that the 83 components were associat-
ed in 50, 20 or 10 molecular clusters (Figure S6). In no case did
the probability reach experimentally significant values (note


Figure 4. Probability of co-entrapment of all macromolecular components of
the transcription–translation kit inside lipid vesicles of a given radius. The
entrapment of each molecule was modelled as a Poissonian process, and
the cumulative probability was calculated as product of probabilities of in-
dependent events. The concentrations of enzymes, tRNA, and other factors
correspond to those of the PURE system. The arrow points to the vesicle
size used in these experiments. The three solid curves indicate the probabili-
ty of entrapping at least one (curve a), five (curve b) or ten (curve c) copies
of each molecular species inside the same vesicle. The dashed curve d indi-
cates the probability of entrapping at least one copy of each molecular spe-
cies, under the assumption that their concentrations are all 50-times higher
than the nominal (bulk) concentrations.
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also that the enzymes present in the PURE system are water
soluble). What can be then the explanation for the contradic-
tion between experimental facts, and the curves in Figure 4? It
is interesting to note that this question has not been raised
before in the literature, except by us in a very tentative
way.[31, 32] The entrapment conundrum is accompanied by an-
other interesting anomaly: the higher efficiency of protein ex-
pression inside liposomes compared to in bulk water. Previous-
ly data on the enhanced rate of EGFP production in compart-
ments have also been reported.[21] In our case, the average
concentration of EGFP produced inside V2/V3 vesicles was
28 nm (see the third and seventh columns of Table S2 in the
Supporting Information; V3 vesicles were not considered),
whereas the typical bulk EGFP production under similar condi-
tions (in the presence of liposomes and 3 % (v/v) ethanol) was
about 4.6 nm (we carried out EGFP expression in bulk aqueous
phase in an independent experiment). It follows that the ex-
pression of a protein occurs about six times more efficiently
inside small liposomes than in an equal volume of noncom-
partmentalized bulk water. This calculation is based on the as-
sumption that all liposomes contribute equally to EGFP expres-
sion. Most likely, only a fraction of the liposomes will be fully
viable (containing all 83 macromolecular components plus
small molecules), and accordingly, the efficiency will have re-
ferred only to this fraction and will be higher than the factor
six mentioned above (we are not capable at the moment to
determine which percentage of the liposomes are active). For
these reasons, although V3 vesicles were not considered in the
average, it can be stated that the EGFP yield for an individual
V2/V3 vesicle reaches (and exceeds) the average value stated
above (28 nm). How can we explain all this, namely the abnor-
mal entrapment efficiency and the higher activity? The most
interesting possibility is that entrapment of the components is
accompanied by concentration enrichment, so that the con-
centration of the components inside the vesicles is larger than
the bulk. This would mean that the Ck values in Equation (1)
are larger than we assumed them to be. How much larger
should they be in order for the probability of total entrapment
to reach finite probability values? For example, Equation (1)
gives probability values equal to 1 % only if we assume local
enzyme concentrations 20-times higher than nominal bulk
concentrations. Higher probability values correspond to higher
enhancement factors, up to 50 � (~40 %) or 100 � (~90 %;
Figure 4, dashed curve d, and Figure S7). This very high local
concentration would also provide the simplest rationale for
the super-activity. The mechanism of concentration enrichment
inside vesicles cannot be explained with the present data. Our
working hypotheses, which will guide future work, focus on
the possible cooperative expulsion of water during solute en-
trapment, so that there might be an increase in local concen-
tration [Eq. (1)] . This is also related to possible depletion ef-
fects[33] and consequent internal crowding in view of the fact
that the 100 nm (inner radius) vesicles have a confinement
volume of 4.2 aL (10�18 L), or a simultaneous enhancement of
reactivity in confined systems. Further study will be devoted to
provide a physical explanation of these not yet clarified as-
pects of vesicle systems.


More generally, however, all these considerations open new
perspectives to the involvement of a closed membrane in the
reactivity of cell models and most probably, by inference, of
biological cells, and might therefore shed a new light on the
importance of (micro)compartmentation effects in the origin-
of-life scenarios—a notion which, on the basis of self-reproduc-
ing micelles and vesicles, has long been emphasized.[34, 35]


Clearly, an in-depth investigation is needed at this point to val-
idate all these effects of compartmentation and to study their
mechanisms, for example, as a function of liposome size and/
or type and amount of solute molecules. Similarly, membrane-
association effects could also play a role and deserve special
investigation. This is now in progress in our group with differ-
ent types of solutes (with or without macromolecules) in differ-
ently sized vesicles. Furthermore, studies on entrapped simpler
metabolic routes will allow more detailed work, such as the
possible rate enhancement of compartmentalized reactions.


Experimental Section


Materials : 1-Palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcholine
(POPC) was from Avanti (Alabaster, AL, USA). The plasmid pWM-T7-
EGFP (3026 bp) was from Biotecton (Z�rich, Switzerland). Recombi-
nant EGFP was from BD Bioscience (Basel, Switzerland). The cell-
free expression kit (code: L1130: E. coli T7S30 extract system for cir-
cular DNA) and the amino acid mixture (code: L4461) were from
Promega. The transcription–translation kit composed of purified
components (PURESYSTEM� Classic) was from the Post-Genome In-
stitute Co., Ltd. (Tokyo, Japan) and from the laboratory of Prof. T.
Ueda (University of Tokyo). Acetic acid, Tris base, KOH, sodium
cholate, EDTA and ethanol were from Sigma–Aldrich. RNase A and
proteinase K were from Clontech. Bio-Gel A50m gel was from
BioRad (#151-1340). Trp-Trp-Trp was from Bachem (Bubendorf,
Switzerland). All solutions and dilutions were done by using sterile
ultrapure water from Pharminvest S.p.A. (Milan, Italy). Multicore-like
buffer (MC buffer) was prepared by KOH titration (pH 7.5) of a mix-
ture of acetic acid/Tris base (125 mm/25 mm).


Method summary : Mixing of transcription–translation elements,
preparation of vesicles and vesicle manipulations were all done at
4 8C and samples were kept constantly on ice in order to inhibit
the premature start of transcription–translation reactions. All
equipment used to manipulate or process vesicles were placed at
4 8C at least 30 min before experimentation.


The components of the cell-free protein expression kit (Promega
or PURE system) were mixed in an Eppendorf tube placed on ice,
and the liposomes were then formed in situ by using the ethanol
injection method. Following the indications of the manufacturer,
we mixed for the Promega kit: S30 extracts (20 mL), T7S30 extracts
(15 mL), amino acid complete mixture (10 mL) and pWM-T7-EGFP
plasmid (2.0 mg); and for the PURE system: solution A (25 mL), solu-
tion B (10 mL), and pWM-T7-EGFP plasmid (1 mg). In both cases, the
final volume was adjusted with distilled water to 48.5 mL. In allACHTUNGTRENNUNGexperiments, the stock concentration of pWM-T7-EGFP plasmid
in pure water was adjusted to 1 mg mL�1, so that 1 or 2 mL were
added to the reaction mixture.


The expression of EGFP in the water phase was carried out first,
also in the presence of ethanol or methanol (Figure S1). In order to
compare the internalized yield and the bulk-reaction yield, weACHTUNGTRENNUNGdetermined the yield of EGFP production in the bulk phase (cor-
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ACHTUNGTRENNUNGresponding to 4.6 nm) in the presence of ethanol (3 %, v/v) and
preformed “empty” POPC (100 nm radius) extruded liposomes.


Vesicles were formed by injecting a solution of POPC in the tran-
scription–translation mixture, and processed to form 100 nm radius
vesicles. In order to inhibit protein expression, we added threeACHTUNGTRENNUNGdifferent inhibitors after liposome formation: 1) EDTA (45 mm), or
2) RNase A (0.18 mg mL�1), or 3) proteinase K (0.18 mg mL�1). As
shown in Figure S8, in negative control samples EDTA was added
before the formation of liposomes; in positive control samples no
inhibitor was added after the formation of liposomes (protein ex-
pression occurred inside and outside liposomes). When external
protein synthesis had to be blocked, we added to the reaction mix-
ture, on ice: 1) EDTA (5 mL; 500 mm pH 8.0), or 2) RNase A (5 mL;
2 mg mL�1 in MC buffer), or 3) proteinase K (5 mL; 2 mg mL�1 in MC
buffer). The resulting EGFP expression was measured fluorometri-
cally, and the DLS analysis was carried out at the end of the incu-
bation time.


Method details


Preparation of vesicles by ethanol injection (general): The reaction
mixtures were put in a plastic Eppendorf tube (1.5 mL) together
with two Teflon-covered followers (length 5 mm, diameter 2 mm).
The tube was kept in ice and put over a magnetic stirrer just
before the injection. Then, a solution of POPC in ethanol (typically
in the range 150–500 mm) was quickly injected by means of a
10 mL Hamilton microsyringe under vigorous stirring (about
500 rpm). The formation of liposomes was immediate. The tube
was kept over the magnetic stirrer for 10 s, and then put back on
ice. Prechilled inhibitor was added immediately after injection
when required. The final ethanol concentration in the reacting mix-
ture was always 3 % (v/v), or 6 % in the case of the “multiple injec-
tion” protocol (see below).


Preparation of V1 vesicles : Vesicles were prepared by using the in-
jection method. In particular, POPC (1.5 mL, 500 mm) in ethanol was
injected into the reaction mixture (48.5 mL), which was kept at 4 8C,
so that the final POPC concentration was 15 mm and the ethanol
fraction was 3 % (v/v).


Preparation of V2 vesicles : V1 vesicles were extruded by being
passed through two stacked polycarbonate membranes (Nuclepore
Track-Etch Membrane, Whatman) with 200 and 100 nm pore size
(diameter). Easier extrusion was achieved by sandwiching the two
membranes with three drain discs. All operations were done at
4 8C. However, in order to further reduce the extrusion time, we
used two hand extruders (Liposofast, Avestin, Mannheim, Germa-
ny). The first was equipped with two 200 nm membranes, the
second with two 100 nm membranes. After extrusion through the
200 nm membranes (five times), liposomes were moved to the
second extruder by means of a Hamilton syringe, and then extrud-
ed through the 100 nm membranes (three times).


Preparation of V3 vesicles : Vesicles were prepared by using the
(multiple) injection method.[36] The procedure was the same as in
the general description (see above). In particular, 2 � 1.5 mL aliquots
of POPC (150 mm) in ethanol were sequentially injected into the
reaction mixture (48.5 mL), which was kept at 4 8C, so that the final
POPC concentration was 8.5 mm and the ethanol fraction was 6 %
(v/v). In order to reduce the ethanol content in the preparation, be-
cause it inhibits protein expression, vesicles (51.5 mL) were applied
to a home-made, size-exclusion minicolumn, which was prepared
by filling 1 mL disposable syringes with Bio-Gel A50m. Elution was
carried out at 4 8C by adding cold MC-type buffer to the top of the
column. Vesicles were collected typically as 150 mL fractions, that


is, three-fold dilution occurred inside the column; the final POPC
concentration was 2.8 mm. To remove small vesicle aggregates,
which were detected by using DLS in preliminary experiments, pre-
chilled H-Trp-Trp-Trp-OH (3.9 mm dissolved in MC-type buffer) was
added to eluted vesicle fractions (5 mL were added to 50 mLACHTUNGTRENNUNGaliquots of eluted vesicles).[37] When required, inhibitors (EDTA,
RNase A or proteinase K) were added to the eluted vesicles (i.e. ,
5 mL of inhibitor was further added).


Note: in principle, small vesicles can also be prepared by lipid-film
hydration and sonication. In this study we avoided this procedure
in order to minimize potential loss of activity of the transcription–
translation machinery.


Measurements : Fluorescence emission and excitation spectra were
recorded with a Jasco FP-6200 spectrofluorometer, by using a
600 mL quartz cuvette (Hellma, code: 101-016QS, 5 � 5 mm). The
following parameters were used to record emission spectra; lex :
470 or 483 nm, lem: 490–600 nm; and for excitation spectra lex :
400–505 nm, lem: 520 nm. Other settings were excitation and emis-
sion slits: 5 nm; response time: medium; sensitivity: high; data
pitch: 1 nm; scan speed: 250 nm min�1.


The fluorescence intensity of expressed EGFP was measured by
using a Victor 3V plate reader, with a standard 96-well plate. Sam-
ples were distributed in the plate so that at least three empty
wells were present between different samples. This instrument was
more reliable than the spectrofluorometer for quantitation studies.
Before fluorescence measurements, vesicles (30 mL) were trans-
formed in micelles by the addition of sodium cholate (300 mm) so-
lution (70 mL), incubated for 10 min, and then measured. Instru-
ment settings: CW-lamp energy: 20 000 a.u. (stabilized); excitation
filter F485; excitation aperture: normal; emission filter F535; emis-
sion aperture: large; position: bottom; counting time: 0.5 s.


The kinetics of EGFP production was followed by using a RT-PCR
Corbett Rotor-Gene 6000, which was used as sensitive fluorometer,
and was run at constant temperature. The use of such an instru-
ment improves reproducibility, enhances sensitivity, allows the use
of small sample volumes (25 or 50 mL) and provides homogeneous
heating. Vesicle samples were placed in PCR-type 200 mL Eppen-
dorf tubes and kept on ice before the start of kinetic measure-
ments. They were then quickly placed in the instrument rotor and
the variation of fluorescence was observed over time. Instrumental
settings: fluorescence channel: green (excitation 470 nm, emission
510 nm); gain 5, 7 and 10; cycle setting: 120 s at (37.0�0.5) 8C;
400 rpm.


Fluorescence microscopy was performed with a Leica TCS SP5 con-
focal microscope; vesicles were placed on a glass stage and gently
covered by a 0.17 mm coverslip which was then sealed with nail
varnish.


Dynamic light scattering (DLS): Measurements were carried out
with an ALV home-assembled light scattering photometer made of
a 25 mW He-Ne laser (Model 127, Spectra-Physics Lasers, Mountain
View, Canada), an ALV DLS/SLS-5000 Compact Goniometer System
(ALV, Langen, Germany), two SPCM-AQR avalanche photodiodes
(PerkinElmer Optoelectronics, Vaudreuil, Canada) and an ALV-5000
Multiple-tau Digital Correlator (ALV, Langen, Germany). The cylindri-
cal scattering cells were immersed in a fuzzy-thermostated deca-
line bath (ALV), which was kept at 25.0 8C. All experiments were
performed at the scattering angle of 908 ; other settings were: sol-
vent viscosity 0.899 MPa s, solvent refractive index 1.330. Great care
was taken at every step to avoid the presence of dust in the lipo-
some preparations. Liposomes (after the incubation period) were
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diluted (tenfold) in isotonic buffer and measured without any pre-
treatment. Particle-size distribution was computed by using two
different algorithms (ILT and CONTIN), which gave similar results.
Number-weighted size distributions were calculated within the
Rayleigh–Gans–Debye approximation, as shown in the Supporting
Information.


Calibration lines where constructed to correlate fluorescence inten-
sities recorded by the plate reader and by the RT-PCR machine to
EGFP concentration, in the proper matrix; A) plate reader: EGFP,
transcription–translation matrix, POPC (8.5 or 15 mm) extruded
vesicles (100 nm radius), sodium cholate (150 mm) ; B) RT-PCR ma-
chine: EGFP, transcription–translation system, POPC (8.5 or 15 mm)
extruded vesicles (100 nm radius). The presence of sodium cholate
was necessary in order to reduce the scattering of the sample.
Sodium cholate was not added to the RT-PCR calibration line since
the RT-PCR reading was used to monitor EGFP expression in real
time, in the presence of vesicles. Preliminary experiments have
shown that sodium cholate does not modify EGFP fluorescence
under the experimental conditions used. Fluorescence values were
dependent on sample volumes. The amount of EGFP was calculat-
ed by means of the following calibration lines:


A) plate reader: Fnet = 3.75 � 104 CEGFP (100 mL)


B) RT-PCR machine: Fnet = 8.46 CEGFP (50 mL; gain = 5)


B’) RT-PCR machine: Fnet = 127 CEGFP (50 mL; gain = 10)


where Fnet is the difference between the fluorescence of EGFP-ex-
pressing liposomes and the negative control, and CEGFP is the EGFP
concentration (mg mL�1).
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Introduction


1-Deoxynojirimycin (DNJ) imino sugars have demonstrated
considerable therapeutic potential for the correction of pro-
tein-misfolding disorders, including those associated with lyso-
somal storage disease.[1–4] By contrast, a strategy that promotes
glycoprotein misfolding in the endoplasmic reticulum (ER) has
utility for reducing viral infectivity, especially as caused by HIV
and hepatitis.[5, 6] DNJ is an inhibitor of ER a-glucosidases I and
II, and the recognition site for the natural oligosaccharide sub-
strate, Glc3Man9GlcNAc2, of a-glucosidase I has been report-
ed.[7] The presumed mechanism for a-glucosidase inhibition by
DNJ and its analogues is that protonation of the imino sugar
nitrogen allows mimicry of the charge on the proposed oxo-
carbonium ion transition state formed during hydrolysis.[7]


The N-butyl analogue of DNJ is a better inhibitor of ER a-
glucosidases than DNJ in cultured HepG2 cells.[8] However, the
inhibitory activity of NB-DNJ in cells is poor relative to the in
vitro activity with purified enzyme, requiring a concentration
2000 times greater than the Ki value.[9] It has been suggested
that this could be due to low accessibility of the compound to
the ER lumen or a loss of inhibitory activity from deprotona-
tion of the compound (pKa = 6.6)[10] in the ER (pH 7.1).[11, 12]


One goal of our studies was to understand the principles
that govern imino sugar entry to the ER and potential binding
partners. To this end a number of DNJ derivatives that could
be utilised as photolabile affinity probes in cells were synthes-
ised. Surprisingly, some of these compounds were shown to
be more potent in inhibiting ER a-glucosidases than both DNJ
and N-butyl-DNJ. Further chemical synthesis allowed some
structure–activity relationships to be elucidated. Inhibitors
were biologically tested with two criteria in mind. Firstly, the in
vitro potential against purified ER a-glucosidases I and II was
determined. Secondly, cellular bioactivity was evaluated by
using a free oligosaccharide (FOS) analysis, recently developed


in our laboratory.[13] The latter is the far more interesting and
salient assay as it considers the access of the compounds to
the ER and quantifies the amount of inhibition produced.


Results and Discussion


The target molecules for the photoaffinity labelling study were
derived from DNJ. Suitable precursors for photoaffinity label-
ling were chosen to be chemically inert ; there should be
no possibility of rearrangement in the reactive species and
they must have suitable absorption maxima. The photolabile
compounds were therefore chosen as 4-azido-2-nitophenyl,
2,4-dinitrophenyl, 4-nitrophenyl and an unsubstituted phenyl
group—readily synthesised compounds.[14, 15] To probe the
effect of a nonaromatic group, an alkyl azide was also investi-
gated. The photolabile group was attached to the iminosugar
by using an alkyl linker of between four and six carbons in
length.


It was envisaged that the target compounds could be ac-
cessed by a reductive amination reaction of the iminosugar
with an aldehyde, to which the photolabile moiety was already
attached. In order to minimise side reactions, such as hemiami-


The N-alkylated deoxynojirimycin compound, N-(6’-(4’’-azido-
2’’-nitrophenylamino)hexyl)-1-deoxynojirimycin (6) was syn-
thesised as a potential photoaffinity probe for endoplasmic re-
ticulum (ER) a-glucosidases I and II. Surprisingly this compound
was a highly potent inhibitor of a-glucosidase I (IC50, 17 nm) in
an in vitro assay and proved equally effective at inhibiting cel-
lular ER glucosidases, as determined by a free oligosaccharide
(FOS) analysis. A modest library of compounds was synthesised


to obtain structure–activity information by variation of the N-
alkyl chain length and modifications to the azido-nitrophenyl
group. All of these compounds failed to improve on the effica-
cy of compound 6, but most showed greater enzyme inhibito-
ry potency than N-butyl-deoxynojirimycin (NB-DNJ), a pharma-
cological agent that has been evaluated for the treatment of
several viruses for which infectivity is dependent on host cell
glycosylation.


[a] A. J. Rawlings, H. Lomas, Dr. A. W. Pilling, M. J.-R. Lee, Dr. D. S. Alonzi,
Dr. J. S. S. Rountree, Prof. Dr. R. A. Dwek, Dr. T. D. Butters
Oxford Glycobiology Institute, Department of Biochemistry
University of Oxford, South Parks Road, Oxford OX1 3QU (UK)
Fax: (+ 44) 1865-275216
E-mail : terry.butters@bioch.ox.ac.uk


[b] A. J. Rawlings, Dr. A. W. Pilling, Dr. J. S. S. Rountree, Dr. S. F. Jenkinson,
Prof. Dr. G. W. J. Fleet, Dr. J. H. Jones
Chemistry Research Laboratory, Department of Chemistry
University of Oxford, Mansfield Road, Oxford OX1 3TA (UK)


Supporting information for this article is available on the WWW under
http ://dx.doi.org/10.1002/cbic.200900025.
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nal formation, a masked aldehyde was used, and the photola-
bile moiety was introduced prior to the unmasking of the alde-
hyde functionality.


Two possible pathways to the desired aldehydes were pro-
posed (Scheme 1); either via methyl ester 13 or via alcohols
14–18. Direct SNAr displacement of the aromatic fluorine of 10
by methyl 6-aminohexanoate gave the ester derivative 13 in


97 % yield. The methyl ester functionality was then partially re-
duced to the aldehyde by using diisobutylaluminium hydride
(DIBALH) to give 21 in 63 % yield. The route via the alcoholACHTUNGTRENNUNGderivatives 14–18 was found to be generally more reliable; in
this case, the aromatic fluoride was displaced by an aminoalco-
hol to give the alcohol derivatives in good to excellent yields
(14 : 96 %, 15 : 95 %, 16 : 98 %, 17: 55 %, 18 : 68 %). The free hy-
droxy group was then oxidised to the aldehyde by using either
Dess–Martin periodinane (19 : 78 %, 20 : 67 %, 21: 86 %, 22 :
95 %) or the Swern reaction (23 : 90 %). Reductive amination
with DNJ in the presence of sodium cyanoborohydride and
acetic acid in methanol proceeded smoothly in most cases to
give the desired target molecules in good yield (3 : 55 %, 4 :
80 %, 5 : 70 %, 6 : 58 %, 7: 41 %). The unsubstituted aromatic
target compound 8 and the azido compound 9 were synthes-
ised in a similar manner (Scheme 1).


Biological testing of compounds was carried out by first con-
sidering the in vitro potential of these compounds against
a-glucosidases I and II using a previously reported HPLC
method[13] (Table 1). A representative HPLC analysis of labelled
oligosaccharide digestion products following glucosidase I in-
cubation in the presence or absence of inhibitor 6 is shown in
Figure 1. Compounds 6 and 5 were both shown to be signifi-
cantly more potent than NB-DNJ 2 against both a-glucosida-


Scheme 1. Reagents and conditions: a) Et3N, 1,4-dioxane, RT (858C for 18 and 13) ; b) Dess–Martin periodinane, DCM, RT; c) (COCl)2, DMSO, DCM, Et3N, �608C;
d) DIBALH, DCM, �788C; e) DNJ, NaCNBH3, AcOH, MeOH, RT; f) NaN3, DMF, 50 8C.
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se I and II. The enhancement of inhibitory activity (40 times
greater than NB-DNJ) for 6 reveals this compound to be the
most potent inhibitor of a-glucosidase I described. A previous-
ly synthesised photolabile probe, 4-(p-azidosalicylamido)butyl-
5-amido-pentyl-1-DNJ, showed no improvement in in vitro glu-
cosidase inhibition when compared to N-alkylated DNJ.[16] Also,
17 was shown to have no inhibitory effect, thus demonstrating
that DNJ was a necessary substituent to enable inhibition
(Table 1).


The in vitro data were matched by a cellular FOS analysis. A
typical HPLC profile of the free
oligosaccharide separation fol-
lowing inhibitor 6 treatment of
HL60 cells is shown in Figure 2.
The level of a-glucosidase I and
II inhibition was determined by
the amount of Glc3Man5GlcNAc1


and Glc1Man4GlcNAc1, respec-
tively, produced in the cytosol
as a result of endoplasmic retic-
ulum-associated protein degra-
dation (ERAD). These FOS spe-
cies are the major glucosylated
FOS species produced in re-
sponse to a-glucosidase inhibi-
tion in the ER as a result of gly-
coprotein retrotranslocation via
an ERAD pathway and the ac-
tions of PNGase and cytosolic
a-mannosidase to release and
truncate the oligosaccharide, re-
spectively.[17] The level of gluco-
sylated FOS was higher with 6.
Compound 5 also generated
more glucosylated FOS than NB-
DNJ. Comparison of the series of
compounds 3–5 reveals a re-
quirement for a minimum of six carbon atoms as a linker. Fur-
ther experiments are in progress to evaluate the effects of ex-
tended chains on inhibitory potency. Previously we have
shown that increases in N-alkyl chain length (4 to 18 carbon


atoms) had a weak and nonpredictive structure–activity effect
on glucosidase activity in vitro,[18] thus indicating the impor-
tance of the phenyl group in contributing to binding.


Table 1. In vitro inhibition of purified rat liver a-glucosidase I and II with
Glc1�3Man5GlcNAc1-2AA-labelled substrate.[a]


Enzyme a-Glucosidase I a-Glucosidase II a-Glucosidase II
Substrate Glc3Man5GlcNAc1 Glc2Man5GlcNAc1 Glc1Man5GlcNAc1


Compound IC50 [mm] IC50 [mm] IC50 [mm]


2 0.68�0.05 10.8�0.50 53.0�6.6
6 0.017�0.001 0.30�0.10 0.83�0.18
5 0.108�0.02 6.9�3.40 1.90�0.40


17 NI[b] NI[b] NI[b]


[a] Enzyme was incubated with substrate and inhibitor before NP-HPLC
analysis of the reaction products and estimation of the amount of hydrol-
ysis (see Figure 1). The IC50 values for novel a-glucosidase inhibitors are
compared to NB-DNJ 2. [b] NI = non-inhibitory at the highest concentra-
tion tested (200 mm).


Figure 1. HPLC analysis of a-glucosidase I hydrolysis of Glc3Man5GlcNAc1 oli-
gosaccharide. Glucosidase enzyme was incubated with 2-AA-labelled oligo-
saccharide, as described in the text, in the absence of inhibitor or in the
presence of 20 or 30 nm 6. Hydrolysis in the presence of a range of concen-
trations of 6 was evaluated by measuring the peak areas of substrate and
hydrolysis product (Glc2Man5GlcNAc1) and used to calculate the concentra-
tion of 6 at which hydrolysis was inhibited by 50 % (IC50 value).


Figure 2. HPLC analysis of 2-AA-labelled free oligosaccharides (FOS). HL60 cells were grown in the absence or
presence of 1 or 50 mm 6 for 24 h before isolating FOS, 2-AA labelling and separation by NP-HPLC. The labelled
oligosaccharide peaks were identified following a comparison to a dextran ladder and authentic standards in addi-
tion to an enzymatic structural analysis. Peak areas for the relevant FOS species were calculated in replicate analy-
ses to generate the data shown in Table 2.
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Comparison of FOS produced at 1 mm attempts to focus on
the selective inhibition of a-glucosidase II, since no triglucosy-
lated FOS was produced by any of the inhibitors at this con-
centration (Table 2). Consequently, the level of Glc1Man4Glc-ACHTUNGTRENNUNGNAc1 (glucose unit GU = 5.31) was monitored, since this species
is only produced following inhibition of a-glucosidase II and is
not present in untreated control cells.[13] Compounds 8 and 6
were excellent a-glucosidase inhibitors; this again demonstrat-
ed the value of the six-carbon chain linker and the aromatic
group. It is important to note that 17 had no inhibitory effect
at any concentration tested (up to 100 mm).


The FOS analysis at 50 mm allowed a comparison of the in-
hibition of a-glucosidase I at a noncytotoxic level for all the
DNJ analogues. The FOS species produced following inhibition
of a-glucosidase I, Glc3Man5GlcNAc1, was analysed (GU = 8.29).
The results showed a 25-fold increase in the amount of
Glc3Man5GlcNAc1 produced by 6 compared to NB-DNJ at
50 mm (Table 2).


The FOS assay provides a more meaningful analysis of the
effects of cellular enzyme inhibition and reveals that, for 6 and
5, the potency was not due to greater uptake or ER penetra-
tion. The contribution of the aryl nitro and azido moieties to
inhibitor binding energy would allow further modifications to
improve potency, particularly since 8 is almost as potent as 6
in the cellular assay at 50 mm (Table 2). However, when the
same analysis was performed at 10 mm, 6 led to a four- to five-
fold increase in Glc3Man5GlcNAc1 over 8, thus revealing a con-
centration-dependent mode of glucosidase inhibition that re-
quires critical evaluation for comparative analysis of inhibitory
potential. Interestingly, when the alkyl spacer chain on 8 was
truncated, inhibitory potency decreased (D.S.A. et al. , unpub-
lished results).


Conclusions


In the design of a photoaffinity probe for cellular glucosidases,
potent inhibition of ER-a-glucosidases I and II by compound 6
was achieved. The in vitro inhibition of a-glucosidase I (IC50,
17 nm) measured by using oligosaccharide substrates is a sig-
nificant improvement on previously reported imino sugars[4]


and is the best inhibitor of this enzyme reported to date. The
potent in vitro inhibition was matched by the inhibition of ER-
glucosidases in cells and therefore has potential therapeutic
value as an antiviral strategy.[5]


Experimental Section


Synthesis–general experimental : 1H NMR spectra were recorded
on a Bruker DPX 400 (400 MHz) or a Bruker AV 500 (500 MHz) spec-
trometer and were calibrated according to the chemical shift of
the deuterated solvent. 13C NMR spectra were recorded on a
Bruker DQX 400 (100 MHz) or a Bruker AV 500 (125.8 MHz) and
were calibrated according to the chemical shift of the deuterated
solvent. Chemical shifts (d) are quoted in ppm and coupling con-
stants (J) in Hz. Spectra were fully assigned by using COSY, DEPT
and HMQC. Infrared spectra were recorded on a Bruker Tensor 27
FTIR spectrophotometer by using thin films on NaCl or Ge plates
as stated, and peaks are given in cm�1. Only characteristic peaks
are quoted. Low-resolution mass spectra (LRMS) were recorded on
a Fissions Platform (ESI) spectrometer or a Micromass VG Autospec
500 OAT (ClACHTUNGTRENNUNG(NH3)) spectrometer. High-resolution mass spectra
(HRMS) were recorded on a Micromass VG Autospec 500 OAT (Cl-ACHTUNGTRENNUNG(NH3)) spectrometer or a Micromass GCT (FI) spectrometer. Optical
rotations were measured on a Perkin–Elmer 241 polarimeter with a
path length of 1 dm; concentrations (c) are quoted in g per
100 mL. Elemental analyses were performed by the microanalysis
service of the Inorganic Chemistry Laboratory (Oxford). Melting
points (m.p.) were measured on a Kofler hot-block apparatus and
are uncorrected. Thin-layer chromatography (TLC) was carried out
on aluminium sheets coated with 60F254 silica from Merck, the
plates were visualised under ultraviolet light and were developed
by staining with 6 % phosphomolybdic acid (w/v) in ethanol with
subsequent heating. Flash column chromatography was carried
out with Sorbsil C60 40/60 silica. Purification of 3–9 was carried
out with Waters Sep-Pak Cartridges packed with reversed-phase
sorbent C18. Solvents (HPLC grade) and commercially available re-
agents were used as supplied. For Swern oxidations, dichlorome-
thane was dried over calcium hydride and distilled. Triethylamine
was dried with sodium hydroxide solution and distilled from 2 %
phenyl isocyanate. Dimethylsulfoxide was purchased anhydrous
from Fluka.


Detailed chemical syntheses of the compounds shown in
Scheme 1 can be found in the Supporting Information.


Biological assays


Materials : Tissue culture media were from Gibco/Invitrogen or
Sigma. AnalaR and HPLC-grade solvents were from VWR Interna-
tional (Lutterworth, UK). All other reagents were from Sigma. Water
was Milli-QTM grade.


Inhibitors : Synthesised as described in the Supporting Information,
the inhibitors were:
N-(4’-(2’’,4’’-Dinitrophenylamino)butyl)-1-deoxynojirimycin (3)
N-(5’-(2’’,4’’-Dinitrophenylamino)pentyl)-1-deoxynojirimycin (4)
N-(6’-(2’’,4’’-Dinitrophenylamino)hexyl)-1-deoxynojirimycin (5)


Table 2. Free oligosaccharides (FOS) analysis of HL60 cells treated with 1
or 50 mm a-glucosidase inhibitor for 24 h.[a]


Inhibitor Glc1Man4GlcNAc1 Glc3Man5GlcNAc1


1 mm for 24 h 50 mm for 24 h


2 0.00 0.25�0.01
3 0.00 0.00
4 0.24�0.01 0.00
5 1.55�0.08 1.53�0.07
6 2.83�0.14 6.58�0.33
7 1.05�0.05 3.49�0.16
8 3.62�0.20 6.01�0.30
9 0.29�0.02 1.19�0.06


17 0.00 0.00


[a] Cytosolic Glc1Man4GlcNAc1 (GU = 5.31) produced following a-glucosi-
dase II inhibition in cells (relative to Man4GlcNAc1) with 1 mm inhibitor for
24 h. Cytosolic Glc3Man5GlcNAc1 (GU = 8.29) produced following a-gluco-
sidase I inhibition in cells (relative to Man4GlcNAc1) with 50 mm inhibitor
for 24 h. Man4GlcNAc1 is a lysosomal-derived FOS species that remains
constant at the concentration of inhibitor administered in this study.[13]


Standard deviations from replicate experiments are shown. See Figure 2
for the HPLC profile.


1104 www.chembiochem.org � 2009 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemBioChem 2009, 10, 1101 – 1105


T. Butters et al.



www.chembiochem.org





N-(6’-(4’’-Azido-2’’-nitrophenylamino)hexyl)-1-deoxynojirimycin (6)
N-(6’-(4’’-Nitrophenylamino)hexyl)-1-deoxynojirimycin (7)
N-(7’-Phenylheptyl)-1-deoxynojirimycin (8)
N-(6’-Azidohexyl)-1-deoxynojirimycin (9)


In vitro glucosidase inhibition : 2-AA-Labelled free oligosaccharides
were isolated and purified as substrates for either a-glucosidase I
or a-glucosidase II (both purified from rat liver).[13] The labelled
substrates Glc1Man5GlcNAc1, Glc2Man5GlcNAc1 and Glc3Man5Glc-ACHTUNGTRENNUNGNAc1 were added to separate 1.5 mL centrifuge tubes with varying
concentrations of imino sugar and dried under vacuum. Normal-
phase HPLC analysis of the 2-AA-labelled oligosaccharide and deg-
radation products following enzyme hydrolysis was performed as
described below. Peak area measurement was used to determine
the amount of hydrolysis. Inhibitors were added at various concen-
trations (0–200 mm) to determine the IC50 values.[13]


Cell culture : HL60 cells were cultured in RPMI media containing
10 % foetal calf serum, 2 mm l-glutamine and 1 % penicillin-strep-
tomycin (Invitrogen).


Isolation of free oligosaccharides (FOS) from cells : Cells were cul-
tured to high density (1 � 107 cells mL�1) before the medium was
replaced with fresh medium containing inhibitor at varying con-
centrations, and the cells were seeded at a lower density so as to
achieve a high density at the end of the incubation period. Follow-
ing cell culture, the medium was removed, and the cells were
washed three times with PBS by centrifugation. Washed cells were
stored at �20 8C for a short time before thawing and Dounce ho-
mogenisation in water. The conditions for extraction of FOS were
optimised to maximise recovery of FOS. Essentially, the homoge-
nate was desalted and deproteinated by passage through a mixed-
bed ion-exchange column [0.2 mL AG50W-X12 (H+ , 100–200 mesh)
over 0.4 mL AG3-X4 (OH� , 100–200 mesh)] , pre-equilibrated with
water (5 � 1 mL). The homogenate was added and collected with
water washes (4 � 1 mL). The extracted purified FOS were then
dried under vacuum.


Carbohydrate fluorescent labelling : The FOS were labelled with an-
thranilic acid, as described in the literature.[13] Briefly, anthranilic
acid (30 mg mL�1) was dissolved in a solution of sodium acetate tri-
hydrate (4 %, w/v) and boric acid (2 % w/v) in methanol (see the
Supporting Information for a detailed protocol).


Purification of fluorescently labelled FOS : Labelled oligosacchar-
ides in Tris/HCl buffer (50 mm, pH 7.2) were purified through Con-
canavalin A (ConA)–Sepharose 4B column (100 mL packed resin).
The column was pre-equilibrated with water (2 � 1 mL) followed by
MgCl2 (1 mm), CaCl2 (1 mm) and MnCl2 (1 mm) in water (1 mL) and
finally Tris/HCl buffer (2 � 1 mL, 50 mm, pH 7.2). The sample was
added and washed with Tris/HCl buffer (2 � 1 mL, 50 mm, pH 7.2).


The bound FOS were then eluted with hot (70 8C) methyl a-d-man-
nopyranoside (2 � 1 mL, 0.5 m) in Tris/HCl buffer (50 mm, pH 7.2).


Carbohydrate analysis by normal-phase HPLC : ConA–Sepharose-
purified 2-AA-labelled oligosaccharides were separated by NP-
HPLC on a 4.6 � 250 mm TSK gel Amide-80 column (Anachem,
Luton, UK) with slight modifications to the published method.[13]
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In Vivo Modification of Native Carrier Protein Domains
Andrew C. Mercer, Jordan L. Meier, Justin W. Torpey, and Michael D. Burkart*[a]


Introduction


The carrier protein (CP) is central to the biosynthetic pathways
of many important primary and secondary metabolites.[1] These
small proteins, found either as discrete polypeptides or as
small domains within larger synthases, facilitate biosynthesis
by acting as a scaffold for growing natural products. Due to
their key role in the biosynthesis of fatty acids,[2] polyketides,[3]


and nonribosomal peptides,[4] methods for the specific labeling
of CPs in vivo would be useful for visualizing the localization
and dynamics of these biosynthetic lynchpins, as well as to fa-
cilitate the proteomic identification of CPs from unsequenced
natural-product-producing organisms.


In CP-mediated biosynthesis, the growing acyl chain is
linked to the enzyme through a thioester bond to the terminal
thiol of a coenzyme A (CoA)-derived 4’-phosphopantetheine
(4’-PPant) prosthetic group. This post-translational modification
is introduced by a phosphopantetheinyltransferase (PPTase,
E.C. 2.7.7.7), which transfers the moiety from CoA to a con-
served serine of the apo-CP.[5] The finding that many PPTases
are capable of accepting functionalized CoA analogues as sub-
strates offers an opportunity for selective labeling of CP do-
mains with fluorescence and affinity reporters.[6, 7] However, in
order for this approach to succeed, reporter-labeled CoA ana-
logues must be available to the PPTase, or else the PPTase will
utilize endogenous CoA to produce holo-CPs, which are not
easily visualized or detected. Due to the highly charged nature
of CoA and its analogues, which precludes their use in intracel-
lular-labeling approaches,[8] our previous work has focused on
studying the ability of reporter-labeled CoA precursors to cross
the cell membrane and be transformed into fully formed CoA
analogues in vivo via the endogenous CoA biosynthetic path-
way (Scheme 1).[9, 10] Past studies have applied similar metabolic
delivery strategies to the labeling of post-translationally lipidat-
ed and glycosylated proteins.[11–13] However, while our earlier
studies were essential to the identification of potentially useful
CoA precursors, this work was only explored in the context of
a single Gram-negative bacterial organism, Escherichia coli, and


only proved capable of labeling CPs when they were heterolo-
gously co-overexpressed with a promiscuous PPTase.


Here we report a significant advance in CP-labeling method-
ology by describing for the first time the labeling of endoge-
nous CP domains in native bacterial systems by azide-labeled
CoA precursor 1. We demonstrate its utility in both Gram-posi-
tive and Gram-negative bacterium, as well as in a number of
knockout strains, which probe its requirements for uptake and
PPTase type. We also explore the activity of this analogue in a
human carcinoma cell line, and perform an in-depth analysis of
labeling of the human FAS in this cell line by 2, a previously re-
ported fluorescent CoA precursor. Finally, to evaluate the utility
of this method for proteomic identification of CP-containing
enzymes from unsequenced organisms, we demonstrate itsACHTUNGTRENNUNGapplication towards affinity purification of CPs, as well as for
the de novo sequencing and genetic identification of a fatty
acid biosynthetic CP from an unsequenced bacterium.


Results


In vivo labeling of native ACP


In our previous studies, pantetheine analogues 1 and 2 dem-
onstrated cellular uptake and processing by the endogenous
E. coli CoA biosynthetic enzymes pantothenate kinase (PanK,
E.C. 2.7.1.33), phosphopantothenoyl adenyltransferase (PPAT,
E.C. 2.7.7.3), and dephospho-CoA kinase (DPCK, E.C. 2.7.1.24) to
form reporter-labeled CoA in vivo.[9, 10] The formation of these


Carrier proteins are central to the biosynthesis of primary and
secondary metabolites in all organisms. Here we describe met-
abolic labeling and manipulation of native acyl carrier proteins
in both type I and II fatty acid synthases. By utilizing natural
promiscuity in the CoA biosynthetic pathway in combination
with synthetic pantetheine analogues, we demonstrate meta-
bolic labeling of endogenous carrier proteins with reporter
tags in Gram-positive and Gram-negative bacteria and in a
human carcinoma cell line. The highly specific nature of the


post-translational modification that was utilized for tagging
allows for simple visualization of labeled carrier proteins, either
by direct fluorescence imaging or after chemical conjugation
to a fluorescent reporter. In addition, we demonstrate the utili-
ty of this approach for the isolation and enrichment of carrier
proteins by affinity purification. Finally, we use these tech-
niques to identify a carrier protein from an unsequencedACHTUNGTRENNUNGorganism, a finding that validates this proteomic approach to
natural product biosynthetic enzyme discovery.


[a] Dr. A. C. Mercer, J. L. Meier, Dr. J. W. Torpey, Prof. M. D. Burkart
Department of Chemistry and Biochemistry
University of California, San Diego
9500 Gilman Drive, La Jolla, California (US)
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Supporting information for this article is available on the WWW under
http ://dx.doi.org/10.1002/cbic.200800838.
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CoA analogues was demonstrated by their ability to undergo
reaction with a heterologously expressed CP and PPTase,
which resulted in labeling of the overexpressed CP with a fluo-
rescence or affinity tag. While valuable for method develop-
ment, the heterologous PPTase and CP were present within
the cells at levels that far exceeded those of endogenous pro-
teins. To explore the utility of this method for the metabolic la-
beling of endogenous CPs in a native organism, we directed
our efforts at the fatty acid ACP of E. coli. Fatty acid and CoA
metabolism are well understood in this organism, and our pre-
vious reports indicated that the CoA biosynthetic pathway in
BL-21 strains of E. coli is permissive enough to allow for the in
vivo conversion of pantetheine analogues 1 and 2 to CoA ana-
logues.


By using the wild-type K12 strain of E. coli as a model
system, we set out to demonstrate the in vivo modification of
the native fatty acid CP AcpP. Overnight growth in a 1 mm so-


lution of compound 1 in Luria-
Bertani (LB) media followed by
cell lysis and a copper-catalyzed
cycloaddition reaction with fluo-
rescent alkyne (3 or 4) allowed
visualization of the modified CP
with SDS-PAGE (Figure 1). Fluo-
rescent pantetheine 2 showed
no detectable labeling of native
E. coli CPs under identical
growth conditions. In addition,
control cultures grown with ve-
hicle (DMSO) showed no similar
fluorescence after incubation
with 3 or 4 under cycloaddition
reaction conditions. The protein
modified by 1 was found to run
at the same apparent molecular
weight as recombinantly puri-
fied and labeled AcpP on both
denaturing and native PAGE
gels, a compelling finding given
that AcpP is readily separated
from most other proteins on
high-percentage native gels due
to its small size and charge.[14]


To definitively identify the la-
beled protein, the fluorescent
band was excised, proteolytical-
ly digested, and analyzed by
LC–MS/MS. The results con-
firmed that the labeled band
was indeed the AcpP protein
from E. coli (Figure S1 in the
Supporting Information).


Because a traditional obstacle
to the use of in vivo labeling
techniques has been the ability
of the small molecule to pene-
trate the cell, we also examined


in detail the method of uptake of 1 by E. coli. While E. coli are
capable of synthesizing pantothenate de novo, they alsoACHTUNGTRENNUNGexpress a pantothenate transport system. The panF geneACHTUNGTRENNUNGencodes pantothenate permease, a sodium-dependant pan-
tothenate symporter.[15] If implicated in the uptake 1, PanF ac-


Scheme 1. In vivo labeling strategy. Cells are grown in the presence of azido-pantetheine 1 or fluorescent pante-
theine 2. After uptake, the native CoA biosynthetic enzymes convert the pantetheine analogues to CoA ana-
logues, which then are appended to endogenous CPs by the native PPTase enzyme. After cell lysis azido-modified
CPs can be detected by reaction with alkyne probes 3–5.


Figure 1. Detection of in vivo modified carrier proteins. A) Cultures were
grown with or without compound 1 and reacted with RRX-alkyne 4 after
lysis. Distinct CP labeling is seen in E. coli (1), B subtilis 168 (2), B. subtilis
6051 (3), and S. oneidensis (4) as compared to negative controls B) Labeling
of E. coli ACP by 1 with visualization by DMAC-alkyne 3 was effective in
both LB (lane 1) and M9 minimal media (lane 2) as compared to negative
controls (lanes 2, 4).
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tivity could represent a caveat to the general applicability of
this labeling method to organisms that lack PanF homologues.
To decouple this dedicated pantothenate-uptake system from
the metabolic-labeling protocol, we performed metabolic la-
beling in E. coli strains that contain an in-frame deletion in the
panF gene to knock-out activity.[16] The result of these labeling
experiments were qualitatively indistinguishable from those
performed with wild-type E. coli (Figure S6) ; this suggests that
pantetheine analogues such as 1 enter E. coli by passive diffu-
sion or an alternate uptake mechanism. Additionally, strains of
E. coli with the pantothenate biosynthetic genes panD and
panC knocked out showed no difference in CP labeling by 1
relative to wild-type E. coli ; this indicates the presence orACHTUNGTRENNUNGabsence of active pantothenate biosynthesis has no effect on
labeling efficiency.


Finally we examined the toxicity of metabolic labeling by 1
to growing E. coli. An ideal metabolic label would allow for the
study of CPs in live organisms with minimal perturbation to
their natural growth and metabolism. However, past studies
have associated the in vivo modification of the fatty acid acyl
carrier protein (ACP) by CoA analogues with growth inhibition
in a number of bacteria, including E. coli.[17, 18] To examine the
toxicity of the metabolic-labeling procedure we determined
minimum inhibitory concentrations for 1, 2, and N5-Pan, a pro-
totypical bacteriostatic pantetheine analogue (see Figure S15
for structure), towards E. coli grown in nutrient-rich and mini-
mal media. As opposed to N5-Pan, which inhibits E. coli
growth in minimal media at 30 mm, the compounds used in
this study (1, 2) showed no growth inhibition of E. coli at con-
centrations up to 500 mm. This lack of growth inhibition was
not due to a lack of ACP modification under these conditions
as growth of E. coli supplemented with 1 in minimal media
showed modification of ACP at similar levels to those observed
in LB (Figure 1 B). To reconcile the nontoxic ACP labeling of 1
with the proposed mode of action of bacteriostatic pante-
theine analogues, we have since performed a full study of the
effects that secondary structural characteristics have on the
toxicity of CoA precursors.[19] These findings indicated that the
more polar reporter labels incorporated in 1 and 2 might
result in decreased toxicity relative to N5-Pan-modified ACP
due to an inability of ACPs modified by 1 and 2 to interact
with partner enzymes of the fatty acid biosynthetic pathway;
this is an optimal property for non-toxic, in vivo labeling of
CPs.


In vivo modification of ACPs from other bacteria


Having demonstrated in vivo CP modification in wild-type
E. coli, we sought to next test the generality of this methodolo-
gy for labeling of CP domains in other bacterial species whose
CoA and fatty acid biosynthetic pathways have been less well
studied (Figure 1). Accordingly Bacillus subtilis 6051 and Shewa-
nella oneidensis MR-1, and Bacillus brevis 8246 were grown
with 1 mm pantetheine azide 1 overnight. Lysis followed by
chemical conjugation with fluorescent alkyne 4 allowed low-
molecular-weight proteins corresponding to the fatty acid
ACPs in each of these strains to be visualized by SDS-PAGE


(Figures 1 A and 4). Once again, this tentative identification
was verified by band excision and LC–MS/MS analysis. Data-
base searching allowed identification of the fatty acid ACPs
from B. subtilis and S. oneidensis. This demonstrates that 1 pos-
sesses properties compatible with cellular uptake and process-
ing by the CoA biosynthetic pathways in both Gram-positive
and Gram-negative bacterial species, which together constitute
a large number of known natural-product-producing organ-
isms.


In addition to demonstrating metabolic labeling of the fatty
acid ACPs from these organisms, we explored in further detail
the biosynthetic capabilities necessary for transfer of the 4’-
phosphopantetheine arm from CoA to the conserved serine
residue of ACP by a PPTase (Scheme 1). There are two classes
of bacterial PPTase enzymes: the AcpS type, which is associat-
ed with primary metabolism and necessary for modification of
the fatty acid ACP, and the Sfp type, which is associated with
secondary metabolism and is involved in the modification of
CPs in NRPS and PKS systems.[6, 20, 21] While some cross-reactivity
exists, AcpS-type PPTases are less permissive of variation in CP
or CoA analogue identity.[22] Conversely, the Sfp type shows re-
laxed specificity in terms of CP or CoA identity.[6] We had previ-
ously observed CP labeling in B. subtilis 6051, which carries a
functional copy of Sfp. To ensure that CP labeling by 1 would
not be hindered at the last step in organisms lacking a Sfp-
type PPTase we also tested this method in B. subtilis strain 168,
which contains an in-frame deletion in its Sfp gene and there-
fore contains only the less-permissive AcpS-type PPTase. Meta-
bolic labeling by 1 followed by chemoselective ligation to fluo-
rescent alkyne 4 demonstrated labeling at similar levels to
those observed by using strain 6051 (Figure 1 A). This indicates
the azido-CoA analogue formed from 1 is compatible with
less-promiscuous AcpS-type PPTases; this is a desirable feature
for the labeling of CPs from disparate biosynthetic systems.


Labeling of human type I FAS in living cells


Fatty acid, polyketide, and nonribosomal peptide synthases
can be classified as type I or II depending on whether the
active domains required for product biosynthesis are located
on discrete polypeptides (type II) or are housed on multimodu-
lar megasynthases (type I).[1] Bacterial fatty acid synthases are
type II and as such have discrete active domains, including the
ACP. In animals, most fatty acids are biosynthesized by type I
synthases. Our success in labeling ACPs of type II fatty acid
biosynthesis in bacterial organisms with 1 lead us to test
whether this approach would also be feasible in eukaryotic
cells, particularly in the labeling of type I fatty acid ACP do-
mains.


We chose as a model system the SKBR3 cell line, which is de-
rived from human breast cancer cells.[23] SKBR3 cells were
plated at 25 % confluency and allowed to grow for 24 h at
37 8C before introduction of the pantetheine analogue. Incuba-
tion of the cells with compound 1 for up to 60 h did not result
in detectable labeling of the FAS after cell lysis and reaction
with fluorescent alkyne 4. This was surprising, because we had
expected labeling in eukaryotic cells to be enhanced compared
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to bacteria because mammalian cells cannot produce endoge-
nous pantothenate.[24] The hypothesis that this difference
could be due to differential pantothenate import mechanisms
in eukaryotic and prokaryotic cells led us to test anotherACHTUNGTRENNUNGpantetheine analogue, fluorescent pantetheine 2, which had
shown good compatibility with the CoA biosynthetic pathway
in other studies.[25, 26] Interestingly, this compound, which had
proven ineffective in modifying fatty acid ACPs from endoge-
nous bacterial systems effectively labeled the type I FAS in
human cells (Figure 2 A). Growth of SKBR3 cells with 2 forACHTUNGTRENNUNGbetween 40 and 60 h resulted in visibly bright staining of the
cells, and an increased amount of observable cell death com-
pared to incubation with 1 or DMSO. To quantify the level of
uptake, cell cultures grown with 2 or vehicle DMSO were sub-
jected to analysis by flow cytometry (FACS, Figure 2 B). Of cells
grown with 2, 100 % of the cells could be identified with FACS
as containing significant fluorescence. Lysis of the cells and vis-
ualization of the fluorescent labeled FAS by using SDS-PAGE
gel confirmed labeling of the FAS protein (Figure 2 A). Howev-


er, this labeling was relatively modest compared to expecta-
tions based on the qualitative observation of strong uptake. To
reconcile these results, lysate from the cells was examined by
HPLC along with chemoenzymatically prepared standards of
the four possible intermediates in the processing of pante-
theine 2 by the CoA biosynthetic pathway. The major fluores-
cent peak found in SKBR3 lysate was observed to co-elute with
the product of 2 and PanK, leading us to identify it as the
singly processed phosphopantetheine analogue. (Figure 2 C)
This is consistent with previous reports on the processing of
pantetheine prodrugs by human cells that indicated the bi-
functional PPAT/DPCK as the major point of blockage for for-
mation of CoA analogues in vivo.[27] While we have previously
shown that recombinant human PPAT/DPCK can be used to
convert fluorescent pantetheine analogues into CoA analogues
for CP labeling in vitro,[26] in living cells these enzymes are
most likely present at far lower levels and only process the
most efficient 4’-phosphopantetheine substrates. Additionally
the human FAS is cytosolic, but CoA is known to be seques-


Figure 2. Analysis of type I FAS ACP labeling in SKBR3 cells A) In vivo modification of the human type I FAS. Lysate from cultures grown with compound 2 (+)
show fluorescent modification of the FAS megasynthase as compared to negative controls (left). Blot with anti-FAS antibody confirms the presence and loca-
tion of FAS on the gel (right). B) FACS analysis of SKBR3 cells grown with compound 2 shows 99 % of the SKBR3 cells grown with 2 took up the compound.
C) (panel 1) Compound 2 (black) incubated with PanK+ATP for 15 min results in addition of a phosphate on the 4’-hydroxyl and a shift to lower retention
time (grey). (panel 2) After 120 min the reaction is complete, with all of 2 converted to the phospho analogue. (panel 3) Lysate from SKBR3 cells grown with
2 contains mostly phospho analogue. No further conversion to the CoA analogue in the SKBR3 cells could be detected (Supporting Information).
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tered at its highest intracellular levels in the mitochondria; this
makes localization of the CoA analogue of 2 another compli-
cating factor.[28] Efforts are currently ongoing to develop anACHTUNGTRENNUNGanalogue that shows uptake similar to 2 and demonstratesACHTUNGTRENNUNGimproved compatibility with the human CoA biosynthetic en-
zymes.


Affinity purification of a metabolically labeled bacterialACHTUNGTRENNUNGcarrier protein


One of the major goals of this research has been to isolate and
identify new modular biosynthetic enzymes with these tech-
niques. The studies described above had shown that metabolic
labeling in genetically unmodified cultures by 1 or 2 allowed
for the visualization and identification of fatty acid ACPs from
human, E. coli, B. subtilis, S. oneidensis, and B. brevis lysates.
Here, labeled CPs from sequenced organisms were readily
identified by proteolytic digest and MS analysis of excised gel
bands, followed by comparison of the observed peptides to
genomic databases. However, these analyses also commonly
identified background proteins that migrated at the same mo-
lecular weight on SDS-PAGE. In unsequenced or unannotated
organisms, this phenomenon could complicate de novo se-
quencing efforts and hinder identification of novel synthases
by diluting the pool of labeled CP peptides or identifying false
positives based on sequence homology. To remove contami-
nating proteins and also to verify the specificity of CP modifi-
cation by metabolic labeling, we tested the utility of a biotin-
streptavidin affinity purification method to isolate modified
fatty acid ACPs.


This technique was demonstrated by using S. oneidensis MR-
1, a bacterial strain noted for its production of polyunsaturated
fatty acid natural products.[29] The finding that metabolic label-
ing by 1 is not toxic to growing bacteria suggested that it
modifies only a fraction of the total cellular ACP content be-
cause it allows for at least a basal level of vital cellular process-
es such as fatty acid biosynthesis. Therefore, in order to facili-
tate the recovery of labeled CPs we performed the metabolic
labeling on a large scale by using one-liter cultures. S. onei-
densis MR-1 was grown overnight in the presence of 1 mm


pantetheine analogue 1, centrifuged to a pellet, washed, and
lysed to yield azide-labeled CPs within the crude cell lysate.
The lysate was then subjected to a copper-catalyzed [3+2] cy-
cloaddition reaction with the biotin alkyne 5. After removal of
excess 5 by a desalting column, followed by incubation with
streptavidin agarose beads, the affinity-purified proteins were
recovered by the addition of SDS-PAGE running buffer and
boiling. Figure 3 shows the results of enrichment of lysate
from S. oneidensis that was metabolically labeled with 1
(lanes 1–6) in contrast to a DMSO-treated control (7–9). Com-
parison by SDS-PAGE shows enrichment of an approximately
10 kDa protein from the lysate of MR-1 grown with 1 and
treated with biotin 5 (lane 3). This protein is not enriched
when alkyne 5 is not added (lane 6), and is also not present in
non-metabolically labeled, DMSO-treated cultures of S. onei-
densis (lane 9). This indicates that the enriched band does not
result from endogenous biotinylation or non-specific reaction


of biotin-probe 5 in cell lysates. To our satisfaction, excision,
tryptic digest, and MS analysis of this band resulted in the
identification of the fatty acid ACP. This experiment shows that
in vivo CP-labeling techniques can be used to specifically re-
cover labeled CPs from their native systems.


Identification of a carrier protein from an unsequencedACHTUNGTRENNUNGorganism


B. brevis is a Gram-positive bacterium responsible for the pro-
duction of the natural products gramicidin and tyrocidine.[30]


We chose the nonproducing strain (ATCC 8246) of this un-ACHTUNGTRENNUNGsequenced organism to test whether this chemical proteomic
approach was capable of identifying CPs without the aid ofACHTUNGTRENNUNGgenomic sequence data. As shown above with S. oneidensis,
native CPs labeled by 1 and 2 can be reliably identified
through database searches of known genomes after tryptic
digest and MS. The ability to extend this methodology to the
large number of unsequenced natural-product-producing or-
ganisms would further validate this approach for studying CP-
based natural product biosynthetic enzymes.


Accordingly, B. brevis 8246 was grown overnight in the pres-
ence or absence of compound 1. The cultures were lysed and
prepared as in the other in vivo labeling experiments, followed
by reaction with cognate fluorescent alkyne 4. As can be seen
in Figure 4, B. brevis 8246 cultures grown in the presence of 1
show distinct labeling of a protein with an apparent MW of
15 kDa as compared to control cultures. Although this organ-
ism is unsequenced many other Bacillus species have been
well studied, and these lead us to the expectation that thisACHTUNGTRENNUNGlabeled protein was the type II fatty acid ACP, as we had seen
in previous work with B. subtilis. To verify this hypothesis, we
again excised the fluorescent band and submitted it to MS/MS
analysis (Figure 4 B). Because no database was available for this
unsequenced organism, we constructed a data set comprising
all known bacterial fatty acid ACPs against which to search.


Figure 3. Affinity purification of ACP. Lysate from cultures of S. oneidensis
MR1 that were grown with compound 1 and then treated with biotin-alkyne
5 were incubated with streptavidin agarose, which allowed for the purifica-
tion of modified CP (crude lysate lane 1, desalting column flow lane 2, recov-
ered ACP band—between white arrows—10 kDa lane 3). Cultures grown
with compound 1 but not treated with biotin-alkyne 5 (lanes 4–6) or grown
without compound 1 (lanes 7–9) showed no protein enrichment after incu-
bation with streptavidin agarose. The strong band below ACP is a contami-
nant from the resin and was seen under all elution condtions.
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Searching the observed peptide fragments against this data-
base returned a single hit that matched a tryptic fragment
from the ACP in B. cereus. Because of the small size of type II
fatty acid ACPs, only a small number of tryptic peptides are
generated on proteolytic digest, and a single matching pep-
tide represents a significant percentage of sequence coverage.


To complete the identification of the CP from B. brevis 8246
we constructed a set of degenerate primers from the identified
peptide. By using degenerate and arbitrary PCR techniques, we
were able to generate PCR fragments from genomic DNA.[31]


Sequencing confirmed that we had amplified the ACP gene
from 8246. As seen in Figure 5, the sequence is nearly identical
to the ACP gene from B. cereus and has high homology to the
ACP genes from B. thuringenes and B. anthrasis. It differs con-
siderably from the sequence for B. subtilis ACP. The taxonomy
of B. brevis has been reclassified a number of times, but this
result concurs with recent reports indicating B. brevis and
B. cereus are closely related.[32] While this analysis relied on the
relatively good sequence homology among small CP domains,
the application of this method in combination with affinity
tags targeting alternate active sites on PKS and NRPS multi-ACHTUNGTRENNUNGenzymes[33] should facilitate de novo sequencing of a variety of
CP-containing systems from unsequenced organisms.


Discussion


Previous attempts to label CPs in vivo with functionally useful
labels have been hindered by the inability of charged CoA ana-
logues to permeate the cell membrane. In our prior studies we
addressed this issue by developing uncharged pantetheine an-
alogues and studying the ability of the native CoA biosynthetic
pathway to convert them into reporter-labeled CoA analogues


in living cells.[25, 34] Although these investigations provided in-
sight into the structural features necessary for in vivo produc-
tion of CoA analogues from synthetic pantetheine analogues,
all of these experiments were conducted with heterologously
expressed CPs and PPTases in a single Gram-negative bacteria,
E. coli. Here we have extended this technique to metabolically
deliver CoA analogues to apo-CPs at native levels. By using
this strategy, we have modified CPs from both Gram-positive
and Gram-negative bacteria. The modified type II fatty acid
ACPs in these organisms are detectable after cell lysis by bio-
conjugation of fluorescently tagged alkynes with azido-pante-
theine 1. After visualization by PAGE, these labeled proteins
can be readily identified from LC–MS/MS analysis of excised
gel fragments. Alternatively, cell lysate from organisms that
were grown with 1 can be subjected to copper-catalyzed reac-
tion with biotin-alkyne 5, and their CPs can be isolated. The
metabolic incorporation of 1 shows minimal toxicity and is
compatible with CoA and PPTase pathways from a variety of
different natural-product-producing organisms. This new ability
to selectively label and affinity purify endogenous CPs from


Figure 4. Identification of a carrier protein from an unsequenced organism.
A) Metabolic labeling of B. brevis 8246 by 1 gives a band around 10 kDa that
is not present in the negative control. B) Tryptic MS analysis of this band by
using a database of 200 known bacterial ACP sequences identified a peptide
fragment matching an ACP sequence. C) Degenerate and arbitrary PCR al-
lowed for sequencing of the gene that encodes this peptide and its identifi-
cation as the fatty acid ACP.


Figure 5. Alignment of Bacillus ACP sequences. Alignment of the new ACP
sequence from B. brevis shows high homology with known Bacillus ACP se-
quences.
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native organisms should allow for the discovery of novel CPs
as well as their associated biosynthetic systems.


We have also demonstrated the metabolic labeling of an
ACP from a type I FAS. This indicates that our methodology is
also applicable to type I modular biosynthetic systems and
could provide a means for isolation and identification of the
analogous type I PKS and NRPS megasynthases, which are re-
sponsible for the production of diverse natural products. Inter-
estingly, whereas 1 was effective in modifying type II fatty acid
ACPs in prokaryotes, it did not appear to be efficiently pro-
cessed by the same pathway in the human SKBR3 cell line. Our
previous work has demonstrated that turnover of an analogue
in both the CoA biosynthetic pathway and the phosphopante-
theinylation reaction can be greatly influenced by small
changes in the structure of the particular analogue, and it has
been observed previously that the human PanK isoform shows
a very low sequence homology to those that are used by
many prokaryotes.[35] One explanation for the extremely robust
uptake of fluorescent pantetheine 2, as was observed by FACS
and HPLC analysis, could be that 2 possesses greater activity
with the human PanK enzyme than 1. Efficient processing of 2
by the PanK enzyme would lead to production of a phosphory-
lated, cell-impermeable intermediate. Because there are no cur-
rently annotated import or export mechanisms for pantetheine
analogues in human cells, continued passive diffusion of the
compound into the human cells could result in increasingACHTUNGTRENNUNGaccumulation of this cell-impermeable intermediate, a finding
consistent with the increased cell death observed in cells
grown with 2 for longer periods of time. With such a concen-
tration mechanism in place, it seems credible that despite its
low turnover by the PPAT/DPCK enzyme, a small amount of 2
is converted to CoA and shuttled to the ACP by the human
PPTase; this leads to the observed modest labeling of human
FAS. This preliminary observation of the differential activity of
pantetheine analogues 1 and 2 in bacteria and humans could
eventually prove useful for the specific tuning of the CP-label-
ing method to different organisms, or for the in vivo labeling
of specific CPs in complex mixtures of organisms. With further
refinement this technique may prove practical for the study of
symbiotic natural-product-producing communities by allowing
for time-dependent CP-labeling in an organism-specific fash-
ion.[36]


In addition to possessing compatibility with several different
biosynthetic enzymes, a useful metabolic label must also com-
pete with the natural substrate without inducing cell death. In
this study pantetheine analogues 1 and 2 have been shown to
be compatible with three CoA biosynthetic enzymes and the
CP post-translational modification process in a full spectrum of
prokaryotic and eukaryotic organisms, including Gram-positive
and Gram-negative prokaryotes and eukaryotes. These ana-
logues show model properties in terms of their ability to suc-
cessfully compete with the natural substrates for the CoA bio-
synthetic enzymes and PPTases without any genetically or
media-based advantages. One disadvantage of this technique
from the perspective of its use in proteomic identification of
CPs is that this competition likely results in only intermediate
to low-level labeling of CPs by our unnatural CoA precursors.


However, metabolic labeling of CPs offers an advantage com-
pared to genetic methods (RT-PCR) or post-lysis protein iden-
tification techniques in its ability to detect proteins throughout
all stages of growth, rather than representing a single tempo-
ral snapshot of the dynamic proteome.[33] This characteristic
should prove valuable to the study of the synthesis and degra-
dation of biosynthetic enzymes.


Finally, the use of native metabolic pathways as a means of
in vivo modification of CPs has enabled the identification of a
previously unknown CP. Especially in systems with large or un-
sequenced genomes, a protein-based approach allows for a di-
rected search for CP-dependent biosynthetic pathways without
the use of laborious techniques such as genomic library con-
struction and screening. No genetic information is required,
and complications arising from silent biosynthetic gene clus-
ters are removed. Furthermore, because this method depends
only on the activity of a protein to be phosphopantetheinylat-
ed, it should hold no obvious bias against CP-containingACHTUNGTRENNUNGsystems that are not readily identifiable by homology alone,ACHTUNGTRENNUNGincluding those belonging to orphan gene clusters.[37] We have
initially developed this methodology by using type I and II
fatty acid biosynthetic CPs that are constitutively expressed in
growing cultures. In these studies no effort was made to corre-
late polyketide or nonribosomal peptide production with CP
labeling by 1 or 2. However, the demonstrated compatibility of
this method with uptake, CoA biosynthesis, and PPTase activity
in a wide range of organisms should allow for its similar appli-
cation to PKS and NRPS-producing organisms when correlated
with small-molecule production or antibiotic activity. In the
future, we believe that in vivo labeling of native CPs should
prove highly complementary to existing methods and add
greatly to the knowledge of natural product producing syn-
thases.


Conclusions


A significant number of these biologically relevant natural
products are produced in systems that tether the growing
product to a 4’-phosphopantetheine modified CP. Selective la-
beling of these enzymes could allow for a better understand-
ing of these proteins in their native environments and provide
a platform for discovery of natural product synthases from un-
sequenced organisms. Here we have demonstrated a new set
of tools for investigation and discovery of natural-product-pro-
ducing systems. Using native metabolic pathways as a means
of in vivo modification of endogenous CPs has allowed for the
identification of a previously unknown CP. Because CPs and CP
domains are found in fatty acid, polyketide, nonribosomal pep-
tide, and other metabolite biosynthetic pathways, the ability to
specifically modify these peptides in vivo allows one to probe
numerous biochemical pathways. We have demonstrated for
the first time the modification of native CPs by reporter-
labeled CoA precursors in both prokaryotic and eukaryotic or-
ganisms; this gives access to the full range of CP-dependent
systems.
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Experimental Section


Experimental procedures


See Table 1.


Primers used in this study :
ARB1 5’-GGCCACGCGTCGACTAGTACNNNNNNNNNN-


GATAT-3’
ARB2 5’-GGCCACGCGTCGACTAGTAC-3’
ARB6 5’-GGCCACGCGTCGACTAGTACNNNNNNNNN-


NACGCC-3’
Internal frag 5’-CGCCTGGGCGTAGAAGAAACGGAA-3’
External frag 5’-CGCCTGGGCGTAGAAGAAACGGAA-3’
B. brevis acpp F 5’-ATGGAATGGCAGCTGTTTTAGAGCGCGT-3’
B. brevis acpp R 5’-TAGATGACTCTCTATGTAAGTCACAGCATCGC-3’
In primers ARB1 and ARB6 N is an equimolar mix of A/T/G/C bases.


Media : Luria Broth (LB) was purchased from Fisher Scientific (Wal-
tham, MA). M9 was made according to the standard procedure.[42]


Rich media (RM) contained 1 % bactopeptone, 1 % beef extract,
0.25 % NaCl. McCoy’s 5A media (Invitrogen) was modified to con-
tain a final concentration of 10 % fetal bovine serum. E. coli knock-
out strains were grown in LB.


In vivo carrier protein labeling : Bacteria were grown in the
above-noted media with or without 1 (1 mm) for 12–17 h in anACHTUNGTRENNUNGorbital shaker at 378C. Cells were harvested by centrifugation at
20 000 rpm for 5 min and resuspended in lysis buffer (100 mm


NaCl, 25 mm potassium phosphate pH 7.0). For small culturesACHTUNGTRENNUNG(<10 mL), cells were lysed by addition of lysozyme (3 mg mL�1,
Worthington Biochemical Corporation, Lakewood, NJ) incubated at
258C for 1 h and sonicated (3 � 30 s with a microtip at low power).
For large cultures (>10 mL) cells were resuspended in lysis buffer
(10 mL per liter of culture) with lysozyme (0.1 mg mL�1). After 1 h
incubation with shaking on ice, cells were lysed by two passes
through a French pressure cell. The lysate was then subjected to
reaction with fluorescent alkyne 3 or 4 as previously reported.[34 43]


Determination of kinetic parameters of pantetheine analogues
with PanK : Analogues were assayed for turnover with E. coli PanK
in a coupled enzyme assay as previously described.[34]


Identification of B. brevis ACP : Cultures of B. brevis were grown in
the presence of 1 as described above. MS identification of a la-
beled protein gave a single peptide that matched the B. cereus
AcpP protein. By using this sequence, primers were designed
(ARB1,2,6, internal frag, external frag), and arbitrary PCR was carried
out by following the procedure of Caetano-Anolles.[31] Amplified
bands were ligated into Taq-amplified (TA) vectors (Invitrogen) and
sent for sequencing. The resulting sequence allowed for the
design of specific primers and the cloning of the full acpp gene
(B. brevis F and R). (Table 1).


Tissue culture : SKBR3 human breast cancer cells were grown in
McCoy’s 5A medium (Invitrogen) supplemented with FBS (10 %,


HyClone, Logan, UT, USA) and penicillin–streptomycin-glutamine
(2 %, Invitrogen). Cells were plated at ~25 % confluency on day 0.
On day one, the media was changed to a media that contained
either fluorescent pantetheine 2 (1 mm), or DMSO (0.5 %) as a con-
trol. On day three cells were trypsinized and washed twice with
cold PBS. Cells were lysed by incubation in lysis buffer and Triton-
X 100 (0.1 %) on ice. Protein was recovered by centrifugation.


FACS analysis : 106 cells were trypsinized and washed once in cold
PBS containing 1 % FBS (HyClone). Cells were resuspended in PBS
containing 1 % FBS (1 mL) and analyzed by flow cytometry. Live
cells, as determined by forward and side scatter profile, wereACHTUNGTRENNUNGanalyzed by using a FACScalibur (Becton Dickinson) for uptake of
compound 2.


Large-scale in vivo carrier protein labeling and affinity purifica-
tion : Lysate from MR-1 culture (1 L) grown with or without com-
pound 1 (1 mm) was subjected to the bioconjugation reaction as
previously reported with alkyne 5 as the conjugate probe.[34 43] Re-
actions (1 mL) were diluted to 3 mL in RIPA buffer (10 mm Tris
pH 7.5, 100 mm NaCl, 1 mm EDTA, 0.5 % deoxycholate, 0.1 % SDS,
1 % TritonX 100) and run over two desalting columns (Econo-
Pac 10 DG, Bio-Rad) to remove unreacted 5. The reaction was
eluted in lysis buffer and incubated with streptavidin agarose resin
(Thermo Sci, Waltham, MA, USA) for 2 h at room temperature. The
resin was collected by centrifugation and washed in RIPA buffer
(5 � ). The bound protein was then recovered from the resin by the
addition of SDS-PAGE loading buffer and incubation at 958C for
10 min. After brief centrifugation to remove the melted agarose,
the supernatant was loaded onto a SDS-PAGE gel (12 %) for analy-
sis.


Mass spectroscopic analysis, 1D SDS-PAGE, and in-gel digestion :
The proteins were separated by 1D SDS-PAGE by using Bis-Tris
NuPAGE gels (10 %, Invitrogen). The gel was fixed overnight in
MeOH (50 %)/H2O (43 %)/AcOH (7 %), washed twice with H2O
(200 mL) for 10 min, and stained overnight with Gel Code Blue
(Pierce, Rockford, IL, USA). Subsequently, the gel was washed with
H2O (200 mL) for 1 h. Excised gel bands were washed with 50 %
acetonitrile (MeCN) and 50 % DTT (5 mm)/NH4HCO3 (25 mm) (2 �
200 mL) with vortexing for 10 min, and finally washed with MeCN
(200 mL). The dehydrated gel piece was rehydrated by addition of
ice-cold trypsin (20 mL, 10 ng mL�1, Promega) in DTT (5 mm)/
NH4HCO3 (25 mm), and incubated on ice for 30 min, and the re-
maining trypsin solution was removed and replaced with fresh DTT
(5 mm)/ NH4HCO3 (25 mm). The digestion was allowed to continue
at 37 8C overnight. The peptide mixture was then acidified with tri-
fluoroacetic acid (2 %, 2 mL; TFA; Sigma), vortexed for 30 min, and
the supernate was extracted. Finally, MeCN (20 %)/TFA (0.1 %)
(20 mL) was added, and the mixture was vortexed to extract theACHTUNGTRENNUNGremaining peptides and combined with the previous fraction. The
combined extractions are analyzed directly by nanobore LC–MS/
MS.


Mass spectrometry : The samples were analyzed by electrospray
ionization by using a QSTAR-Elite hybrid mass spectrometer (Ap-
plied Biosystems/MDS Sciex) interfaced to a Tempo nanoscaleACHTUNGTRENNUNGreversed-phase HPLC (Eksigent/Applied Biosystems) by using a
75 mm � 15 cm column (Grace Davison, Columbia, MD, USA) that
was packed with Vydac MS C18 (300 A, 5 mm) packing material.
The buffer compositions were as follows: buffer A: H2O (98 %),
MeCN (2 %), acetic acid (0.1 %, Fluka), heptafluorobutyric acid
(0.005 %, Fluka); buffer B: MeCN (98 %), H2O (2 %), acetic acid
(0.1 %), heptafluorobutyric acid (0.005 %). Samples (10 mL) were in-
jected by the Tempo autosampler onto a C18 PepMap pre-column


Table 1. Strains and cell lines used in this study.


Organism Medium Ref.


E. coli K12 LB/M9 [38]


B. subtilis 168 LB [39]


B. subtilis 6051 LB ATCC 6051
B. brevis 26A1 RM ATCC 8246
S. oneidensis MR-1 RM [40]


human SKBR3 McCoy’s 5A [41]
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(5 mm � 300 mm, LC Packings, Sunnyvale, CA, USA) by using the
channel 1 loading pump at a flow rate of 15 mL min�1 buffer A.
After washing for 5 min, the peptides were transferred onto the
analytical column and eluted directly into the mass spectrometer
with a 25 min linear gradient from 5 to 40 % buffer B at a flow rate
of 300 nL min�1 by using channel 2. LC–MS/MS data were acquired
in a data-dependent fashion by selecting the most intense peak
with charge state 2–4 that exceeds 40 counts with exclusion of
former target ions set to “always” and the mass tolerance for exclu-
sion set to 100 ppm. TOF MS were acquired at m/z 500–1800 Da
for 0.5 s with 20 time bins to sum. MS/MS are acquired from m/z
65–2000 Da by using “enhance all” and 20 time bins to sum, Dy-
namic Background Subtract, Automatic Collision Energy, and Auto-
matic MS/MS Accumulation with the Fragment Intensity Multiplier
set to 12 and Maximum Accumulation set to 3 s before returning
to the survey scan.


Database search : The MS/MS were analyzed by Analyst 2.0 (Ap-
plied Biosystems) and subjected to database search by using
Mascot 2.2.1 (Matrix Science, Boston, MA, USA) with Mascot
Daemon 2.2 (Matrix Science) data import filter parameters set as
follows: default precursor charge state 2–4; precursor and MS/MS
data centroiding by using 50 % height and 0.05 amu merge distan-
ces. MS/MS peaks with intensity less than 1 % of the base peak
were discarded, as were MS/MS spectra with fewer than 22 peaks
remaining. Data were searched against the Swissprot databaseACHTUNGTRENNUNGobtained at ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/ containing
237 168 sequences. The search identified tryptic peptides with up
to two missed cleavages and used mass tolerances of 100 ppm
(MS) and 0.10 Da (MS/MS), with variable modifications as follows:
deamidation (NQ), oxidation (M), pyro-Glu (N-term Q). The search
results indicated that individual ion scores >42 indicate identity or
extensive homology (P<0.05).


Growth-inhibition assay : Assays were modified from reported pro-
cedure.[35] A single colony of K12 was picked into M9 media for
overnight growth and the resulting culture was diluted 1:10 000.
This diluted culture was plated into 96-well tissue culture plates
that contained dilutions of pantetheine analogues in M9 medium.
The plate was incubated overnight at 37 8C, and the wells wereACHTUNGTRENNUNGassessed for growth.


HPLC analysis of SKBR3 lysate : Cytosolic extract from the growth
of SKBR3 cells with 2 was precipitated by trichloroacetic acid, cen-
trifuged, and the supernatant was analyzed by reversed-phase
HPLC by using a Burdick and Jackson OD5 column (4.6 mm by
25 cm, Morristown, NJ, USA) with monitoring at 254 and 360 nm.
The solvents that were used were TFA (0.05 %) in H2O (solvent A)
and TFA (0.05 %) in MeCN (solvent B). Compounds were eluted at a
flow rate of 1 mL min�1. The method used an isocratic step from 0
to 5 min with 100 % A, followed by a linear gradient to 45 % B over
15 min, followed by an increasing gradient with solution B until at
25 min the solvent composition was 100 % solution B. Under these
conditions, 2 and its CoA analogue intermediates eluted between
17 and 21 min. For comparison of the fluorescent compounds ob-
served in SKBR3 lysate to authentic CoA analogue intermediates of
2, 2 was incubated in a stepwise manner with the recombinant
E. coli biosynthetic enzymes PanK, PPAT, and DPCK as previously
described.[25] The product of the reaction of 2 and PanK was com-
bined with a small amount of SKBR3 lysate to verify co-elution of
the two peaks.


General synthetic procedures and materials : All commercial re-
agents (Sigma–Aldrich, Alfa Aesar, TCI America) were used asACHTUNGTRENNUNGprovided unless otherwise indicated. The 5-isomer of Rhodamine-


Red X NHS Ester was purchased from Molecular Probes (Carlsbad,
CA, USA). Azido-pantetheine 1, fluorescent pantetheine 2, biotin
alkyne 5, and 7-dimethylaminocoumarin-4-acetic acid were pre-
pared as previously described.[25 34] All reactions were carried out
under an argon atmosphere in dry solvents with oven-dried glass-
ware and constant magnetic stirring unless otherwise noted. Tri-ACHTUNGTRENNUNGethylamine (TEA), and ethyl-N,N-diisopropylamine (DIPEA) were
dried over Na and freshly distilled. 1H NMR spectra were taken at
300, 400, or 500 MHz and 13C NMR spectra were taken at 100.6 or
75.5 MHz on Varian NMR spectrometers and standardized to the
solvent signal as reported by Gottlieb.[44] TLC analysis was per-
formed by using silica gel 60 F254 plates (EM Scientific) and visuali-
zation was accomplished with UV light (l= 254 nm) and/or the ap-
propriate stain (iodine, 2,4-dinitrophenylhydrazine, cerium molyb-
date, ninhydrin). Silica gel chromatography was carried out with
Silicycle 60 � 230–400 mesh according to the method of Still.[45]


TLC prep plate purification was performed with EMD silica gel 60
F254 precoated plates. Electrospray (ESI) and fast atom bombard-
ment (FAB) mass spectra were obtained at the UCSD Mass Spec-
trometry Facility by Dr. Yongxuan Su by using a Finnigan LCQDECA
mass spectrometer and a ThermoFinnigan MAT- 900XL mass spec-
trometer, respectively.


Synthesis of fluorescent 2-(7-(dimethylamino)-2-oxo-2H-chro-
men-4-yl)-N-(prop-2-ynyl)acetamide (3): 7-dimethylaminocoumar-
in-4-acetic acid (250 mg, 1.01 mmol), DIPEA (440 mL, 2.53 mmol),
propargyl amine (70 mL, 1.01 mmol), and 1-hydroxybenzotriazole
(484 mg, 3.16 mmol) were dissolved in DMF (25 mL) with stirring
and cooled to 08C. N-(3-Dimethylaminopropyl)-N’-ethylcarbodi-ACHTUNGTRENNUNGimide (485 mg, 2.53 mmol) was added in one portion, and the re-
action was allowed to slowly warm to RT and followed by TLC.
After 20 h the solvent was removed under reduced pressure and
the sparingly soluble crude reaction mixture was taken up in
EtOAc with heating. After filtration the soluble portion was purified
by column chromatography (1:1 EtOAc/hexanes to EtOAc to 5 %
MeOH/CH2Cl2). This procedure was repeated several times on the
EtOAc-resuspended filter cake to afford propargyl-DMC 3 (87 mg,
30 %) as an orange solid. 1H NMR (500 MHz, CDCl3): d= 7.43 (d, J =
9.0 Hz, 1 H), 6.61 (dd, J = 2, 9.0 Hz, 1 H), 6.51 (d, J = 2 Hz, 1 H), 6.05
(s, 1 H), 5.92 (br s, 1 H), 4.02 (dd, J = 2.0, 4.5 Hz, 2 H), 3.64 (s, 2 H),
3.06 (m, 7 H); 13C NMR (75.5 MHz, [D6]DMSO): d= 168.4, 161.4,
156.1, 153.5, 151.7, 126.7, 110.1, 109.7, 108.8, 98.2, 81.5, 74.0, 41.0,
39.1, 28.9; HRMS (EI): m/z calcd for C16H16N2O3: 284.1155 [M]+ ;
found: 284.1154.


Synthesis of fluorescent alkyne 2-(6-(diethylamino)-3-(diethyl-ACHTUNGTRENNUNGiminio)-3H-xanthen-9-yl)-5-(N-(6-oxo-6-(prop-2-ynylamino)hexyl)-
sulfamoyl)benzenesulfonate (4): Rhodamine Red-X NHS Ester
(10 mg, 0.013 mmol), DIPEA (10 mL, 0.06 mmol), and propargyl
amine (5 mL, 0.07 mmol), were dissolved in DMF (0.5 mL), covered
with aluminum foil, and allowed to stir for 1 h. After removal of
the solvent under reduced pressure, the bright-red residue was re-
dissolved in MeCN (1.4 mL) and purified by RP-HPLC. The solvents
used were TFA (0.05 %) in H2O (Solvent A) and TFA (0.05 %) in
MeCN (solvent B). Compounds were eluted at a flow rate of
1 mL min�1 with monitoring at 560 nm. The method used an iso-
cratic step from 0 to 5 min with 40 % B, followed by a linear gradi-
ent to 58 % B over 15 min, followed by an increasing gradient with
solution B until at 16 min the solvent composition was 100 % solu-
tion B. Under these conditions 4 eluted around 11.3 min. Pooling
and lyophilization of multiple HPLC runs yielded 4 (6.5 mg, 72 %)
as a red solid. 1H NMR (500 MHz, [D6]DMSO): d= 8.39 (s, 1 H), 8.20
(br t, J = 5.0 Hz, 1 H), 7.91, (d, J = 8.0 Hz, 1 H), 7.90 (br s, 1 H), 7.45 (d,
J = 8.0 Hz, 1 H), 7.03 (d, J = 9.5 Hz, 2 H), 6.94 (d, J = 9.5 Hz, 2 H), 6.91
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(s, 2 H), 3.79 (d, J = 2.5 Hz, 2 H), 3.62 (q, J = 7.5 Hz, 8 H), 3.01 (s, 1 H),
2.83 (q, J = 6.5 Hz, 2 H), 2.04 (t, J = 7.5 Hz, 2 H), 1.42 (p, J = 8.0 Hz,
2 H), 1.37 (p, J = 7.5 Hz, 2 H), 1.19 (t, J = 7.0 Hz, 12 H), 1.15 (t, J =
7.0 Hz, 2 H). MS (ESI): m/z calcd for C36H44N4O7S2 : 708.26 [M]+ ;
found: 731.25 [M+Na]+ .
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