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Comparative Analysis of the Surface Interaction
Properties of the Binding Sites of CDK2, CDK4,

and ERK2

Matthew D. Kelly™ and Ricardo L. Mancera*"

Recently developed hydrogen-bonding and hydrophobic analysis
algorithms were used to investigate the interaction properties of
the ATP binding sites of CDK2, CDK4, and ERK2. We were able to
prioritise those hydrogen-bonding groups that are observed to
bind the native ATP ligand, as well as to identify other important
groups found to bind inhibitors of these enzymes. However, as
the hydrogen-bonding groups in the ATP binding sites of these
enzymes are fairly well-conserved, we have confirmed that inhibi-
tor selectivity may be predominantly due to differences in either
the hydrophobic or steric properties of their binding sites. In par-

Introduction

The cyclin-dependent kinases (CDKs) are a family of Ser/Thr
kinases that act as regulators of cell progression through con-
secutive phases of the cell cycle."” CDKs themselves are regu-
lated through binding to cyclin protein partners which results
in an active heterodimeric complex. The catalytic activity of
CDKs is further increased upon phosphorylation of a conserved
threonine residue (Thr161 in CDK1).” To date, 13 CDK family
members have been identified.®) CDK family members share
similar sizes of between 30 and 40 kDa with approximately
40% sequence identity, and the catalytic core region is struc-
turally conserved across all members.

The precise regulation of CDK activity is essential for the
stepwise execution of the many processes required for cell
growth and division, including DNA replication and chromo-
some separation.” The cellular mechanisms involved in regu-
lating cell cycle, such as the CDK pathways, are often found to
be altered in tumours.” Such revelations have led to the inves-
tigation of CDK inhibitors as possible cancer therapeutics.”

The design of inhibitors specific to a particular protein
kinase was originally thought of as an impossible task owing
to the high degree of homology shared by the ATP binding
domains of these enzymes. This belief was strengthened by
the discovery of a number of ATP-competitive protein inhibi-
tors such as staurosporine” and flavopiridol®, which demon-
strated little selectivity and inhibited a wide range of kinases.
However, the discovery of a potent and relatively specific ATP-
competitive inhibitor (Iressa) of the epidermal growth factor
class of tyrosine kinases highlighted the plausibility of design-
ing selective inhibitors for these classes of proteins.”

The ATP binding site of CDK2 is located in a cleft between
the ~80-residue C-helical N-terminal domain and the ~120-
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ticular, the hydrophobic properties of regions outside the specific-
ity surface were observed to provide a rationale for the differen-
ces in specificity between various inhibitors to these enzymes.
Our method was thus able to identify variations in hydrophobici-
ty. The greater hydrophobicity of certain regions of CDK4 over
analogous regions in CDK2 was detectable; likewise, it was possi-
ble to distinguish variations in hydrophobicity for regions of
CDK2 against those in ERK2, despite the fact that these regions
are largely composed of similar residue types.

residue a-helical C-terminal domain. As mentioned above,
CDKs do not become fully active until bound to a cyclin part-
ner and phosphorylated. However, the ATP binding site is still
able to bind ATP in the inactive monomeric conformation of
CDK2.' The crystal structure of monomeric CDK2 with ATP
bound reveals important interactions within the active site
cleft" In addition to numerous hydrogen bonds, favourable
hydrophobic and van der Waals interactions are formed be-
tween the enzyme and the adenine ring of ATP.

Whereas crystal structures are available for both CDK2 and
ERK2 (extracellular signal-regulated kinase 2), efforts to crystal-
lise CDK4 have been unsuccessful. However, the structure of a
CDK4-mimic CDK2 protein has been made available."? This
protein was generated by replacing the binding site of CDK2
with that of CDK4 using site-directed mutagenesis. The use of
this model has led to the generation of a selective CDK4 inhibi-
tor1Z

Herein we report a comparison of the hydrogen-bonding
and hydrophobic properties of the ATP binding sites of CDK2,
CDK4, and ERK2 using recently developed computational
methods to assess the surface interaction properties of binding
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sites.">' Qur analyses provide a rationalisation of the specifici-

ty and selectivity of known kinase inhibitors consistent with
previous structural observations and molecular modelling stud-
ies, and gives prominence to the differences in hydrophobic
properties that the binding sites of these enzymes have.

Computational Methods

Analyses of the ATP binding cavity of CDK2 were performed
on the ATP-bound X-ray crystal structure of CDK2 (PDB code:
Thck). For the comparative analysis of the binding sites of
CDK2, CDK4, and ERK2, the atomic coordinates were taken
from PDB entries 1aq1, 1gij, and 4erk, respectively. Prior to our
analyses, all hydrogen atoms were added to these structures
by using the Biopolymer module in Insight 2000 (Accelrys).
Water molecules found in the crystal structures were removed
prior to our analyses. The choice of the inactive form of CDK2
was made for the sake of consistency with the structure of
mimic-CDK4 used. The main difference between the active and
inactive form of CDK2 resides is in the conformation of Lys33,
which is oriented toward the binding cavity in the inactive
form of the enzyme. As will be described below, this residue
was identified as a hydrogen-bonding sitepoint but did not
play a role in the interpretation of inhibitor selectivity.

We used a recently developed method to estimate the rela-
tive importance of potential hydrogen-bonding groups (site-
points) in the binding site of a protein." This method uses a
strength-weighted accessible-probability score (SWAPS) to deter-
mine the relative importance of the sitepoints within a binding
pocket. For each hydrogen-bonding sitepoint, the SWAPS is
calculated as the product of the potential strength of the hy-
drogen bond that may be formed and the solvent accessible
probability score (SAPS): SWAPS =d,,x SAPS. For the hydrogen-
bond strength component we used the relative density (d,.) of
the hydrogen-bonding group, as calculated in the IsoStar data-
base of the Cambridge Crystallographic Data Centre (CCDC)."™™
These d,, values represent the propensity of a hydrogen-bond-
ing group to form close (and therefore strong) contacts with a
probe group (that is, a hydrogen-bond donor or acceptor). In
the case of protein surface groups, d,, values range from 0.3
for weak interactions with guanidino (arginine), indolyl (trypto-
phan), or charged imidazole (histidine) groups, to 4.9 for inter-
actions with charged carboxylate groups (glutamate or aspar-
tate). The SAPS value represents the hydrogen-bonding solvent
accessibility of the sitepoint and is calculated by determining
the accessibility of binned probability regions surrounding the
atom. Each bin has an associated probability value that repre-
sents the likelihood of observing a complementary hydrogen-
bonding atom in that position. The greater this value, the
greater the contribution of that bin to the final SAPS value.
The end result is a normalised value ranging between 0 and
1.0 that represents the accessibility of a sitepoint based on the
availability of those regions surrounding the atom that are
more favourable for the positioning of a complementary hy-
drogen-bonding atom. Additional geometric rules were intro-
duced to filter out hydrogen-bonding groups with an unfeasi-
ble geometry for interacting with a ligand that results from
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their being directed away from the binding site. Full details of
this method can be found elsewhere.™

We also used a recently developed method for the analysis
of hydrophobic regions in the binding site of a protein.'¥ This
method considers not only atom type but also local surface
properties such as shape, extent, and crowding when calculat-
ing a hydrophobicity score for a given atom on the binding
site of a protein. It is known that these factors affect the
degree of hydrophobicity of a solvent-exposed nonpolar sur-
face."®' For this purpose, a dot surface is mapped onto a pro-
tein cavity with an initial weight assigned to each dot based
on the underlying atom type. For each dot on the surface, the
contribution from neighbouring dots is calculated, and the
final value is projected back onto the underlying protein
atoms. This allows the final score of an atom to be not only
dependent on its own type but also on that of neighbouring
atoms, along with the extent and shape of the surrounding
surface. This sensitivity to the local environment allows, for ex-
ample, a hydrophobic atom surrounded by other hydrophobic
atoms to score higher than the same hydrophobic atom sur-
rounded by polar atoms. The method was parameterised by
means of a genetic algorithm that optimised the weights of
various atom types to increase the ability of the algorithm to
identify those regions in a binding site that are more likely to
form a strong interaction with a nonpolar group in a ligand.
Unlike approaches that calculate hydrophobic molecular inter-
action fields such as GRID, this method is equally capable of
accommodating changes in the shape and extent of an ex-
posed nonpolar surface, so that concave and/or larger surfaces
are determined to be more hydrophobic, consistent with cur-
rent understanding of the hydrophobic effect."” Full details of
this method can be found elsewhere.™™

Results and Discussion
Hydrogen-bonding analysis of the ATP binding site of CDK2

Thirty potential hydrogen-bonding sitepoints were identified
within the ATP binding cavity of CDK2 (Figure 1). These were
defined as all nitrogen (H-bond donor) and oxygen (H-bond
acceptor) atoms found within a cut-off distance of 5.0 A from
any ATP atom as found in its crystallographic binding mode
(PDB code: 1hck). The 30 potential hydrogen-bonding site-
points identified in the binding site were analysed with the hy-
drogen-bonding sitepoint prioritisation method™ (Figure 2).
This analysis demonstrates that the majority of the hydrogen-
bonding sitepoints are localised around the triphosphate and
ribose regions of ATP. The triphosphate region is dominated by
hydrogen-bond donor sitepoints, whereas the ribose region is
dominated by hydrogen-bond acceptor sitepoints. To facilitate
the analysis of the hydrogen-bonding sitepoints in the ATP
binding pocket, the binding site was divided into three regions
based on the proximity to each of the three components of
the ATP molecule: the adenine ring, the ribose ring, and the
triphosphate group.

Six potential hydrogen-bonding sitepoints were identified
within the adenine binding region of the ATP binding site of
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Figure 1. The 30 potential hydrogen-bonding sitepoints in the CDK2 active
site within 5.0 A of the bound ATP molecule (PDB code: 1hck). The potential
sitepoints are represented as solid spheres with those in red representing
oxygen (H-bond acceptor) atoms and those in blue representing nitrogen
(H-bond donor) atoms.

Figure 2. Analysis of the hydrogen-bonding groups in the ATP binding site.
Hydrogen-bonding donor, acceptor, and amphiprotic sitepoints are coloured
magenta, yellow, and white, respectively. The relative importance of each
sitepoint as determined by its computed SWAPS, is directly proportional to
the size of the CPK spheres representing them; larger spheres indicate site-
points that are considered more important because of their potential hydro-
gen-bond strength and/or solvent accessibility.

CDK2, as listed in Table 1. Three of these sitepoints were fil-
tered out by the H-bond prioritisation method: two were re-
moved as a result of a complete lack of hydrogen-bonding sol-
vent accessibility (that is, a SAPS value of zero) and the other
was removed as it is oriented away from the binding cavity.
This leaves three remaining potential sitepoints within the ade-
nine region of the site. The highest ranking of these is the
backbone N atom of Leu83, which has almost full solvent ac-
cessibility (SAPS>0.995). In accordance with its assessment as
the highest-ranking sitepoint in the region, this nitrogen atom
forms a hydrogen bond with ATP. In addition, it is one of a trip-
let of core sitepoints, at least two of which are targeted by all
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Table 1. Calculated scores of the hydrogen-bonding sitepoints found
within 5.0 A of the adenine ring of ATP.

Sitepoint SAPS die SWAPS
O Phe 80 Not accessible for hydrogen bonding
OGlug1™  0.0628 14 0.0879
N Glu81 Not accessible for hydrogen bonding

N Phe 82 Infeasible geometry

O Leu83 0.4816 14 0.6742
N Leus3®  0.9953 0.7 0.6967

[a] Sitepoints that form a hydrogen bond with ATP.

known ATP-competitive inhibitors of CDK2.®' The final two
members of this core triplet are the remaining sitepoints
scored in this region, one of which is used to form hydrogen
bonds by the adenine ring of ATP. Interestingly, it is the lowest
scoring of the two remaining sitepoints (backbone O atom of
Glu81) that is used by ATP. However, the reason for its low
SWAPS value is a very low hydrogen-bonding specific accessi-
bility (SAPS <0.063), despite having a strength value greater
than the highest-scoring sitepoint in this region (that is, a d,
value of 1.4 in comparison with 0.7 for the backbone N atom
of Leu83). This would suggest that in practice, the low solvent
accessibility of the backbone O atom of Glu81 is overcome if a
corresponding ligand group is suitably aligned by sufficient ad-
ditional interactions between the protein and ligand. The re-
maining sitepoint (backbone O atom of Leu83), while not used
by ATP, is in fact used by the majority of known CDK2 inhibi-
tors, including olomoucine,"® roscovitine,"? and purvala-
nol B.2”

Twelve potential hydrogen-bonding sitepoints were identi-
fied in the ribose binding region of the ATP binding site of
CDK2, as listed in Table 2. Five of these sitepoints were auto-

Table 2. Calculated scores of the hydrogen-bonding sitepoints found
within 5.0 A of the ribose ring of ATP.

Sitepoint SAPS dyy SWAPS
Olle10 0.8554 1.4 1.1976
N Gly 11 Infeasible geometry

OGlyn Infeasible geometry

O Glu12 0.9268 1.4 1.2975
N Glu12 0.9088 0.7 0.6362
N Gly13 Infeasible geometry

NZ Lys33 0.5009 4.0 2.0036
OD1 Asp 86 Infeasible geometry

0OD2 Asp 86® 0.8554 49 41915
0 GIn131% 0.6743 14 0.9440
N Asn 132 Directed away from the ligand

OD2 Asp 145 0.3845 49 1.8841
[a] Sitepoints that form a hydrogen bond with ATP.

matically filtered out by the H-bond prioritisation method as
the result of an infeasible geometry for ligand binding. Of the
remaining seven sitepoints, the highest ranking is one of the
carboxylate O atoms of Asp86. In fact, this particular sitepoint
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is the highest-scoring sitepoint in the entire binding site and,
as this would predict, it forms a hydrogen bond with ATP. Fur-
thermore, this sitepoint is observed to form hydrogen bonds
with a number of known CDK2 inhibitors including staurospor-
ine,®" purvalanol B*” and compound I1."? One further hydro-
gen bond is formed in this region of the binding site with the
backbone O atom of GIn 131; this sitepoint is also used by the
inhibitors staurosporine and compound . Five potential hydro-
gen-bonding sitepoints remain in this region of the binding
site. Two of these, namely the side chain amino Natom of
Lys33 and one of the carboxylate O atoms of Asp 145, are in-
stead targeted by the triphosphate group of ATP (Table 3). The

Table 3. Calculated scores of the hydrogen-bonding sitepoints found
within 5.0 A of the triphosphate group of ATP.

Sitepoint SAPS Ao SWAPS
OGlu12 0.9268 1.4 1.2975
OGly13 Infeasible geometry

N Gly13 Infeasible geometry

N Thr 14 0.9835 0.7 0.6885
OG1 Thr 14" 0.7881 1.6 1.2610
N Tyr15% 0.4734 0.7 03314
OGly16 0.0079 1.4 0.01M

NZ Lys33@ 0.5009 4.0 2.0036
OD1 Asp 127 Infeasible geometry

0D2 Asp 127% 0.4436 49 2.1736
NZ Lys 129% 0.5893 4.0 23572
0GIn131 0.6743 1.4 0.9440
NE2 GIn131 0.9942 1.7 1.6901

N Asn132 Infeasible geometry

OD1 Asn 1320 0.4496 2.0 0.8992
ND2 Asn 132 0.1931 0.7 0.3283
OD1 Asp 145 Infeasible geometry

OD2 Asp 1459 0.3845 49 1.8841

[a] Sitepoints that form a hydrogen bond with ATP.

three remaining sitepoints, which are not used by ATP (namely
the backbone O atom of lle 10 and Glu12 and the backbone
N atom of Glu12), are positioned within the binding site in
such a way that for ATP to form hydrogen-bonding interac-
tions with them, it would have to sacrifice existing hydrogen
bonds, including that with the overall top-ranked sitepoint of
the side chain O atom of Asp 86. These three sitepoints, which
are not used by the ATP molecule, have also not been ob-
served to form hydrogen bonds with known CDK2 inhibitors.

Eighteen new potential hydrogen-bonding sitepoints were
identified in the triphosphate binding region of the ATP bind-
ing site of CDK2, as listed in Table 3 (note that Table 3 also con-
tains some of the sitepoints identified in the ribose binding
region, which are shared between the two regions). Five of
these sitepoints were filtered out by the H-bond prioritisation
method owing to an infeasible orientation for ligand binding.
The backbone O atom of Gly16 may also be removed, as it
forms an intramolecular hydrogen bond with the backbone
N atom of Gly13. The backbone O atom sitepoints of Glu12
and GIn131 also lie in the ribose region of the binding site,
with the latter forming a hydrogen bond with this part of ATP
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and the former being in competition with the highest-ranking
sitepoint, as mentioned above. Of the remaining ten sitepoints,
eight form hydrogen bonds with the triphosphate group of
ATP. These eight include the four highest-ranking sitepoints in
this group, two of which (the side chain N atom of Lys33 and
one of the carboxylate O atoms of Asp 145) also form hydro-
gen bonds with the inhibitors indirubin-5-sulfonate®® and hy-
menialdisine,”” respectively. The last two remaining sitepoints
that do not form hydrogen bonds with ATP (the side chain
amido N atoms of GIn131 and Asn132) are positioned in such
a way that a ligand would have to sacrifice hydrogen bonds
with higher-scoring sitepoints to interact with them. These
two sitepoints not used by ATP have also not been observed
to form hydrogen bonds with known CDK2 inhibitors.

It can be observed that in each of the three regions of the
ATP binding site of CDK2, the highest-ranking sitepoint forms
a hydrogen bond; this includes the overall highest-ranking
sitepoint for the entire binding site. In fact, of the 19 sitepoints
not filtered out by the H-bond prioritisation method, the five
top-ranking sitepoints are all used by ATP to form hydrogen
bonds. It is important to realise that the ranking of the poten-
tial sitepoints, coupled with the filtering out of 11 of these site-
points owing to an infeasible orientation or absence of hydro-
gen bonding solvent accessibility (SAPS value of zero), has
vastly decreased the combinatorics of sitepoint selection for
this binding site.

In addition to decreasing the combinatorics of sitepoint se-
lection, the H-bond prioritisation method has also identified
further hydrogen-bonding sitepoints not used by ATP that pro-
vide potential targets for inhibitor design. For example, the
unused sitepoint (backbone O atom on Leu83) in the adenine
binding region of the binding site (Table 1), which scores
higher than one of the sitepoints used by ATP, is observed to
be involved in the binding of numerous CDK2 inhibitors.”

A consensus principal component analysis of molecular in-
teraction fields computed with GRID has been used in the past
to describe the three-dimensional electrostatic, steric, and hy-
drophobic properties of protein kinases.” The above-de-
scribed hydrogen bonding analysis is consistent with contour
maps indicating areas of favourable polar interactions in the
binding site of CDK2.24

Hydrophobic analysis of the ATP binding site of CDK2

The hydrogen-bonding properties of the ATP binding site of
CDK2 are well known, and our above analysis has served as a
good example to validate our H-bond prioritisation method.
On the hand, the hydrophobic properties of this binding site
have not been properly rationalised despite their potential role
in the specificity and selectivity of designed inhibitors. Molecu-
lar field analyses of the hydrophobic properties of protein kin-
ases have clearly revealed the presence of well-defined hydro-
phobic areas in the binding site.? However, such methods
use hydrophobic probes with the GRID program which are
unable to capture subtle differences in the hydrophobicity that
arise from changes in the shape, extent, and crowding of pro-
tein surfaces. We thus applied our recently developed method
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toward analysis of the hydrophobic properties of binding
sites."”” As expected, this analysis identified the adenine bind-
ing region as the most hydrophobic part of the ATP binding
site (Figure 3), with the least hydrophobic region being the tri-

Figure 3. Analysis of the hydrophobic properties of the ATP binding site of
CDK2. Binding-site atoms are coloured according to their calculated hydro-
phobic score, with atoms in red as the most hydrophobic and atoms in blue
as the least. ATP is shown in stick representation in its crystallographically
bound conformation (PDB code: Thck).

phosphate binding region. These observations confirm that
the relatively nonpolar adenine ring of ATP binds in the most
hydrophobic region of the binding site, whereas the highly
charged triphosphate group binds to the least hydrophobic
region.

In addition to calculating what effectively constitutes a hy-
drophobic profile of the binding site, this analysis also provides
an indication of the type of ligand groups that would enable
favourable interactions between an inhibitor and additional re-
gions within the binding cavity. For example, the hydrophobic
adenine binding region extends into an area unused by ATP.
This region may be targeted in the design of inhibitors
through the addition of nonpolar groups to improve binding
affinity or, if this region were unique to the CDK2 binding site,
it may be targeted to improve the selectivity of inhibitors.”
We comment on this further below.

Comparative analysis of selected cyclin-dependent kinases

A comparative analysis of the hydrogen-bonding and hydro-
phobic properties of a selection of different ATP binding sites
was performed, namely on CDK2, CDK4, and ERK2; any differ-
ences between them was investigated further.

In the first part of our analysis, any differences between the
hydrogen-bonding sitepoints in the ATP binding site of the
three kinases were investigated (Tables 4 and 5). Table 4 pres-
ents the set of nine sitepoints that are used by a range of
CDK2 inhibitors (see Table 6 for the complete list of inhibitors
studied), along with the respective sitepoints in the binding
sites of CDK4 and ERK2. All except one of these sitepoints are
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Table 4. The set of nine sitepoints A-l used by a range of inhibitors of
CDK2 along with the corresponding sitepoints in the binding sites of
CDK4 and ERK2.
Code CDK2 CDK4 ERK2
A O Glu81 O Glu81 O Asp 104
B N Leu83 N Val 83 N Met 109
C O Leu83 O Val 83 O Met 106
D 0OD2 Asp86 0OD2 Asp86 OD2 Asp 109
E NZ Lys 33 NZ Lys33 NZ Lys52
F 0 GIn131 0 GIn131 O Ser151
G OD1 Asn 132 ND2 Asn 132 ND2 Asn 152
H 0OD2 Asp 145 OD2 Asp 145 OD2 Asp 165
| N Asp 145 N Asp 145 N Asp 165

conserved across the three binding sites with structurally
equivalent groups. The only sitepoint that is not conserved is
the side chain amide O atom of Asn 132, which is replaced by
the side chain amide N atom of the equivalent asparagine resi-
due in the pockets of CDK4 and ERK2 (the rotameric conforma-
tion of the terminal amide group of Asn 132 in these enzymes
is consistent with intraprotein hydrogen bonds). However, of
the inhibitors studied, this particular sitepoint is only used by
hymenialdisine; as this inhibitor demonstrates no significant
selectivity between the three binding sites investigated, this
sitepoint is unlikely to play a role in determining ligand selec-
tivity.

The SWAPS values calculated for the set of nine sitepoints in
the binding site of CDK2, along with those for their equivalent
sitepoints in the binding sites of CDK4 and ERK2, are shown in
Table 5. The first clear difference between the SWAPS values

Table 5. The d,., SAPS, and SWAPS values calculated for each of the sets

of nine hydrogen-bonding sitepoints used by inhibitors of CDK2, along

with the scores for the corresponding sitepoints in CDK4 and ERK2.”!

CDK2 CDK4 ERK2

Code SAPS d,. SWAPS SAPS d. SWAPS SAPS d,. SWAPS
A 0.1655 1.4 0.2317 0.0769 1.4 0.1074 0.1135 1.4 0.1589
B 0.9998 0.7 0.6999 0.9219 0.7 0.6453 0.4649 0.7 0.3254
C 0.0534 14 0.0748 0.5890 1.4 0.8246 03516 14 04922
D 09153 4.9 44850 04889 49 23956 0.8018 4.9 3.9288
E 0.5035 4.0 2.0140 0.5000 4.0 2.0000 0.7094 4.0 2.8379
F 0.6483 1.4 0.9076 0.5946 1.4 0.8324 05294 14 0.7412
G 0.1560 2.0 0.3120 0.0580 1.7 0.0986 0.0242 1.7 0.0411
H 0.6326 4.9 3.0997 0.1275 49 0.6248 0.9299 4.9 4.5565
| 0.9978 0.7 0.6985 0.9925 0.7 0.6947 0.7136 0.7 0.4995

[a] The sitepoints are represented by the letters A-l, as defined in Table 4.

for a particular sitepoint and its equivalent sitepoints in the
other binding sites is the low score calculated for the back-
bone O atom of Leu83 (sitepoint C) in CDK2. This sitepoint is
part of the core triplet of sitepoints in the ATP binding site
and is used by the majority of inhibitors of CDK2, in addition
to those demonstrating selectivity for CDK4 over CDK2 (that is,
compound ). As such, it is unlikely that the targeting of this
sitepoint would lead to the generation of a ligand selective be-
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tween these three binding sites.
Another difference in the SWAPS
values are the higher scores cal-
culated for the side chain amide
O atom of Asn132 and the car-
boxylate O atom of Asp 145 (site-
points G and H, respectively) in
CDK2, as compared with the
equivalent sitepoints in CDK4. Of
the inhibitors studied, these two
sitepoints are only used by the
inhibitor hymenialdisine, which
forms hydrogen bonds with
both of them. Whereas the near

Figure 4. Comparison of the hydrophobic profiles of the specificity surface (dashed box) in a) CDK2 and b) CDK4.
Protein atoms are coloured according to their predicted hydrophobic score, with the most hydrophobic atoms in
red and the least, in blue. The three core hydrogen-bonding sitepoints of the adenine binding region (O Leu83, N

Leu83, and O Glu81 in CDK2) are coloured cyan to indicate alignment. The atomic coordinates for CDK2 were

tenfold increase in selectivity of
hymenialdisine for CDK2 over
CDK4 (Table 6) correlates with
this difference in SWAPS values, this inhibitor displays even
greater selectivity against ERK2, for which sitepoint H (a car-

Table 6. IC, values of a range of inhibitors of CDK2, along with the cor-
responding values for CDK4 and ERK2."!

Inhibitor ICso [uM] CDK2  ICs, [um] CDK4  1Cs, [um] ERK2
olomoucine 7.0 > 1000 50.0
staurosporine 0.007 >10 0.020
(R)-roscovitine 0.7 >100 14.0
purvalanol B 0.006 >10 3.33"
hymenialdisine 0.07 0.6 2.0
indirubin-5-sulfonate 0.04 0.3 >100
compound [ 0.096 0.051 ND
compound I 25 0.21 ND

[a] Values were taken from Knockaert et al.”’! [b] Value for the ERK1 sub-
type. [c] Values taken from lkuta et al."? [d] Not determined.

boxylate O atom of Asp 165) has an even higher SWAPS value
than in CDK2. As such, it appears unlikely that the targeting of
these sitepoints alone would lead to the generation of a sub-
type-selective inhibitor.

Given the overall conserved nature of the hydrogen-bonding
sitepoints in the ATP binding sites of CDK2, CDK4, and ERK2, it
seems likely that inhibitor selectivity may be predominantly
the result of differences in either the hydrophobic or steric
properties of the binding sites, as previous molecular field
analyses of protein kinases have revealed.”” To explore this fur-
ther, the hydrophobic properties of each of the ATP binding
sites of these enzymes were analysed with our recently devel-
oped method and compared, to find a rationale for selectivity.
Our analysis identified three main regions that display a signifi-
cant variation in their hydrophobic profiles across these bind-
ing sites.

The first region identified is a hydrophobic surface that ex-
tends away from the adenine binding site and is not used by
ATP (Figure 4). This region has previously been described as
the specificity surface based on its restricted conservation
across multiple protein kinase binding sites;*® for instance, in
ERK2, the ATP binding site does not extend into this region.
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taken from PDB entry 1aq1 and those for CDK4 were taken from PDB entry 1gij.

Based on this, the targeting of the specificity surface with non-
polar aromatic groups has led to large gains in both binding
affinity and specificity." Our hydrophobic analysis of this spe-
cificity surface in CDK2 reveals a highly hydrophobic region
near the core sitepoints, which becomes less hydrophobic as
the surface extends away (Figure 4a). In contrast, the corre-
sponding surface in CDK4 is initially slightly less hydrophobic
near the core sitepoints, but becomes progressively more hy-
drophobic as the surface extends away (Figure 4b). In addition
to this difference in hydrophobicity, the specificity surface in
CDK2 contains a bulky lysine residue (Lys89) in place of a
smaller threonine residue (Thr89) in CDKA4. This residue substi-
tution may impose steric restrictions on any inhibitor groups
targeting this area.

A second region (termed Region 2) that exhibits differences
between the hydrophobic properties of the two sites is high-
lighted in a view of the specificity surface from a slightly differ-
ent perspective (Figure 5). The region indicated by the dashed
box in Figure 5 reveals a surface with greater hydrophobicity
in the CDK4 binding site than that of the CDK2 binding site,
despite being composed of the same residue types (Asp 86,
Lys 129, GIn131, Asn 132, and Leu 132 in both CDK2 and CDK4).
This suggests that the observed difference in hydrophobicity
arises from the surface characteristics of this region, a property
explicitly considered by our algorithm. This increased hydro-
phobicity in CDK4 can be explained by a combination of this
region lying on a slightly more concave surface in CDK4 along
with the closer proximity of the largely nonpolar residues lle 10
and Gly11 from the opposing surface. This latter difference
would result in an increased nonpolar crowding effect on this
region and a consequent increase in hydrophobicity, an effect
that our method was designed to capture explicitly. Local
changes in the conformation of this region in the active form
of CDK2 and/or CDK4 may have a more noticeable effect given
that both proteins share the same amino acid composition in
this part of the binding site.

There is a third region (termed Region 3) of the binding site
that demonstrates a substantial difference in hydrophobic
properties between the proteins. This region is local to Phe 80
in CDK2 (Figure 6). The analysis of this region in CDK2 (Fig-
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Figure 5. Hydrophobic analysis of the region local to the specificity surface (dashed box) in a) CDK2 and b) CDK4,
shown from a different perspective to highlight additional differences between the two regions. Protein atoms
are coloured according to their predicted hydrophobic scores, with the most hydrophobic atoms in red and the
least hydrophobic in blue. The three core hydrogen-bonding sitepoints of the adenine binding region (O Leu 83,
N Leu83, and O Glu81 in CDK2) are coloured cyan to indicate alignment. The atomic coordinates for CDK2 were
taken from PDB entry 1aq1 and those for CDK4 were taken from PDB entry 1gij.

Figure 6. Comparison of the hydrophobic analysis of the region local to Phe 80 in a) CDK2 and b) the correspond-
ing region in ERK2. Protein atoms are coloured according to their predicted hydrophobic scores, with the most
hydrophobic atoms coloured red and the least hydrophobic in blue. The three core hydrogen-bonding sitepoints
of the adenine binding region (O Leu83, N Leu83, and O Glu81 in CDK2) are coloured cyan to indicate alignment.
The atomic coordinates for CDK2 were taken from PDB entry 1aq1 and those for ERK2 were taken from PDB entry

4erk.

ure 6a) and CDK4 predict a highly hydrophobic surface relative
to that for the corresponding region in ERK2 (Figure 6b). This
difference most likely arises from variations in surface shape
and polarity due to the presence of a glutamine residue
(GIn103) in ERK2 as opposed to the more bulky and nonpolar
phenylalanine residue (Phe 103) present in CDK2 and CDKA4.

Rationalisation of inhibitor selectivity

Comparative analyses of the crystal structures of a number of
key inhibitors of CDKs have helped in the search for a rationali-
sation of their specificity and selectivity and to guide the
design of more potent inhibitors.* Our methods for analysing
the hydrogen-bonding and hydrophobic properties of the
binding sites of proteins are aimed in this case at providing a
different light under which to look at the key structural differ-
ences across a few selected kinase proteins, looking for consis-
tencies with previous analyses, and for a more detailed analysis
of the interaction properties of their binding sites.

Following the separate analysis of the above three discrimi-
natory regions, the relationship between inhibitor selectivity
and their targeting was investigated. By using a set of inhibi-
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tors for the cyclin-dependent
kinases (listed in Table 6), which
demonstrate a range of selectivi-
ties across the three protein kin-
ases studied and for which crys-
tallographic binding modes are
known, any relationships be-
tween their binding characteris-
tics and selectivity could be elu-
cidated.

The first group of inhibitors all
demonstrate selectivity for CDK2
over CDK4, whilst also binding
to ERK2 (although with less affin-
ity than for CDK2). This group of
inhibitors consist of olomoucine,
staurosporine, (R)-roscovitine,
and purvalanol B (Figure 7). In
contrast, the second group of in-
hibitors all bind CDK4, whilst
demonstrating a range of selec-
tivities against CDK2 and ERK2.
This group of inhibitors consist
of hymenialdisine, indirubin-5-
sulfonate, compound!| and a
CDK4-selective inhibitor (com-
pound Il, Figure 8).

As Figures 7 and 8 illustrate,
both sets of ligands target the
hydrophobic selectivity surface
with nonpolar groups. Whereas
the targeting of this region with
nonpolar ligand groups has
been shown to produce ligands
with improved binding (for ex-
ample, the addition of a phenyl group to the CDK2 O°-cyclo-
hexylmethylguanine inhibitor NU2058 increases its binding af-
finity ~10-fold®), it does not improve selectivity for CDK2
over CDK4 (Table 7). This inability to improve selectivity would
be expected given the relative conservation of this largely hy-
drophobic region between the CDK2 and CDK4 binding sites
(although there are some steric differences, as noted above).
These observations are consistent with a five-point pharmaco-
phore model for kinase frequent hitters (promiscuous inhibi-
tors),® which include two acceptor and two donor points that
match the three core sitepoints and an additional hydrogen-
bonding group (probably Lys33), and an aromatic point that
matches this hydrophobic specificity region.

One difference between these two sets of ligands is found
in the ribose binding region (Region 2). The first group of in-
hibitors, which do not bind CDK4, occupy the region local to
GIn131 with polar groups (that is, the hydroxy groups in olo-
moucine, roscovitine, and purvalanol B and an amine in stauro-
sporine; Figure 7). In contrast, the second group of inhibitors,
which do bind CDK4, do not occupy the region local to
GIn131 to the same extent and instead present less polar
groups to this region (that is, the tricyclic region of compound
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Figure 7. Chemical structures of the CDK2 inhibitors a) olomoucine, b) stau-
rosporine, c) (R)-roscovitine, and d) purvalanol B. The three core sitepoints
(O Glu81, N Leu83, and O Leu83 in CDK2) are highlighted (grey spheres) to
indicate the relative orientation of the inhibitors. In addition, the inhibitor
structures that bind in regions 1 (specificity surface, dashed box) and 2
(dashed circle), as identified in the hydrophobic analysis, are shown.

Figure 8. Chemical structures of the CDK2/4 inhibitors a) indirubin-5-sulfo-
nate, b) hymenialdisine, and c) compound |, along with the CDK4-selective
inhibitor d) compound II. The three core sitepoints (O Glu81, N Leu83 and
O Leu83 in CDK2), are highlighted (grey spheres) to indicate the relative
orientation of the inhibitors. In addition, the inhibitor structures that bind in
regions 1 (specificity surface, dashed box) and 2 (dashed circle), as identified
in the hydrophobic analysis, are shown.

II; Figure 8). This difference between the binding modes of the
two sets of ligands is in agreement with the difference in the
hydrophobic properties calculated for this region of the ATP
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Table 7. Effects of substituting different groups on the CDK2 O°-cyclo-
hexylmethylguanine inhibitor NU2058 to target the hydrophobic specifici-
ty region in the ATP binding pocket.”

g
=4

N
R_<}\1:/§/

O

O

Inhibitor R Inhibition of CDK activity [um]
CDK2 CDK4
NU2058 NH, 1243% >100"
NU6094 HN@ 1.0+0.03 16+5
Cl

NU6086 HN 23403 >100

g
NU6102 HN@ﬁ_NHz 0.006 4+0.0005 1.6£1.0

O

[a] Data reported as ICs, values, taken from Davies et al.””). [b] Inhibition
reported as K;; the authors demonstrated that the K; and ICg, values de-
scribed in their study are proportional.

binding site (Figure 5), which in CDK2 is predicted as being far
less hydrophobic (more polar) than in CDK4.

The CDK4-selective inhibitor (compound Il) in the second set
of ligands is an example of a ligand that does not bind to
CDK2 (Figure 8c). This lack of affinity is most likely due to
steric restrictions in the region to the outside of the specificity
region, imposed by the presence of a lysine residue (Lys89) in
the CDK2 binding site as opposed to the smaller threonine res-
idue (Thr89) in the CDK4 binding site. This steric restriction
prevents the bulky nonpolar indol-1-yl extension on this inhibi-
tor from binding in this region. The importance of this region
in the binding site to selectivity against CDK2 was demonstrat-
ed by the 1000-fold increase in selectivity conferred by the ad-
dition of such a bulky nonpolar extension;'? the removal of
this group from the CDK4-selective inhibitor results in a ligand
that binds to both CDK2 and CDK4. Our hydrophobic analysis
of this region in the binding site (Figure 4) predicts it as being
more hydrophobic in CDK4 than in CDK2, which suggests that
it is important for the bulky extension of the ligand to be non-
polar, as it is in compound Il. On the other hand, a smaller and
more polar extension would be expected to favour CDK2 bind-
ing. This prediction is confirmed in the binding of the CDK2-in-
hibitor NU6102 (Table 7), which has a polar sulfonamide group
at this position and demonstrates ~1000-fold selectivity for
CDK2 over CDK4.

In the case of inhibitor selectivity for CDK2 versus ERK2, the
region of the binding site showing the most variation was that
around Phe80 in CDK2 (Region 3). As predicted by our hydro-
phobic analysis of this region (Figure 6), targeting it with a
nonpolar group would be expected to produce a ligand that
binds preferentially to CDK2 over ERK2. This behaviour was
indeed demonstrated by the binding profiles of the inhibitors
indirubin-5-sulfonate and hymenialdisine, which show selectivi-
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ty for CDK2 over ERK2; both compounds project nonpolar
rings into this region. In contrast, the ERK2-binding p38 inhibi-
tor SB220025, which has been co-crystallised with ERK2 and
shown to bind to the ATP binding site (PDB code: 3erk),* tar-
gets this region with the more polar fluorine atom (Figure 9).

o ? °
AN NH
oy
N

HN

LA
by /

Figure 9. Structure of the p38 inhibitor SB22025 as bound to ERK2 (PDB
code: 3erk). Hydrogen bonds formed between the inhibitor and two of the
three core sitepoints (O Asp 104, N Met 106, and O Met 106) are highlighted
(grey spheres) to indicate orientation. Region 3 (the area local to Phe 80 in
CDK2) is highlighted by the grey crescent.

Similar conclusions about the importance of Phe80 were
drawn after a molecular field analysis of the differences be-
tween the binding sites of CDK2 and GSK3p.E”

Conclusion

The ATP binding sites of the cyclin-dependent kinases CDK2
and CDK4 and of the extracellular signal-regulated kinase ERK2
have been analysed with recently developed hydrogen-bond-
ing prioritisation and hydrophobic analysis methods. The hy-
drogen-bonding prioritisation method, designed to rank hy-
drogen-bonding sitepoints within a binding site, was able to
prioritise those sitepoints observed to bind the native ATP
ligand, in addition to suggesting further high-scoring site-
points found to bind inhibitors of these enzymes. However, it
is clear that the hydrogen-bonding sitepoints in the ATP bind-
ing sites of CDK2, CDK4, and ERK2 are fairly well conserved,
making it likely that inhibitor selectivity may be predominantly
the result of differences in either the hydrophobic or steric
properties of the binding sites.

The hydrophobic analysis predicted properties of a binding
site that, as would be expected, is complementary to the
native ATP ligand. Moreover, this hydrophobic analysis indicat-
ed regions in the binding pocket unoccupied by ATP which
may provide additional targets for inhibitor design. Three key
regions were identified by the hydrophobic analysis. The first
region, which has previously been described as the specificity
surface, is a largely hydrophobic surface present in both CDK2
and CDK4 binding sites. The targeting of this region with a
nonpolar ligand group has been found to increase binding af-
finity. Owing to its presence in both CDK2 and CDK4 binding
sites, the targeting of this region is unlikely to result in selectiv-
ity between these two proteins. However, the binding-site
region to the outside of this specificity surface is more hydro-
phobic in the CDK4 binding site and is also able to accommo-
date a more bulky ligand group. This difference is reflected in
the binding mode of the CDK4-selective inhibitor, compound II.
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The second region, local to this specificity surface, consisted of
a surface in CDK4 more hydrophobic than in CDK2, which was
reflected in the nature of the inhibitor groups occupying this
region. The third region, local to Phe80 in CDK2, presented a
surface more hydrophobic in CDK2 than in ERK2. This differ-
ence was again reflected by the binding profiles of kinase-se-
lective inhibitors.

Whereas the selectivity-conferring regions identified in this
analysis have already been targeted by existing inhibitors, our
hydrophobic analysis method enabled their rapid detection in
addition to providing an indication of the type of ligand group
that is likely to bind favourably. Importantly, our method was
also able to identify variations in hydrophobicity that derived
from surface-based effects alone, such as the greater hydro-
phobicity of certain regions in CDK4 in comparison with CDK2,
despite being made up of largely similar residue types. This, in
turn, allows the rationalisation of increased selectivity of kinase
inhibitors on the basis of the hydrophobic properties of their
binding sites.
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