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1. Introduction

The discovery of new drug targets is a constant challenge for
pharmaceutical companies. Over the last few decades, most
drugs that have been developed are enzyme inhibitors.[1] One
explanation for this preference is that enzymes bind naturally
to small molecules: their substrate. This offers the possibility of
identifying small molecules that mimic the substrate and bind
to these proteins, thus inhibiting their biological activity. For
example, transition-state analogues bind with high affinity to
enzymes and are potent inhibitors.[2] Furthermore, as enzyme
inhibitors are normally small molecules, they usually have an
acceptable bioavailability, which facilitates their development.
Today, however, while many enzymes have still not been tar-
geted or are in the process of being evaluated in a more sys-
tematic fashion,[3] the pharmaceutical industry is looking for
new opportunities outside the enzyme field. Amongst the po-
tential candidates, inhibitors of protein–protein interactions
represent an attractive new class of molecules. Many proteins,
including enzymes, exert part if not all of their biological activi-
ty by interacting with other proteins. The prevention of these
interactions is a way of modulating the activity of such pro-
teins.

The structural diversity and large number of protein–protein
interfaces offer an enormous amount of new targets for the
pharmaceutical industry. Certain caution is required, however,
because the number of possible new targets may not be as
large as it appears. Protein interfaces have not evolved to bind
to low-molecular-weight molecules, as have enzymes. It may
therefore be more difficult to identify inhibitors of protein–pro-
tein interactions than it is to identify enzyme inhibitors. A
second difficulty comes from the diversity of protein interfaces.
As large families of enzymes bind to the same substrate (for
example, ATP for the kinases), it is possible to use the knowl-
edge gained and the compound libraries that were synthe-
sized to target the first members of the family to more rapidly
design compounds that target new members of the family.
This, of course, dramatically enhances the speed of the drug-
discovery process. In the case of protein–protein interactions,

even if similarities are observed between some interfaces, it
does not appear that binding sites are preserved amongst pro-
tein interfaces. Therefore, each protein interface is rather
unique, and new strategies in chemistry (synthesis and optimi-
zation of new scaffolds) may have to be developed for each
new protein–protein interaction studied. This is, of course,
more time-consuming and less attractive for pharmaceutical
companies because they have to maintain high productivity in
the very competitive field of drug discovery. The following
presents an overview of the properties of protein interfaces
followed by the application of this knowledge to the design of
competitive inhibitors of protein–protein interaction.

2. The Diversity of Protein–Protein Interfaces

In living organisms, a large number of proteins form transient
or permanent complexes to exert their biological function, and
recent studies have revealed the complexity of these protein–
protein interaction networks.[4] As so many protein–protein in-
teractions occur in cells, one can expect differences in the
structure and composition of the regions of the proteins com-
mitted to the formation of these complexes. These differences
are necessary to reach the degree of specificity needed to
form the “right” complexes in the crowded cellular environ-
ment and to obtain complexes with different stabilities. For ex-
ample, the protein concentration in the endoplasmic reticulum
is estimated to be 100 mgmL�1.[5] This diversity of the protein
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Most biological processes involve permanent and nonpermanent
interactions between different proteins, and many protein com-
plexes play a key role in various human diseases. Therefore, mol-
ecules that prevent the formation of these protein complexes
could be valuable new therapeutic agents to treat these diseases.
Protein interfaces have not evolved to bind low-molecular-weight
molecules, as is the case with enzyme catalytic sites. It is there-
fore difficult to identify small compounds that inhibit protein–

protein interactions. However, there is considerable diversity in
the structure of protein interfaces, some of which may be more
attractive than others for medicinal chemistry. One of the main
challenges in drug discovery is to identify these interfaces and to
exploit their properties to make marketable drugs. Herein, the
properties of protein interfaces are discussed in light of their use
as drug targets.
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interfaces is an opportunity for drug discovery because it may
allow more specific inhibitors to be generated. However, it is
very likely that many of these interfaces do not have the prop-
erties required for the design of potent inhibitors. It is there-
fore very important—before starting any drug-discovery pro-
cess aimed at the design of competitive inhibitors of protein–
protein interactions—that the druggability of the selected in-
terfaces be evaluated. This depends on both the structure and
the physicochemical properties of the interface. In this section,
the general properties of protein interfaces are summarized.

Protein complexes are formed from identical subunits
(homo-oligomers) or from different subunits (hetero-oligo-
mers).[6] These oligomers can be formed directly during protein
synthesis (obligate complexes) or on the encounter (non-obli-
gate complexes) between different subunits. Protein com-
plexes also have various half-lives. Permanent complexes are
very stable, and their subunits remain associated, whereas
others exist only transiently (non-permanent) and their chains
associate and dissociate more easily. This means that the sub-
units of some protein complexes (obligate/permanent) never
exist in cells as stable independent structures. Furthermore,
the formation of some complexes depends on the presence of
effector molecules such as GTP, changes in protein expression
and localization, or physiological conditions such as pH.

These general properties are already valuable for drug dis-
covery. Targeting the interface of permanent oligomers a priori
is a difficult task, because the only way to abolish this type of
interaction is to identify compounds that act during protein
synthesis and folding. However, it is conceivable that com-
pounds may be identified which, upon binding to the contact
surface of one subunit, prevent interaction with the other sub-
unit in nonpermanent oligomers. Finally, the synthesis of com-
pounds that mimic the natural effector might be an attractive
way of inhibiting the formation of effector-regulated com-
plexes. In this case, the inhibitors are designed in such a way
that they bind not at the protein interface, but to the effector-
binding pocket. Depending on the structure of the effector-

binding site, the design of such inhibitors might be similar to
the design of enzyme inhibitors. This type of approach is not
considered herein, as this Review focuses on compounds
which, upon binding at protein interfaces, prevent the associa-
tion between two proteins (competitive inhibitors).

Upon binding, the components of a protein complex bury
part of their accessible surface to create the contact interface.
On average, the size of the subunit interface in permanent ho-
modimers is larger than in other protein complexes.[6,7] Jones
and Thornton studied a set of 59 complexes and found that
the surface buried in homodimers varies from 368 I2 to
4746 I2, whereas in heterocomplexes, it ranges from 639 I2 to
3228 I2.[8] Janin and collaborators also found similar results.[7, 9]

The study of the structure of the free and associated subunits
shows that they are likely to undergo conformational changes
when they form large interfaces (>1500 I2).[10,11] With the ex-
ception of co-expressed subunits (obligate complexes),[11] it
does not seem that there is a strong correlation between the
size of the interface and the binding energy (DG1).[12] However,
the entire contact surface does not contribute equally to bind-
ing. Some regions—recognition patches or hot spots—are
more important for recognition and binding.[13] These regions
have a core and a rim[14] with the more accessible rim residues
surrounding the more buried core residues. The amino acid
composition of the rim is similar to the rest of the protein sur-
face, whereas the core contains more aromatic residues which
imparts a higher lipophilicity to this part of the contact region.
There is a correlation between the number of recognition
patches and the size of the interface.[7,14] The larger the inter-
face is, the more hot spots are present. However, in most
cases, only one hot spot is present at the interface, and on
average it buries a surface area of 1560�340 I2 upon binding.
For interfaces with multiple recognition patches, one patch is
generally larger and has a size similar to the one of the hot
spots found in single-patch interfaces. The presence of recog-
nition patches at protein interfaces is interesting for drug dis-
covery. Compounds that interact with these hot spots should
prevent interaction because a large part of the binding energy
is concentrated in these areas. As the hot spots are smaller
than the full interface, it might be easier to identify low-molec-
ular-weight compounds—molecules similar in size to enzyme
inhibitors—that inhibit interaction. In contrast, if the binding
energy were equally distributed over the entire interface,
much larger molecules with a lower likelihood of success as
drug-development candidates would have to be designed.

The shape of the interface is another important parameter
for drug discovery because it is more difficult to obtain potent
inhibitors for flat interfaces than for interfaces which contain
well-defined cavities (pockets). The less flat the interface be-
tween two proteins, the greater the tendency of one partner
to be buried and to form a more stable complex. The hetero-
complexes have more planar interfaces than homodimers, and
permanent heterocomplexes have more twisted contact surfa-
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ces than those that are nonpermanent.[8] This suggests that
the most attractive complexes for drug discovery—the nonper-
manent complexes (see above)—have rather flat interfaces.
The presence of cavities or pockets at the contact region
should therefore be looked at very carefully during the evalua-
tion of a protein–protein interaction.

Even if cavities are present at an interface, they must be suit-
able for drug discovery. Of course, they must be large enough
to accommodate inhibitors, but their shape complementarity
is also important. It might be more difficult to generate potent
competitive inhibitors if the two interacting chains are closely
packed and make an extensive number of direct interactions.2

In contrast, if the shape complementarity within the cavity be-
tween the two chains is low, the interacting subunits may only
make a limited number of direct interactions. For such cavities,
it might be easier to improve the potency of the inhibitors. A
potent inhibitor should contain chemical groups, which, upon
binding to the target protein, mimic the key interactions (the
most important for DG) made by the competing subunit and
chemical groups, which make new interactions with the target
protein. The creation of these additional contacts between the
inhibitor and the target protein leads to a favorable enthalpic
contribution (DH<0) in the binding energy and therefore to
an increased potency. “Loose” interfaces have a higher proba-
bility of containing atoms not directly involved in the forma-
tion of the protein complex than do very complementary pro-
tein contact regions. They therefore offer more possibilities for
improving the potency of inhibitors. Several methods are used
to determine the complementarity between two interacting
proteins.[10] Thornton and collaborators[8] used one method,
the gap index, to measure the complementarity of different
complexes. Their results show that the homodimers and per-
manent heterodimers make more complementary interfaces
than the non-obligatory heterocomplexes. The latter may
therefore be more “druggable”. It should be kept in mind that
these methods give an indication of the atom density (pack-
ing) but not of the interaction network. As it is important for
the enhancement of potency that inhibitors make more inter-
actions than the competing chain, loose packing does not nec-
essarily imply that the cavity is a good drug target. During the
study of an interface, therefore, it is important, even in the
case of “loose” interfaces, to carefully check that in addition to
the key interactions made in the protein complex, it is possible
to create new interactions that will help to enhance the poten-
cy of the inhibitors.

One consequence of a lack of complementarity between
two interacting proteins is that water molecules are present at
the interface to satisfy the H-bond network between the sub-
units. The study of different protein interfaces shows that con-
tact regions with few cavities do not contain many water mol-
ecules, whereas interfaces with more cavities contain a larger
number of water molecules that are used to maintain close
packing at the interface.[15] These trapped water molecules are
involved in bridging H bonds between the two chains.[15]

Water is therefore an important element of the interaction,
and it should be considered during drug design. The displace-
ment of key bound water molecules by the inhibitor might en-
hance its affinity because of a favorable entropic effect.

The presence of water molecules at the interface reflects its
polar nature, but protein contact regions also contain hydro-
phobic areas which are important for the interaction. In terms
of energy, hydrophobic interfaces are more suitable for drug
discovery than polar regions. The partial desolvation of both
the protein and the inhibitor upon binding is a favorable com-
ponent of the binding energy. The design of molecules that
contain lipophilic moieties is thus a prerequisite to obtaining
potent drugs. The chemical nature of protein interfaces has
been extensively studied, and their content of polar/nonpolar
groups has been analyzed.[6–10,14, 16–18] On average, protein inter-
faces are composed of 56% nonpolar carbon-containing
groups, 29% neutral polar groups, and 15% charged
groups.[10] The interfaces in permanent complexes are generally
more hydrophobic than the those of nonpermanent com-
plexes.[6] This could be explained by the fact that solvent-ex-
posed hydrophobic patches are energetically unfavorable and
that subunits with hydrophobic surfaces are therefore not
stable. The presence of hydrophobic cavities at the interface
between two proteins is particularly attractive for drug discov-
ery because it allows the design of lipophilic molecules which,
upon binding, become buried in a hydrophobic environment.

Another feature of the interaction between two proteins is
the loss of flexibility of their contact regions upon binding. It is
expected from thermodynamics that better binding is ob-
tained if the interaction does not induce a large loss of confor-
mational entropy. Indeed, it has been shown that protein inter-
action sites are less flexible than the rest of the protein sur-
face.[19] The loss of flexibility that occurs during the association
between two proteins can be advantageously used to design
inhibitors. The design of compounds conformationally con-
strained in such a way that they already take on their bound
conformation in solution is a way of improving potency. Such
molecules will not undergo large conformational changes
upon binding, and they will therefore “pay” a decreased en-
tropic penalty in comparison with more flexible inhibitors.

Altogether, this short summary indicates that there is no
common recognition template used by oligomeric proteins to
form complexes. In contrast, even if protein interfaces share
some general properties, they differ to a large extent. It is
therefore very difficult to make a general statement on the
druggability or non-druggability of protein interfaces. Among
the large number of protein interfaces, some are more drugga-
ble, and a major challenge for drug discovery is to identify
them.

3. A Proposed Decision Tree to Select Inter-
faces for Drug Discovery

To help in the identification of druggable interfaces, a decision
tree is proposed. Two points need to be addressed before de-
scribing this tree. First, drug discovery is not, at least today, an
exact science. Even if an interface does not fit the decision

2 A direct interaction is an interaction that does not involve any bridging water
molecules between the two interacting protein subunits.
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tree, it might still be possible to obtain molecules that prevent
its formation. This leads to the second point: the potency of
protein–protein interaction inhibitors. In many cases, molecules
(peptides or low-molecular-weight compounds) with IC50

3

values in the micromolar range are described as inhibitors of
protein–protein interactions. Although they may be useful
tools to study the interaction, a large number of these com-
pounds will never enter clinical use, which is the ultimate goal
for pharmaceutical companies. These molecules need further
optimization to reach this goal. Protein–protein interaction in-
hibitors will only be considered attractive new drugs when
they can demonstrate clinical efficacy, as do enzyme inhibitors.
Such drugs can only be obtained if the target interface allows
the design of potent and bioavailable molecules. A detailed
analysis of the interface to assess its druggability is therefore
required before any drug discovery program can be started.
The proposed decision tree may help in the selection of the in-
terfaces which possess the structural and physicochemical
properties required for the design of potent inhibitors

(Figure 1).
Just as it is easier to pick cher-

ries from a cherry tree in daylight
than during a moonless night, so
too is it easier to guide the drug-
discovery process if it is possible
to see the structure of the target
interface. A drug-discovery pro-
gram can also be successful with-
out the use of structural informa-
tion, but it might be harder and
take longer to obtain potent mole-
cules without this precious knowl-
edge. The structure of the inter-
face should help in deciding
whether it is druggable by using
the criteria described below but it
will also help to improve the po-
tency of the compounds during
their optimization. This explains
why the availability of the interface
structure is considered the most
favorable case in the decision tree.

The second criterion in the deci-
sion tree is the presence of cavities
at the interface. The most favora-
ble case is when a well-defined
binding pocket is found at the
contact region between both pro-
teins. The presence of such a
pocket allows the formation of a
stable inhibitor–protein complex if
the inhibitor mimics the protrud-
ing chain. The contact region of
some non-complexed proteins is

flexible, and upon binding, this plasticity/flexibility allows con-
formational changes that enhance interface complementarity.
The structure of the final protein complex may therefore not
reveal the presence of cavities which are present on the sur-
face of the unbound proteins but which are absent in the final
complex. Compounds that bind to these pockets could block
the conformational changes required for the formation of the
complex, preventing the interaction. The knowledge of the
structure of the unbound proteins is therefore very useful in
the identification of this type of pocket.

The next selection criterion concerns the polarity of the se-
lected cavity. In the most favorable case, it should contain hy-
drophobic residues to favor the design of lipophilic inhibitors.
The addition of hydrophobic substitutions (taking care to keep
good solubility) is an effective way to improve the potency of
an inhibitor owing to the hydrophobic effect. It has been
shown that electrostatic interactions are important for the rate
of association, but not for the stability of protein complexes.[20]

Furthermore, electrostatic interactions are weakened by the
high dielectric constant of water. It might therefore be more
difficult to identify inhibitors that bind tightly to the target
cavity if it is essentially polar.

The presence of a hydrophobic cavity is important, but its
size is also relevant for drug discovery. It should be large
enough to accommodate an inhibitor. An analysis of 20 mar-
keted drugs shows that they have a solvent-accessible surface
that ranges from 150 to 500 I2,[21] so the target cavity should
accommodate such molecules. On the other hand, the cavity
should not be so large that the key contact residues for the in-
teraction are too distant from each other. In such cases, inhibi-
tors designed to contact these different residues might be ex-
cessively large. Keeping the size of inhibitors small is important
for their bioavailability. As a general trend, the larger a synthet-
ic molecule is, the lower its bioavailability.

The last criterion of the decision tree is the shape comple-
mentarity between the two interacting subunits within the
cavity. The less favorable case is that in which both chains are
densely packed and make many direct interactions within the
cavity. As already mentioned, inhibitors should mimic the natu-
ral substrate, but they should also make additional contacts
that help to enhance their potency. The cavity should therefore
contain atoms that are not directly engaged in the interaction
between both proteins such that it is possible to design mole-
cules which interact directly with them. Interfaces that possess
cavities with low complementarity might then be more attrac-
tive. As water molecules are present in such cavities, the po-
tency of the inhibitors could be enhanced if they are designed
in such a way that upon binding they displace some key water
molecules.

The analysis of protein interfaces with the proposed decision
tree leads to the selection of competitive inhibitors because it
focuses on the characterization of the contact region between
both proteins. However, it is important to note that molecules
that do not bind at the interface can also inhibit protein–pro-
tein interactions. The potency of competitive inhibitors, as de-
termined by the measure of their IC50 value, is affected by the
concentration of the substrate (Figure 2). The higher the con-

structure

cavity

hydrophobicity

size

LF
MF

complementarity

attractive interface

interface to evaluate

LF
MF

LF
MF

LF
MF

LF
MF

Figure 1. A decision tree to
evaluate the druggability of
protein interfaces. This tree
can be used to determine
whether a selected interface
possesses some of the fea-
tures required for drug dis-
covery. LF: less favorable; MF:
more favorable.

3 IC50 : concentration of inhibitor required to block 50% of the interaction be-
tween two proteins.
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centration of the substrate is, the less potent the inhibitor be-
comes. Therefore, if the competing subunit is very abundant
and/or very stable (low turnover) so that it accumulates after
inhibition of the interaction, it might be more difficult to reach
efficacy with low doses of a competitive inhibitor. Higher
doses of inhibitor would have to be administered to counter-
balance this effect, but then compound-related toxicity could
arise. Molecules that are not competitive inhibitors do not
suffer these disadvantages. These molecules, which do not
bind at the interface, induce conformational changes that pre-
vent complex formation. Several such allosteric inhibitors have
been identified; for example, see Arkin, M. R. in Table 1. How-
ever, it is very likely that it this strategy does not apply to
every protein complex. Furthermore, if such binding sites do
exist, they must also possess structural and physicochemical
properties which allow the design of potent compounds.

4. Experimental Validation of the Selected
Interface

All the selection criteria presented in the decision tree in
Figure 1 are general, and many protein interfaces will only ful-
fill some of them. In these cases, as well as those for interfaces
that meet all the decision-tree criteria, an experimental study
of the interface should be carried out before drug-discovery
activities are started. This experimental validation should
enable a good level of confidence to be obtained on the
druggability of the selected interface.

A powerful way of performing this experimental validation is
to combine site-directed mutagenesis and peptide-binding ex-
periments. Site-directed mutagenesis is used to demonstrate
the role of selected residues in the interaction, while peptides
assist in mapping the binding site and also in defining the im-
portance of key amino acids. The synthesis of peptides con-
taining nonnatural amino acids can also be used to create new
contacts with the targeted subunit. This should help in validat-
ing some optimization strategies that could be used later on
in the design of low-molecular-weight compounds. It must be
kept in mind that peptides can only be used if at least one of
the two contact regions at the interface is formed by a contig-
uous stretch of amino acids. This is not often the case, and
many protein-binding sites are fragmented.[8]

Peptides are also useful tools to demonstrate the validity of
the biological concept and thereby show that the inhibition of
the selected protein–protein interaction leads to the expected
phenotype. As peptides generally have a low bioavailability,
they often have to be coupled to special sequences that facili-
tate their transport into cells.[22] Finally, the peptides can serve
as starting points for a drug-discovery program. They can be
transformed into peptidomimetics which, in some cases, can
be further “depeptidized”.

Ki =
[P1][I]

[P1I]
Kd =

[P1][P2]

[P1P2]

P1I I + P1 + P2 P1P2

Ki Kd

IC50 = Ki   1 +
[P2]

Kd

Figure 2. Competitive inhibition: the inhibitor (I) binds to the target protein
P1 blocking its association with protein P2. IC50 corresponds to the concen-
tration of inhibitor required to inhibit/inactivate the P1P2 complex by 50%.
Note the influence of [P2] on IC50. Cheng and Prusoff have published a de-
tailed analysis on the relationship between IC50 and inhibition of enzymes.[60]

Table 1. Selected review articles that cover the latest findings in the discovery of inhibitors of protein–protein interactions.

First Author Title Reference[a]

M. R. Arkin Small-molecule inhibitors of protein–protein interactions: progress towards the dream Nat. Rev. Drug. Discovery 2004, 3, 301.
L. Pagliaro Emerging classes of protein–protein interaction inhibitors and new tools for their

development
Curr. Opin. Chem. Biol. 2004, 8, 442.

Y. L. Janin Peptides with anticancer use or potential Amino Acids 2003, 25, 1.
T. Berg Modulation of protein–protein interactions with small organic molecules Angew. Chem. 2003, 115, 2566; Angew.

Chem. Int. Ed. 2003, 42, 2462.
A. Loregian Protein–protein interactions as targets for antiviral chemotherapy Rev. Med. Virol. 2002, 12, 239.
D. A. Ockey Inhibitors of protein–protein interactions Expert Opin. Ther. Pat. 2002, 12, 393.
Z. Huang The chemical biology of apoptosis : exploring protein–protein interactions and the life and

death of cells with small molecules
Chem. Biol. 2002, 9, 1059.

R. PLrez-Montfort The interfaces of oligomeric proteins as targets for drug design against enzymes from
parasites

Curr. Top. Med. Chem. 2002, 2, 457.

P. L. Toogood Inhibition of protein–protein association by small molecules: approaches and progress J. Med. Chem. 2002, 45, 1543.
A. G. Cochran Antagonists of protein–protein interactions Chem. Biol. 2000, 7, R85.
J. Zeng Computational structure-based design of inhibitors that target protein surfaces Comb. Chem. High Throughput Screening

2000, 3, 355.
Z. Huang Structural chemistry and therapeutic intervention of protein–protein interactions in

immune response, human immunodeficiency virus entry, and apoptosis
Pharmacol. Ther. 2000, 86, 201.

[a] These articles cover the period 2000–2004.
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5. Screening Techniques, Compound Libraries,
and Targets

As the goal of any drug-discovery program that deals with a
protein–protein interaction is to identify low-molecular-weight
compounds that bind to a well-defined pocket, the technolo-
gies and compound libraries used to identify enzyme inhibitors
can also be used to identify inhibitors of protein–protein inter-
actions.

Various assays are used to identify competitive inhibitors of
protein–protein interactions, but those with which the inhibi-
tion of the complex is directly measured—competition
assays—are the most commonly used. Several assay formats
are available: ELISA, fluorescence polarization, fluorescence res-
onance energy transfer, and others. These assays are designed
in such a way that they use either the two full-length proteins,
only their interacting domains, or when possible, even pep-
tides that mimic the binding region. One must be very cau-
tious with this type of assay for the determination of IC50

values. The potency of competitive inhibitors depends on the
amount of the competing protein present in the assay
(Figure 2). The amount of competing protein present in the
assay may vary between laboratories and even between differ-
ent protein batches (change in specific activity). To obtain an
accurate estimate of the binding properties of the inhibitors,
their Kd

4 values should be measured. The data obtained with
the competition assay should therefore be completed with the
Kd measurements obtained, for example, by isothermal calo-
rimetry. Calorimetric measurements also provide valuable infor-
mation about the energy of the interaction, which can be used
to further optimize the compounds (for example, to generate
more enthalpy-driven or entropy-driven compounds[23]).

The other assays used to identify inhibitors of protein–pro-
tein interactions are binding assays. In these cases, only one of
the two interacting chains is present, and the binding of the
compounds to this protein is measured. Several assay formats
are used: surface plasmon resonance, 1H–15N HSQC NMR spec-
troscopy, ultracentrifugation, and others. Many of these meth-
ods only indicate that the compounds bind to the target pro-
tein, but they do not show that such binding inhibits the inter-
action. This needs to be demonstrated in a subsequent analy-
sis such as a competition assay.

It is important to note that in some competition and bind-
ing assays, it is difficult to directly determine whether the in-
hibiting molecules are competitive inhibitors or not. The inhibi-
tors may bind to a pocket located outside the interacting
region and modulate the interaction by an allosteric effect. To
allow a better optimization of these inhibitors, their binding
mode should be firmly demonstrated. It is essential in this pro-
cess to determine the structure of the inhibitor–protein com-
plex.

All types of compound libraries can be screened to identify
protein–protein interaction inhibitors: low-molecular-weight
compound libraries, natural compound libraries, peptide/pepti-
domimetic libraries, combinatorial chemistry libraries, fragment

libraries and so on. A simple survey of the literature shows
that molecules belonging to these different types of libraries
are described as protein–protein interaction inhibitors. Howev-
er, there is an argument that is sometimes raised in the litera-
ture regarding the diversity of compounds in these libraries:
the libraries available in pharmaceutical companies reflect their
drug-discovery history. As most companies have focused on
the design of enzyme inhibitors, it is possible that the structur-
al diversity of their libraries might not match what is required
to identify inhibitors of protein–protein interactions. Although
this might be the case, the increasing number of drug-discov-
ery programs that deal with protein interfaces will ensure that
the chemical diversity of these libraries will change, and they
may contain more compounds that prevent protein–protein in-
teractions. An alternative explanation for the low success rate
with random screens of large libraries for inhibitors of protein–
protein interactions is that the selected interfaces have low
druggability and that independent of the chemical diversity of
these libraries, the probability of finding inhibitors is also low.

The availability of the three-dimensional structure of the
protein complex allows structure-driven drug-discovery ap-
proaches. In this case, a pharmacophore model is first estab-
lished. This corresponds to identifying the interactions that
take place at the interface and that contribute most to DG.
The importance of these interactions can be validated by site-
directed mutagenesis or, if possible, by the use of peptides.
Once these interactions are validated, molecules containing
chemical groups that mimic these key interactions are selected
from compound libraries and tested. Very often these initial
molecules are not optimal (for example, they do not make all
the key contacts) and they must be modified to enhance their
potency. This is done, for example, by adding the missing
pharmacophores and/or by creating contacts which are not
present in the natural complex. Alternatively, de novo drug
design may be carried out. In this case, a “very basic” scaffold,
which mimics only a few of the key interactions made by the
competing subunit, is selected and modified progressively to
obtain molecules that contain the different pharmacophores.
This, of course, is very time-consuming and resource-demand-
ing, because the affinity of the initial scaffold is usually low,
and a great deal of chemistry is required to improve its poten-
cy. The structure-driven and screening approaches are not mu-
tually exclusive, but the former require good comprehension
of the interaction, while the latter can be used without infor-
mation regarding the target interface.

The list of protein–protein interactions that have been the
subject of drug-discovery programs is constantly growing, and
many excellent articles have reviewed the latest findings in
this area. Some of these reviews are listed in Table 1, and can
provide the reader with an idea of the protein–protein interac-
tions that have already been selected as targets for drug-dis-
covery programs and on the inhibitors that have been identi-
fied in these studies. In the following, we focus on one protein
interface: that of the p53–hdm2 interaction. This protein–pro-
tein interaction has been selected from the literature because,
with the various results put together, the work carried out by
the different research groups working on this interface makes4 Kd : apparent dissociation constant of the protein–inhibitor complex.
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up a very nice case study for the
design of competitive inhibitors
of protein–protein interactions.

6. An Example: the
Design of Inhibitors of
the p53–hdm2
Interaction

Biological background

The p53 protein is a transcrip-
tion factor that regulates the ex-
pression of several genes with
different biological functions,
such as cell-cycle regulation,
apoptosis, DNA repair, and differ-
entiation.[24] The loss of p53
function has dramatic conse-
quences, and the p53 gene is de-
leted or mutated in more than
50% of human cancers.[25] The
overexpression of the hdm2 protein can also lead to the inacti-
vation of p53. The p53 and hdm2 proteins form an autoregula-
tory feedback loop:[26,27] p53 stimulates the expression of
hdm2, which in turn acts negatively on p53 in several ways
(Figure 3). It inhibits its transcriptional activity,[28] promotes its
degradation,[29,30] and favors its export from the nucleus.[31] The
hdm2 gene is amplified in about 7% of human cancers,[32] and
hdm2 is overexpressed in different tumor types.[33,34] It is there-
fore likely that the p53 pathway is not active in these tumors,
because the overexpressed hdm2 protein constantly inhibits
the p53 protein. The idea that has been pursued by several
pharmaceutical companies is the generation of molecules
which, by preventing the p53–hdm2 interaction, will activate
the p53 pathway in such tumors and thereby show anticancer
activity.

Characterization of the interface

A yeast two-hybrid screen[35] and immunoprecipitation experi-
ments[36] were initially used to map the two contact regions
between both proteins. The hdm2-binding domain on p53
was localized between residues 1 to 52,[35,36] and the p53-bind-
ing domain on hdm2 between residues 1 to 118.[35,36] Further
studies using site-directed mutagenesis identified Leu14,
Phe19, Leu22, and Trp23 as key p53 contact residues,[37] and a
minimal hdm2-binding site on the p53 protein was mapped
between residues 18 to 23.[38] The strength of the interaction
(Kd) between p53 peptides and hdm2 fragments has been de-
termined by several methods and Kd values between 60 and
700 nm have been obtained depending on the length of these
fragments and the methodology used.

The availability of the structure of a p53 peptide (residues
15–29) in complex with an hdm2 fragment (residues 17–125)
permits a more detailed analysis of the interface (Figure 4a).[39]

The p53-binding site on the hdm2 protein is a cleft about 25 I

DNA damage
activated oncogenes
hypoxia …

p53

DNA

hdm2

cell-cycle
arrest

apoptosis

senescence

Figure 3. Regulation of p53 by hdm2: the tumor suppressor p53 is a tetrameric transcription factor. Upon various
stress conditions such as DNA damage, activation of various oncogenes, or hypoxia, p53 is activated and binds to
DNA. Depending on the cell line and/or the nature of the cellular stress, p53 induces either a cell-cycle arrest or
apoptosis. p53 is also able to mediate other biological answers such as senescence. hdm2 is a negative regulator
of p53; upon binding to p53 it inhibits its transcriptional activity, promotes its degradation, and favors its export
from the nucleus. Therefore, in the presence of hdm2, the tumor-suppressor activity of p53 is inhibited.

Leu 26

Trp 23 Phe 19

Leu 57

Phe 86
Ile 99

Ile 103

Trp 23

Tyr 22

Lys 94

c)b)

a)

Figure 4. The structure of p53 (residues 17–29) in complex with hdm2 (resi-
dues 25–109).[39] a) The surface of hdm2 is represented in white, the p53-
binding site in green, and the p53 peptide in red. The lateral chains of
Phe19, Trp23, and Leu26 of p53 are shown. b) p53 Leu22 is replaced by a
tyrosine residue, and the lateral chain is manually located in the structure of
the p53–hdm2 complex. The backbone of the p53 peptide is shown in gray,
and Lys94 of hdm2 is represented. c) The different hdm2 residues (Leu57,
Phe86, Ile99, and Ile103) surrounding Trp23 of p53 are indicated, and their
van der Waals surface is represented in green.
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long and 10 I wide. In the bound p53 peptide, residues 19 to
25 form an a helix, and residues 17, 18, and 26–29 take a
more extended conformation. The structure of the bound p53
peptide is stabilized by several intramolecular hydrogen
bonds. This first observation indicates that hdm2 is the only
one of the two proteins to possess a well-defined pocket. In-
hibitors then have to be designed in such a way that they
mimic p53. The calculated accessible surface area buried at the
interface of hdm2 and p53 is
about 660 I2 and 809 I2, respec-
tively. Therefore, the interface
between these two proteins is
not excessively large, and it can
accommodate drugs of standard
size (see above). The determina-
tion of the planarity[8] of the
hdm2 contact region is 3.1. This
confirms that the contact region
is not flat, but twisted in agree-
ment with the presence of the
above-described pocket. NMR
experiments show that p53-de-
rived peptides do not form a well-defined structure in solu-
tion;[40, 41] this suggests that the p53 fragments only adopt the
observed helical conformation when bound to hdm2. This
structural organization of p53 upon binding is associated with
a decrease in entropy, and experimental data give a change in
entropy of �40.4 calmol�1 for the binding of a p53 fragment
to hdm2.[42] Upon p53 binding, conformational changes are
also detected within the hdm2 protein.[43,44] The interaction be-
tween p53 and hdm2 is essentially hydrophobic, and 70% of
the atoms at the interface are nonpolar. The three amino acids
Phe19, Trp23, and Leu26 from p53 are located on the same
side of the helix, and their lateral chain point towards the
hdm2 protein (Figure 4a). These amino acids make several in-
teractions with hydrophobic hdm2 residues (Leu54, Leu57,
Ile61, Met62, Tyr67, Val75, Val 93, Phe86, Ile99, Phe91, and
Ile103). Only three direct hydrogen bonds are present at the
interface: (p53 Phe19)···(hdm2 Gln72), (p53 Trp23)···(hdm2
Leu54), and (p53 Asn29)···(hdm2 Tyr100), and there is no
water molecule bridging the two contact regions. This sug-
gests high packing at the interface. Indeed, the gap volume[45]

between both proteins is 892 I3, and the gap-volume index
(the ratio between the gap volume and the interface-accessi-
ble surface area)[8] is 0.61 I.

Altogether, the structural study of the p53–hdm2 interface
suggests that it is likely to be a druggable target. It fits most
of the criteria of the decision tree presented in Figure 1
(except for its high shape complementarity). Furthermore, as
the p53 contact region is formed by only one segment of con-
tiguous amino acids, peptides that mimic p53 can be used to
establish or confirm a pharmacophore model and to study the
effect of the inhibition of the p53–hdm2 interaction in tumor
cells.

Establishment of a pharmacophore model and its validation

The structure of p53 in complex with hdm2[39] and initial data
obtained with p53-derived peptides[35,38] indicate that peptides
can be used to study this interaction to establish a pharmaco-
phore model. Phage-display experiments[46] allowed the iden-
tification of a 12-mer phage-derived peptide 2, which is 29-
fold more potent than the wild-type peptide 1 (Table 2).[47]

Peptide 2 was truncated to eight residues to give peptide 3,
which has activity in the micromolar range.[47] Notably, further
deletions of peptide 3 which remove the essential residues
Phe19 or Leu26 induce a dramatic drop in activity. As short
peptides are usually very flexible in solution, and as the bound
p53 takes a well-ordered structure when bound to hdm2, the
next step was to decrease the flexibility of peptide 3 to de-
crease the entropic penalty “paid” upon binding. The two non-
natural amino acids, a-amino isobutyric acid (Aib) and 1-
amino-cyclopropanecarboxylic acid (Ac3c), were used to fix the
conformation of the peptides in solution.[48,49] Different pep-
tides were synthesized, and the more potent peptide 4 was
obtained (Table 2). NMR spectroscopic measurements confirm
a higher pre-organization in solution for peptide 4. This pep-
tide was modified to determine whether its potency could be
improved by making new interactions with the hdm2 protein.
Tyr22 was replaced by phosphonomethylphenylalanine (Pmp),
and Trp23 was replaced by 6-chlorotryptophan (6-Cl-Trp).[48]

The modification at p53 Tyr22 creates a salt bridge with the
amino group of hdm2 Lys94 (Figure 4b). The addition of a
chlorine atom at position 6 on Trp23 was used to fill a small
hydrophobic cavity formed by the hdm2 residues Leu57,
Phe86, Ile99, and Ile103 which is unoccupied in the p53–
hdm2 complex (Figure 4c). The formation of these new con-
tacts by Pmp22 and 6-Cl-Trp23 results in an approximate 440-
fold increase in the potency of peptide 4 (compare data for
peptides 4 and 5, Table 2). This gain in potency is probably as-
sociated with more a favorable enthalpic contribution in the
binding energy.

Altogether this study with the peptides shows that the key
contacts made by p53 Phe19, Trp23, and/or Leu26 are impor-
tant for the binding of p53 to hdm2 and that nonpeptidic in-
hibitors should therefore mimic these important interactions.
The work carried out with the peptides containing nonnatural
amino acids also indicates that despite the high complemen-

Table 2. Example of peptidic inhibitors used as tool compounds for studying the p53–hdm2 interaction.

Peptide Sequence[a] IC50 [mM][b]

1 COOH-Gln-Glu-Thr-Phe19-Ser-Asp-Leu-Trp23-Lys-Leu-Leu26-Pro-NH2 8.7
2 COOH-Met-Pro-Arg-Phe19-Met-Asp-Tyr-Trp23-Glu-Gly-Leu26-Asn-NH2 0.3
3 COOH-Phe19-Met-Asp-Tyr-Trp23-Glu-Gly-Leu26-NH2 8.9
4 COOH-Phe19-Met-Aib-Tyr-Trp23-Glu-Ac3c-Leu

26-NH2 2.2
5 COOH-Phe19-Met-Aib-Pmp-6ClTrp23-Glu-Ac3c-Leu

26-NH2 0.005

[a] The position of the three key residues Phe19, Trp23, and Leu26 is indicated. Aib=a-amino isobutyric acid,
Ac3c=1-amino-cyclopropanecarboxylic acid, Pmp=phosphonomethylphenylalanine, 6ClTrp=6-chlorotrypto-
phan. [b] Determined by a competition assay.[48]
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tarity of the interface, it is possible to create additional interac-
tions with hdm2 (Pmp22 and 6-Cl-Trp23), thus enhancing the
potency of the inhibitors. This could also be exploited with
nonpeptidic inhibitors.

The peptides were also used to demonstrate that the inhibi-
tion of the p53–hdm2 interaction in tumor cells leads to activa-
tion of the p53 pathway. Three different strategies have been
used to introduce the p53 peptides into cells. Peptide 2 was
inserted into the Escherichia coli thioredoxin protein[50] or fused
to the glutathione S-transferase protein,[51] and peptide 5 has
been directly used without further modification.[52,53] The data
obtained with these different tools reveal that inhibitors of the
p53–hdm2 interaction stimulate p53 activity (as measured by
the induction of p53-regulated genes) in different tumor cells.
These results are expected, as prevention of the hdm2-mediat-
ed degradation of p53 should induce its accumulation in cells
and as a consequence, its activation. The activation of p53 by
the peptides induces either a cell cycle or apoptosis, depend-
ing on the tumor cell line. This reveals that p53–hdm2 interac-
tion inhibitors have an anti-proliferative effect and therefore
behave as anticancer drugs.

The peptides were also used to study the effect of inhibiting
the p53–hdm2 interaction in vivo. A p53 peptide (residues 16–
27) was linked to the Tat transduction sequence and was used
in New Zealand White Rabbits with intraocular retinoblasto-
ma.[54] Injections of this peptide into the interior chamber in-
duced tumor regression, and apoptosis was observed. This
effect is specific to the tumor cell, as the peptide induced
damage only to the tumor and not to the surrounding ocular
tissues (lens, cornea, retina, etc.). These in vivo experiments
suggest that inhibitors of the p53–hdm2 interaction have anti-
cancer activity in vivo and, in addition, may not be toxic to
nontumor tissues. This latter information is important, as inhib-
itors of the p53–hdm2 interaction also activate p53 in nontu-
mor cells.[53]

Biological validation is a key step in any drug-discovery pro-
gram because, even if a protein–protein interaction is a “top”
drug target for medicinal chemistry, its inhibition should lead
to the expected biological output. In the case of the p53–
hdm2 interaction, the results obtained both in vitro and in vivo
tend to demonstrate that inhibitors of this interaction will
exert an anticancer activity in at least some tumors.

The synthesis of low-molecular-weight compounds

For many years, the only synthetic low-molecular-weight inhib-
itors of the p53–hdm2 interaction published were compounds
that are not very potent. Only chalcone derivatives 6,[44] some
polycyclic compounds 7,[55] and sulfonamides 8[56] were de-
scribed (Figure 5). A fungal metabolite, chlorofusin (9) was also
described as an inhibitor of the p53–hdm2 interaction.[57] Final-
ly, 1,4-benzodiazepine-2-ones such as 10 were proposed from
a computational approach.[58]

These data were not very encouraging, and despite the at-
tractiveness of this approach, it seemed not only that the
druggability of the p53–hdm2 interaction was not as good as
predicted by the structural analysis of the interface, but that
obtaining potent low-molecular-weight inhibitors was not an
attainable goal. However, scientists at Hoffmann–La Roche re-
cently demonstrated the feasibility of inhibiting the p53–hdm2
interaction with low-molecular-weight compounds. Since the
publication of the first reports on peptidic inhibitors of the
p53–hdm2 interaction, it took about 10 years to obtain such
results! By screening a diverse library of synthetic chemicals,
Vassilev et al. were able to identify cis-imidazolines such as 11
(Figure 5), which they optimized for potency and specificity.[59]

These compounds bind at the p53-binding site on hdm2, and
their different substitutions mimic the key contacts made by
p53 Phe19, Trp23, and Leu26 (Figure 6). Furthermore, the hal-
ogen (Cl or Br) present on one of their phenyl groups mimics
the chlorine atom of 6-Cl-Trp in peptide 5. Finally, these mole-

Figure 5. Low-molecular-weight inhibitors of the p53–hdm2 interaction: chalcone derivative 6,[44] polycyclic compound 7,[55] sulfonamide 8,[56] chlorofusin (9),
1,4-benzodiazepine-2-one 10,[58] and cis-imidazoline 11.[59]
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cules are built up around a heterocycle and have a rigid con-
formation that minimizes the entropic contribution upon bind-
ing. Their potency (IC50), measured in a competition assay, is in
the 100–300 nm range. These compounds are active in various
tumor cells (IC50 between 1 and 2 mm), where they induce acti-
vation of the p53 pathway. More importantly, they show effica-
cy as single agents in a tumor model in mice. In particular,
compound 11, (Figure 5) given orally at a dose of 200 mgkg�1

twice daily for 20 days, inhibits 90% of tumor growth (that is,
of cells overexpressing hdm2). This treatment does not induce
toxicity as measured by bodyweight measurements and nec-
ropsy. These data are highly encouraging, and it will be very
exciting to see the effect of these molecules—or of their
follow-ups—in the clinic.

7. Summary and Outlook

The design of inhibitors of protein–protein interactions is a hot
topic in drug discovery today because many protein interfaces
are exciting targets for pharmaceutical companies. However,
one should be cautious with any assumption that the design
of protein–protein interaction inhibitors will be a new Eldorado
for the pharmaceutical industry, or conversely, that drug-dis-
covery programs based on protein–protein interactions should
be avoided because of the low probability of obtaining potent
inhibitors. Protein interfaces are quite unique, and the only
way to decide whether an interface is a “good” or “bad” target
for drug discovery is to carry out a careful analysis of its struc-
ture before starting any drug-discovery activity. This should
help in the selection of better targets, thereby decreasing the
risk of time and resources invested in projects that do not de-
liver the expected molecules. The p53–hdm2 interaction is one
example of the interfaces which have been successfully target-
ed with low-molecular-weight compounds (see also Table 1).
Many other protein–protein interactions are under investiga-
tion, and it is likely that new inhibitors of protein–protein inter-
action will be described in the future.
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