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The term ‘‘smart dust’’ originally referred to miniature wireless semiconductor devices made using

fabrication techniques derived from the microelectronics industry. These devices incorporate

sensing, computing and communications in a centimetre-sized package. This article discusses the

construction of much smaller silicon-based systems, using the tools of nanotechnology. The

synthesis of millimetre- to micron-sized functional photonic crystals made from porous silicon is

described. It is shown how the various optical, chemical, and mechanical properties can be

harnessed to perform sensing, signal processing, communication and motive functions.

Sensing, computing, communication … and mobility

Kristofer Pister, a professor of electrical engineering at the

University of California, Berkeley and one of the pioneers in

the wireless sensor networks field, first coined the term ‘‘smart

dust’’ in 1997.1 Extrapolating the recent advances in micro-

electronics and in wireless communications, he reasoned that a

low-power computer could be built within a cubic millimetre

of silicon. This ‘‘cubic millimetre mote’’ would contain a

battery, a two-way radio, digital logic circuitry, and the

capability to monitor its surroundings. Mass-producing the

devices using conventional silicon fabrication techniques

would make them cheap enough to be disposable, and many

of them could be deployed simultaneously to provide a highly

redundant network. Pister envisioned using smart dust net-

works to invisibly monitor factories, buildings, and public

spaces. Potential applications included inventory monitoring,

controlling lighting and temperature in individual rooms of a

large building, and early detection and tracking of the plume

from a chemical or biological terror attack.

Although the devices have not yet hit the millimetre size

scale Pister proposed almost ten years ago, many companies

now build centimetre-scale hardware for wireless, distributed

sensor networks.2 Indeed, for many of the present applications

the microscopic ‘‘mote of dust’’ is too small to be useful.

Placing sensor packs along a pipeline to detect a leak or

rupture, for instance, can be achieved with a thumb-sized

device quite conveniently.3 However, the need to decrease

network granularity, reduce cost, lower power consumption

and improve reliability of sensor nets is driving the size of the

motes down. If a sophisticated device really could be placed in

a speck of dust, many additional application areas open up. A

speck of dust can go to places that a macroscopic device

cannot: a thumb-sized device in a metre-wide pipe can detect a

leak; a dust-sized device in a blood vessel may be able to locate

a cancerous tumor.

The larger of the ‘‘smart dust’’ devices are constructed using

the tools of conventional microelectronics fabrication facilities.

These devices are active, containing on-board power sources to

run digital circuits and wireless transmitters. In contrast, most

Professor Sailor received a BS
in chemistry from Harvey
Mudd College and a PhD in
inorganic chemistry from
Northwestern University in
1988. He held postdoctoral
appointments at Stanford
University and The California
Institute of Technology before
joining the University of
California, San Diego in
1990; he became Associate
Professor in 1994 and Full
Professor in 1996.
Professor Sailor’s research
focuses on the chemistry, elec-
trochemistry, and photophysics

of nanophase semiconductors, with emphasis on photonic
crystals, quantum dots and wires, and biocompatible materials.
Studies of these materials emphasize applications in medical
diagnostics, high-throughput screening, and low-power sensing of

toxins, pollutants, and chemical
or biological warfare agents.

Jamie R. Link received a BA in
Chemistry from Princeton
University in 2000. She is cur-
rently a PhD student at the
University of California, San
Diego. She shared the 2002
‘‘The Best of What’s New’’
general technology award from
Popular Science Magazine for
her ‘‘smart dust’’ photonic crys-
tal sensor work, and received
the $50 000 grand prize in the
2003 Collegiate Inventor’s
Competition for her develop-

ment of self-assembling ‘‘smart dust’’. In 2004, she was named
one of MIT Technology Review Magazine’s ‘‘Top 100’’
innovators, the youngest person to receive the distinction that
year.

Michael J. Sailor Jamie R. Link

FEATURE ARTICLE www.rsc.org/chemcomm | ChemComm

This journal is � The Royal Society of Chemistry 2005 Chem. Commun., 2005, 1375–1383 | 1375



artificial nanomachines are passive devices that function

without built-in power. It is difficult to provide power to a

nanomachine, and while a number of micro-power sources

exist for millimetre scale devices, power remains a limiting

factor in this size regime as well. Although solutions will differ

for active and passive devices, a common goal for nanotech-

nology is to minimize or eliminate power requirements while

increasing the fidelity of the desired measurement.

The specific challenges can be divided into four areas. Three

of the areas are defined along the lines of Pister’s originally

proposed ‘‘sensing, computing, and communication system’’.

The fourth problem, which becomes increasingly difficult with

miniaturization, involves movement of the motes: how to place

them where you want them when you can’t see them. We will

call this last area ‘‘mobility’’. This article focuses on passive

nanoscale devices, and discusses them in the context of our

development of ‘‘smart dust’’—defined as a sub-millimetre

scale device that contains four properties: the ability to

position itself, to sense its environment, to perform data or

signal processing, and to effect a change in or communicate

with the macroscopic world. In short, to move, sense, calculate

and respond.

Making dust from porous silicon

Electrochemical etching of silicon wafers is perhaps one of the

simplest and cheapest means to build a nanostructure with

complex properties. The electrochemical etch produces a

porous layer whose thickness, porosity and average pore

diameters are precisely controlled. Porous silicon is typically

prepared by electrochemically corroding a silicon wafer in an

aqueous solution containing hydrofluoric acid and ethanol.

The process drills a myriad of nanometre-scale holes along the

,100. crystallographic direction in the Si wafer (Fig. 1). By

changing the electrochemical current, the electrolyte composi-

tion and the dopant characteristics of the wafer, one can tune

the average diameter of the pores from a few nanometres to

several microns. The cross-sectional image shown in Fig. 1

illustrates how a sudden change in current applied halfway

through the etching process results in an abrupt change in

average pore diameter.

The large specific surface area (a few hundred square metres

per cubic centimetre, corresponding to about a thousand times

the surface area of the polished silicon wafer) makes porous

Si a convenient material from which to fabricate many

interesting devices: biosensors,4–10 chemical sensors,11–20

bioresorbable materials,21,22 on-chip separators,23 MEMS

power supplies24–27 and cellular microphysiometers,28 to name

a few. Generation of micron-sized particles from these films is

a simple matter of removing the porous Si film from the

substrate and fracturing it into pieces. A pulse of current,

under the right conditions, is sufficient to undercut the porous

Si layer and lift it completely from the Si substrate. These free-

standing films are fairly brittle, and they can be fractured into

millimetre to micron-sized pieces in an ultrasonic bath

(Fig. 1).29–31

Photonic crystals—putting the ID tag on a dust
particle

Up to this point we have described how to make ‘‘dust’’ of a

porous Si nanostructure. Making it ‘‘smart’’ will involve four

other aspects—giving it the ability to sense its environment,

perform rudimentary signal processing, communicate with the

user and move about. The sensing, signal processing and

communication aspects all take advantage of the ability to

design complex photonic structures in porous Si by manip-

ulating the electrochemical preparation conditions.

Photonic crystals are materials that diffract visible light in a

manner similar to how planes of atoms in a crystal diffract

X-rays.32 Two main differences are that the Bragg spacing is

on the order of the wavelength of visible, rather than X-ray

radiation, and that the refractive index plays a more significant

role in determining the Bragg condition for photonic crystals.

There are many familiar examples of how Nature uses

photonic crystals to make ‘‘structural’’ colors: opals, butterfly

wings, the inside of the abalone shell. The shells of many

beetles also derive their colors from a photonic crystal, in this

case made of multilayers of chitin. The shell of the beetle

Calloodes grayanus, shown in Fig. 2, is illustrative.

The construction of a photonic crystal by electrochemical

etching of Si was first described by Vincent in 1994.34 The

seminal discovery was that porosity, or the amount of silicon

Fig. 1 Producing silicon particles with controlled pore sizes. Left:

Cross-sectional SEM image of the porous nanostructure in a porous Si

film. The pore size is controlled by the current applied during etching.

In this sample, the current was decreased suddenly during preparation,

resulting in the abrupt decrease in pore diameter observed. Right:

Particles produced by lift-off of the porous film followed by

ultrasonic fragmentation. Note the factor of 500 difference in size

scale between the two images. Images courtesy of Claudia Pacholski

and Yang Yang Li.

Fig. 2 Photonic crystals in Nature: shell of the beetle Calloodes

grayanus. Left: Photograph of the beetle, displaying the intense green

color of the cuticle. Right: Diagram showing the layered chitin

structure that gives rise to the structural color in this organism.

Adapted from ref. 33.
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dissolved at the pore–silicon interface at any point in time,

directly maps to the current being passed at that instant. Thus

if the current density is cycled in real time during the etch, the

resulting porous film displays a corresponding modulation in

porosity with depth. The variation also represents a modula-

tion in refractive index, and that is the key to construction of

photonic structures with porous Si. Just as the alternating

optical density of the repeating layers of chitin in the beetle

shell diffract and refract light to produce a peak in reflectivity

at a precise wavelength, varying the porosity of Si in a porous

Si structure produces a similar strong reflection at defined

wavelengths.

Vincent’s original films consisted of a simple A–B repeat

pattern known as a Bragg stack, whose alternating pore

morphology is similar to the cross-sectional image shown in

Fig. 1. This one-dimensional photonic crystal gave a strong

reflection over a relatively broad wavelength range, corre-

sponding to a band of forbidden energies—the photonic

bandgap.32,35,36 Soon afterwards Pavesi, Thönissen, and others

showed that more elaborate waveforms can be used in the etch,

resulting in dielectric mirrors (quarter-wave Bragg stacks),

rugate filters, microcavities, and other advanced optical

structures.14,34,37–43

Berger et al. were the first to add two sine waves together

and etch the resulting waveform into silicon. This produced a

material whose spectrum displayed characteristics of both

component sine waves.44 The method supplied a simple and

powerful means of designing a complex pattern in the

optical spectrum—by adding multiple waveforms together in

a computer-controlled current program—and led us to the

concept of etching spectral bar-codes in porous Si.

Construction of spectral bar-codes by Fourier
synthesis

Berger’s algorithm relies on a fundamental relationship

between the spatial variation of refractive index in a material

and the spectrum that it produces: the optical transform. The

diffraction pattern generated when a laser beam impinges on a

two-dimensional grating is a simple example of an optical

transform.45 Light passing through the diffraction grating

generates a spot pattern that can be thought of as the two-

dimensional Fourier-transform of the grating. Similarly, the

optical spectrum that is obtained from a porous Si multilayer

represents the Fourier transform of the porosity modulation in

the film. Thus the spectrum that gives rise to the intense red,

green, or blue color of the films shown in Fig. 3 consists of a

single peak, at a frequency proportional to the frequency of the

sine wave that the electrochemical apparatus applied while

etching the film. Bovard et al. was the first to provide a

theoretical analysis of how a Fourier transform could be used

to design optical filters this way.46

The waveform superposition method we have used in

preparing porous Si films is illustrated in Fig. 4.47 First,

several sine waves of different frequencies are generated and

added together by computer (Fig. 4A). A single-crystal Si

wafer is then etched with this composite current–time wave-

form (Fig 4B). The resulting porous Si film displays a porosity

depth profile that maps directly to the current–time profile

used in the etch (Fig. 4C). This porosity modulation is also a

refractive index modulation, and each of the main peaks in the

reflectivity spectrum of the sample (Fig. 4D) corresponds to

one of the original sine waves used in designing the waveform

(Fig. 4A). Thus the reflectivity spectrum (Fig. 4D) can be

thought of as the Fourier transform of the composite current–

time waveform (Fig. 4B) used in preparing the sample. Both

the wavelength and the amplitude of the spectral peaks are

controlled by the etching waveform, and each contains

encoding information. The total possible number of codes

that we have postulated is 410, or 1 048 576, based on

demonstrated tunability of these two parameters.47

Fig. 3 Porous Si photonic crystals as inorganic analogues of the

beetle shell. Left: Photograph of three one-dimensional photonic

crystals made from porous Si. Right: Electron micrograph image

showing the layered porous structure in a film. These samples are

rugated structures, prepared by application of a sinusoidal current

during etching. The different colors are produced using sine waves of

different frequencies.

Fig. 4 Using the waveform superposition method to design a spectral

code. In this example, four sine waves with different frequencies (A)

are added together to generate a composite waveform that is then

converted into a current–time waveform by the computer-controlled

current source (B), etching a porosity-depth profile into the Si wafer

(C). Representing the Fourier transform of the composite waveform,

the resulting optical reflectivity spectrum (D) displays the four

frequency components of the original four sine waves as separate

spectral peaks. The position and intensity of each peak in the spectrum

is determined by the frequency and amplitude, respectively, of its

corresponding sine component.
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The glass bead game

The photonic ID tag provides a rudimentary ability to probe

the particle from a distance. Although not as robust as a radio

transmitter, the photonic signature can be identified by a

remote observer—distances up to 20 m have been demon-

strated using a scanning laser system.30 There are currently a

variety of applications in which small particles must be

identified at distances ranging anywhere from a few cm to

several km. Much of the interest stems from the desire to

construct large libraries of distinguishable beads onto which

chemical reactions can be performed in a high-throughput

fashion.48 Bead-based systems can be used to screen for new

drugs, identify specific genetic markers, and study genomic

variation, for instance.49,50 An extensive library of codes

allows for parallel assays and more rapid screening techniques.

Various schemes to incorporate identification codes have been

proposed, involving either fluorescent molecules,51 molecules

with specific vibrational signatures,52,53 quantum dots54 or

discrete metallic layers55 as the encoding elements. The layered

porous Si photonic structures offer some advantages over

these other encoding methodologies. Porous silicon photonic

crystals can be constructed that display features spanning the

visible, NIR and IR region of the spectrum.42 No other single

material can support codes that span such a broad wavelength

range. The reflectance spectra of photonic crystals can exhibit

much sharper spectral features than can be obtained from a

Gaussian ensemble of quantum dots or from an organic

fluorophore. Thus more codes can be placed in a narrower

spectral window. Most systems based on fluorescence are also

limited by photobleaching and by low fluorescence quantum

yields. Since photonic crystals are reflective systems, they do

not have either of these two problems. In addition, the ability

to read photonic crystals at near-infrared, tissue-penetrating

wavelengths makes them amenable to in vivo applications.

Systems that require imaging optics to read the codes, such as

stratified metallic nanorods, need highly tolerant and relatively

expensive read-out systems.55 Finally, because the spectral

code is integrated throughout the porous nanostructure, it is

not possible for part of the code in a photonic crystal to be lost

or scrambled.

Encoded materials are widely used in medical, forensic

and remote sensing applications. In some instances, the

encoded tracer needs to be coupled to a separate sensing

element, such as a fluorescence assay. A unique feature of

the porous silicon materials is that the identification and

sensing functions can be performed by the same optical

structure.

Sensing using porous silicon

The challenge for the ‘‘sensing’’ aspect of smart dust is perhaps

the most difficult. Although sensing can be defined broadly in

terms of imaging, motion detection, measurement of physical

parameters such as temperature or light intensity, and

identification of various chemical or biological species, here

we focus on chemical and biochemical detection. The problem

can be stated: ‘‘how do we place the sensitivity, specificity, and

fidelity of a laboratory-scale chemical analysis on a grain of

sand?’’ This requires building a functional nanostructure that

responds to molecules.

The first use of porous Si as a chemical sensor was

demonstrated by Tobias et al. in the late 1980s.11 That sensor

used capacitance changes in a porous Si layer upon

adsorption of chemical species as a transduction method.

There are now many physical properties of porous Si that have

been harnessed for sensor applications, including capaci-

tance,11,56 resistance,57 photoluminescence58 and optical reflec-

tivity.59 Of the several electrical and optical transduction

modes available to porous Si films, optical methods are

perhaps the most extensively developed and possibly the most

robust. Detection of toxins,16,17 volatile organic com-

pounds,12,14,15 polycyclic aromatic hydrocarbons (PAHs),13

explosives,18 DNA4,9 and proteins have all been reported,5–7

and detection limits as low as a few ppb have been

demonstrated for some of these.60

Molecular recognition

Molecular sensing can be further broken down into a

recognition event and a signal transduction event.

Recognition occurs when some physical or chemical property

of the target analyte interacts with the sensor. This is what

provides specificity to a sensor. Most biosensors incorporate a

biomolecule such as an antibody or a DNA strand to provide

specificity. Although Nature builds perhaps the most dis-

criminating molecules for this purpose, they tend to be fairly

unstable and do not survive well in sensors that must endure

long-term exposure in the body or the environment. For

medical point-of-care and clinical applications this is not a

problem, because the sensors needed are typically single-use

and operate for short periods of time. For longer-term

applications such as real-time water or air quality monitoring,

other approaches to recognition are needed. Porous Si offers

some unique properties that can provide additional means of

discriminating molecules. For example, the pore diameters can

be controlled in such a way to allow discrimination of

biomolecules based on their size.23,61 Because the pores have

a high aspect ratio, the residence time of a molecule in the

nanostructure can be tuned, providing discrimination analo-

gous to the retention phenomenon used in gas and liquid

chromatography.19,62 Additionally, various chemicals of non-

biological origin can be attached to the porous Si surface.

Freshly-etched porous Si is terminated with Si–H species, and

these relatively reactive moieties are convenient synthons for a

variety of hydrosilylation, oxidation, and electroless deposi-

tion reactions. In some cases the chemicals incorporated at the

surface can be as discriminating as a biomolecule (H2 sensors

based on Pd coatings are notable),63 although in general they

are less discriminating but more robust. The various surface

chemistries that allow the incorporation of recognition

elements are the subject of a recent review.64

The second key component of sensing, signal transduction,

occurs when the recognition event produces a signal that is

observable in the macroscopic world. We have already seen

how the spectral properties of porous Si photonic crystals can

be used as encoding elements to allow identification of the

device. In the following sections we will see how these same
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photonic phenomena can be harnessed to respond to an

analyte recognition event—the signal transduction aspect.

Sensing using the passive optical properties of porous
silicon films

The first chemical sensor that utilized the passive optical

properties of porous Si involved Fabry–Pérot interference

from a thin layer.59 The sensing principle of the single-layer

Fabry–Pérot films as well as the more complex photonic

crystals to be discussed shortly is based on what is commonly

called the optical thickness of the film. Optical thickness, also

known as ‘‘effective optical thickness’’, is the product of the

refractive index (n) and the thickness (L) of the film. The

electrochemical parameters used in the synthesis control both

of these parameters precisely and reproducibly: the current

density usually controls porosity and hence n, and the length of

time that the sample is etched determines L. A high quality

Fabry–Pérot film made of porous Si has two planar and

parallel interfaces, and displays high fidelity fringes in the

reflectivity spectrum (Fig. 5). A spectral shift in these fringes

occurs when the refractive index of the film changes—for

example when a molecule is admitted into the pores—

corresponding to a change in optical thickness.4

The interference fringes observed in the reflectivity spectrum

of a Fabry–Pérot film (Fig. 5) correspond to constructive and

destructive interference from light reflected at the air/porous Si

and porous Si/crystalline Si interfaces.65 Reflectivity maxima

are located at wavelengths determined by the Fabry–Pérot

relationship (eqn. 1), where m is the spectral order of the fringe

at wavelength l, and the quantity nL is the optical thickness

introduced above.65 The factor of two in eqn. 1 comes from the

fact that the path of light in the film is twice the thickness of

the film when reflectivity is measured at normal incidence (see

the inset to Fig. 5).

ml = 2nL (1)

A convenient means of extracting the value of nL is from the

Fourier transform of the reflectivity spectrum. The Fourier

transform of a plot of reflected intensity versus frequency

yields a single peak whose position is the quantity 2nL (Fig. 6).

The refractive index, n, in eqn. 1 is a composite index

comprising a porosity-weighted average of the refractive

indices of Si and of the medium filling the pores.5 The

composite index is often derived from the refractive index of

the individual constituents and the porosity of the porous Si

film by application of the Bruggeman effective medium

model.66–68

Concentrating an analyte using a nanostructure

A standard approach in detecting very low concentrations of

analyte is to pre-concentrate the sample. Materials with high

surface area can be expected to collect a large number of

molecules per unit volume based solely on surface adsorption

effects (e.g. Langmuir adsorption, etc.). Nanoscale pores

possess an additional capability to concentrate a vapor, known

as microcapillary condensation. Originally described by Lord

Kelvin in 1871,69 microcapillary condensation is the physical

tendency for a vapor to condense in a nanometre-sized pore at

temperatures well above the dew point. It becomes significant

at analyte pressures near a few percent of the saturation vapor

pressure.

The relationship is described by the Kelvin equation70

(eqn. 2), which relates the pore radius to the relative vapor

pressure at which condensation occurs:

r~{
cV

RT ln (P=Po)
(2)

Where r is the pore radius, c is the surface tension of the gas/

liquid interface, V is the molar volume of the liquid, R is the

gas constant, Po is the vapor pressure of the liquid at

temperature T, and P is the observed pressure of the vapor.

The model assumes that the pores are fully wetted by the

liquid. The smaller the pore radius, the lower the partial

pressure at which condensation can occur at a given

temperature.71 Microcapillary condensation is a truly nano-

scale phenomenon that provides an additional means of

spontaneously concentrating volatile molecules. The extent

of both monolayer adsorption and capillary condensation are

Fig. 5 Optical interference in a porous Si film. Reflectivity spectrum

from a single layer porous Si film, showing the Fabry–Pérot

interference phenomenon. A diagram showing the optical setup is

shown in the inset.

Fig. 6 Optical detection of molecules in a porous Si film. Fourier

transform of the reflectivity spectra from a single-layer porous Si

Fabry–Pérot film, showing the shift that occurs upon condensation of

toluene into the pores. A diagram showing the experiment is given at

the left. The pressure of toluene vapor detected here is 28 Torr.

This journal is � The Royal Society of Chemistry 2005 Chem. Commun., 2005, 1375–1383 | 1379



influenced by the surface affinity of the porous matrix, which

can be tailored by a range of chemical modifications.20,72,73

Signal processing with a nanostructure

Molecular electronics, involving the construction of digital

circuits using molecules as the primary logic elements, is

commonly promoted as the next wave in computer engineer-

ing.74 Boolean logic concepts work well in the 100 nm to

micron-sized world of digital electronics, but they may not

transfer to data processing at the nanoscale. One could argue

that Nature provides better examples of how to perform

computation at the nanoscale, considering that Her devices

have been operating successfully in this size regime for billions

of years. Here we define computing to include signal

processing, or the simplification, amplification, and/or transla-

tion of a stimulus. With the correct design, a nanomaterial can

perform sophisticated mathematical transformations that

greatly reduce the computational power needed to convert

the stimulus into useable data. The replacement of a porous Si

Fabry–Pérot film with a photonic crystal as a sensor element

provides an example of a very simple mathematical operation,

the Fourier transform, performed at the nanomaterials level.

Using a rugate filter to perform a Fourier transform

Earlier in this article we described how the Fourier transform

of the spectrum of a Fabry–Pérot film can be used to measure

chemical binding. A more sophisticated optical structure can

yield this information directly, thus simplifying the analysis.

Fig. 7 shows photographic images of small particles of porous

Si prepared with a one-dimensional photonic crystal structure,

known as a rugate filter. The particles are green in air and red

in the presence of toluene vapor. Condensation of toluene in

the nanopores has the same effect in the one-dimensional

photonic crystal as it has in a Fabry–Pérot film, increasing

the average refractive index of the nanostructure. However,

the index change is easily visible by eye in the more

sophisticated optical structure. The sinusoidal variation in

index that comprises the rugate film leads to a single

observable resonance that appears as a pure color to the eye,

whereas the series of tightly-spaced fringes from the Fabry–

Pérot layer of Fig. 5 cannot be resolved without the aid of a

spectrometer. The Fourier transform performed at the

materials level allows one to observe the effect of chemical

binding directly.

Optical structures more complicated than rugate films can

be constructed that can provide added sensitivity or specificity

for chemical sensing. Snow and coworkers14 were the first to

report vapor sensing with a Bragg stack, and Fauchet and

coworkers demonstrated femtomolar-level detection of single-

stranded DNA using a microcavity structure modified with a

complementary-DNA fragment.9,10 A lateral gradient of pore

diameters can also be incorporated into such structures to

provide size selectivity.23,75

Mobility

As devices become smaller, it becomes more difficult to locate

them and to place them where you want them. Thus there is a

need to develop tools to move and target nanostructures—

what is referred to here as mobility. Three modes of mobility

are of interest: autonomous motion, directed motion, and

random motion. Autonomous motion, in which a nanostruc-

ture moves under its own power and follows a preprogrammed

course without input from the user, is a grand challenge for

nanotechnology. Although there are many examples from

cellular biology, examples of autonomous motion of artificial

nanostructures tend to be found only in the science fiction

literature at present.76–79 Directed motion is a little easier, and

there are many examples of manipulation of nanostructures by

an externally applied stimulus. Nanostructures have been

manipulated by electrophoretic,80–83 magnetic,84–88 optical,89

electrostatic86,90 or mechanical91 forces, and the tools of

nanotechnology can even allow manipulation of individual

atoms.92 Random motion harnesses thermal fluctuations or

Brownian effects93 to move things about, and it would be

limited were it not for the existence of the molecular forces that

allow self-assembly. Self-assembly is one of the more

celebrated tools used in the construction of nanostructures,94

and it can also be used for their manipulation.

Self-assembling smart dust

In 2003 we developed a method to construct small particles of

porous Si photonic crystals that could spontaneously self-

assemble and orient at an interface.31 The particles are

prepared as platelets, with different chemistries on each side.

If one side is hydrophobic and one side is hydrophilic, the

chemically asymmetric particles will target an organic liquid/

water interface, Fig. 8.

Fig. 7 Sensing volatile organic compounds (VOCs) using ‘‘smart

dust’’ photonic crystals. An array of microscopic porous Si photonic

crystals exposed to toluene vapor is shown in these images. The top left

image is the collection held in air, bottom left is the sample after

introduction of toluene vapor. When toluene condenses in the

micropores, the refractive index of the entire particle increases, leading

to a red shift in the photonic peak. The color change from green to red

is easily observed with the naked eye. The images on the right are

difference maps, showing the difference between the red (top right) and

blue (bottom right) channels. The size of these particles is of the order

of 300 mm, and their surfaces are modified with dodecyl functionalities.

Images courtesy of Gordon M. Miskelly and Anne Ruminski
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The technique for synthesizing these chemically asymmetric

nanostructures involves five steps, outlined in Fig. 9. In the

first step, a photonic crystal is etched. The second step involves

chemically modifying the porous silicon photonic structure so

that it will find and stick to the desired target. In the present

case, we target the interface between a drop of oil and water, so

the targeting chemistry employs a hydrophobic molecule. The

hydrosilylation reaction mentioned earlier is convenient,

because it attaches the molecule to the porous Si via a Si–C

bond.64 Si–C bound species are robust enough to survive a

subsequent electrochemical etch, which places a second

photonic crystal directly beneath the first one. A current pulse

releases the entire porous structure from the substrate, and

ultrasonication pulverizes it into small particles. A subsequent

reaction can then be performed on the second side. A chemical

oxidation is performed in the present example. It will be seen

that this platform methodology can be used to construct

elaborate structures with a variety of useful optical and

mechanical properties.

Once added to an oil–water mixture, the particles orient, or

"tile" themselves on the interface. In this way the particles

behave like a lipid or surfactant molecule, targeting with the

hydrophobic side oriented toward the organic phase and the

hydrophilic side toward the water. As a means of signaling

their presence at the interface, the particles change color. As

the nanostructure comes in contact with the oil drop, some of

the liquid is drawn in. The hydrophobic liquid only wicks into

the regions of the nanostructure that have been modified with

the hydrophobic chemistry. The refractive index of the liquid

in the nanostructure causes a predictable shift in the spectrum,

signaling to the outside observer that the target has been

located.

Directing motion with magnetic smart dust

The synthetic scheme described in Fig. 9 can be used to add

magnetic properties to smart dust.95 Porous Si microparticles

are exposed to superparamagnetic nanoparticles of Fe3O4 in

the last step of Fig. 9, and the magnetic nanoparticles become

attached as the layer oxidizes. The particles adhere to

microlitre-scale liquid droplets, allowing the droplets to be

manipulated with a permanent magnet or an electromagnet

(Fig. 10). The reflectivity spectrum from the amphiphilic

photonic crystals provides a signal that can be used to identify

the payload. We have demonstrated a simple precipitation

reaction by bringing a drop of water containing silver ions into

contact with one containing iodide, but the concept should be

generally applicable to a variety of chemical reactions and

bioassays, including transformations involving single cells.

Such controlled manipulation of small volumes is a challen-

ging problem in microfluidics,86,96–98 and it is a key require-

ment for many high-throughput analyses, syntheses, and

microassays.99,100

Conclusions

The challenge for the nanotechnology community addressed in

this article involves engineering the functional complexity of a

macroscopic machine into something the size of a grain of

sand. This article has focused on passive devices with very

limited capabilities compared with those of an integrated

circuit chip. Pister’s ‘‘autonomous sensing, computing, and

communication system" that is "packed into … a small particle

or speck’’ provided the inspiration. The translation of his

microscale concepts to the nanoscale has been realized in a

Fig. 8 Amphiphilic ‘‘smart dust’’ particles self-assembled at an oil/

water interface. The microscopic particles consist of two stacked rugate

structures, one green and the other red. Each side is chemically

modified to have different surface affinities. The chemically asym-

metric particles spontaneously target and align themselves at an

organic liquid/water interface with the hydrophobic (green) side

oriented toward the organic phase and the hydrophilic (red) side

toward the water.

Fig. 9 Synthesis of self-assembling smart dust involves sequential

electrochemical etching and chemical modification steps.

Fig. 10 Smart dust chaperones for chemical reactants. Encoded

magnetic ‘‘smart dust" particles self-assembled on two drops of water

(top left). The microscopic particles are photonic crystals of porous

silicon that spontaneously assemble at the surface of the water drops.

A magnetic field has been applied to bring the two drops together

(bottom left), resulting in a reaction between the chemicals contained

in the two drops (silver ions in one, iodide ions in the other). The silver

iodide precipitate that forms in the reaction is evident as a whitish

cloud inside the drop. The reflectivity spectra of the particles (right)

indicate the identity of each drop before reaction and of the

combination after reaction. The smaller drops each contain 3 mmol

of reagent, the volume of each drop is 30 ml.
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very rudimentary fashion, but advances that allow us to

incorporate the complex processing capability of active circuits

into a nanoscale device are still needed. Although it becomes

more difficult to engineer functional complexity as the device

shrinks, there are compelling reasons to make dust-sized

machines, particularly in the field of medicine. Teaching smart

dust to move under its own power, respond to a stimulus, and

deliver a payload at a predetermined time and place are the

next challenges.
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