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In writing a review of vibrational energy transfer in gases, 
one must first cite the reviews of Takayanagi,1,2 Herzfeld,3'4 

and Cottrell and McCoubrey.8 To avoid excessive duplication 
of these earlier reviews, we have not exhaustively covered the 
history of the subject or assigned credits for the earliest 
contributions to a particular idea. Indeed, much of the ground­
work in vibrational energy transfer was laid in the early 
1930's. However, a number of important papers have been 
published on this subject in the last 5 years, and new insight 
can now be obtained on the meaning of the various procedures 
that can be used to calculate theoretically the energy transfer 
in collisions. In some ways, the relationships among various 
approximate methods are so basic and so important that they 
may be more significant than the actual results for vibrational 
energy transfer. No existing calculation is based on a col­
lision model that is sufficiently realistic so that accurate re­
sults can be expected. However, these calculations, based on a 
crude collision model, lead to conclusions regarding which 
approximate methods can be employed in the future to solve 
the complicated equations resulting from a more rigorous 
collision model. 

In this review, the plan is to concentrate on those papers 
that are most significant for exploring the validity of various 
approaches for the calculation of energy transfer in molecular 
collisions. The relationships among quantum, semiclassical, 
and classical procedures, when applied to energy transfer, are 
at least as interesting as the energy transfer itself. These will 
be explored in detail. 

It is inevitable, in a review of this sort, that some papers 
that deserve to be mentioned will be left out or only briefly 
considered. We apologize in advance for any articles that are 

(1) K. Takayanagi, Progr. Theor. Phys. Suppl. (Kyoto), 25, 1 (1963). 
(2) K. Takayanagi, Adrian. At. MoI. Phys., 1, 149 (1965). 
(3) K. Herzfeld and T. A. Litovitz, "Absorption and Dispersion of 
Ultrasonic Waves," Academic Press, New York, N. Y., 1959. 
(4) K. F. Herzfeld in "Thermodynamics and Physics of Matter," 
Princeton University Press, Princeton, N. J., 1965, Section H. 
(5) T. L. Cottrell and J. C. McCoubrey, "Molecular Energy Transfer in 
Gases," Butterworth & Co., Ltd., London, 1961. 
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inadvertently neglected. This is not an exhaustive review with 
one sentence reserved for each and every paper in the liter­
ature, but rather an attempt to concentrate on those aspects 
that have the greatest general bearing on determining how 
future, more accurate calculations should be performed. 

In this article, we shall be concerned with the calculation 
of vibrational-translational energy transfer for nonreactive 
collisions, in which energy exchange takes place between the 
lower vibrational levels. Consideration of very highly vibra-
tionally excited molecules is specifically excluded. The phys­
ical applications of our restricted range of interest include 
rapid changes in gas temperatures in gas flows, ultrasonics, 
and chemical or laser production of non-Boltzmann distri­
butions of vibrational energy levels. However, the vibrational 
energy exchange that occurs in collisions of highly excited 
molecules capable of unimolecular decomposition are not 
considered in detail in this article. 

Vibrational-translational energy transfer may be depicted 
by the equation 

A(BO + BC(m) —*• A(Oi) + BC(«,) 

In this process, a diatomic molecule BC in vibrational state 
H1 collides with a molecule or atom A, the relative collision 
velocity being D,. After collision, BC is in vibrational state n„ 
and the relative velocity of separation is v,-. If rotational transi­
tions are neglected, the vibrational energy of BC is exchanged 
for relative translational energy of A and BC. We shall also 
be interested in "resonant" vibrational-vibrational energy 
transfer 

AB(Zi1) + AB(«S) —>• AB(Mi') + AB(n,') 
In this process, no energy is exchanged between vibrational 
and translational modes and Hi + «2 = «i' + «2'. Strictly 
speaking, there is a small vibrational-translational energy 
exchange if the molecular vibrations are not perfectly har­
monic, but this is usually very minor. In nonresonant energy 
transfer, /n + m 7* «1' + «2'. To calculate cross sections or 
collision numbers rigorously for these energy exchange pro­
cesses, the complete potential energy surface for all possible 
configurations should be determined, and the complete 
Schroedinger equation for the system would be solved subject 
to the appropriate boundary conditions. Such a calculation 
would be extremely complicated and laborious, and there is 
little likelihood that it will be carried out for any process in 
the next decade. Therefore, a simplified approximate col­
lision model must be set up in order to carry through a calcu­
lation to completion. It is to be hoped that such an approxi­
mate calculation, although necessarily oversimplified, will 
nevertheless retain much of the essence of the real problem. 
Hence, the model would correctly predict the trends and gen­
eral magnitudes of probabilities for vibrational energy ex­
change processes, although it may not be easy to determine 
whether this is so in any given case. 

Certain approximations have often been made in order to 
obtain analytical solutions of the general equations. Since 
1963, several approximations have been shown to be poor on 
the basis of comparison with more exact results obtained by 
computer solution of the collision equations. In some cal­
culations, crude, but a priori assumptions are made for the 
collision model, and the results are compared with experiment. 
We believe that such calculations are more valuable than those 
containing adjustable parameters that are fitted to experiment, 
because the latter tend to explain everything and predict noth­
ing. 

II. Basic Theory of Vibrational-Transitioital 
Energy Transfer for a Collinear 
Collision of a Particle A with a Harmonic 
Oscillator BC 

A. SIMPLEST COLLISION MODEL 

In this section, a simple collision model will be described 
that has been frequently used. Although it is rather crude, the 
model serves a useful purpose because it contains some ele­
ments of the real collision interaction, and because a number 
of different calculations may be carried out and compared 
on the basis of this model. 

Consider a linear head-on collision of a mass point A with 
a diatomic molecule BC, as shown in Figure 1. The center of 
mass of BC is denoted as G, and the center of mass of the 
three particles is denoted as R. The positions of G and R are 
measured from a fixed origin denoted as O. The Cartesian co­
ordinates of particles A, B, and C are denoted as XA, SB, and 
So, respectively. The positions of G and R are 

Xa = (mBSB + wo«c)/(mB + Wc) (1) 

SR = («A2A + mB£B + mcSc)/M (2) 

where M = wA + wB + mo- The three coordinates SA, SB, 
and So can be used to describe the positions of the particles, 
but it is more convenient to use SR as one of the coordinates, 
because the potential energy must be independent of SR. A 
useful alternate set of coordinates is S, Q, and SR, where 

S = SA- S0 (3) 

S = £B - Sc (4) 

In this coordinate system, SR specifies the position of the 
center of mass of all three particles, S is the position of A 
relative to the center of mass of BC, and Jf is the oscillator 
separation. 

In general, the potential energy cannot depend on the co­
ordinate SR SO that the motion in SR is free. When S is ex­
tremely large, the intermolecular potential simply reduces to 
the potential energy for an isolated diatomic molecule BC, 
denoted as K0(jf). For noninfinite S, the interaction between 
A and BC depends on both coordinates S and Q. The total 
potential may be written in the form 

V(SS = Vfa) + V'(A0 (5) 

without loss of generality. The interaction term V(StV) -*• O 
as S -*• ». Equation 5 is exact. In the simple approximate 
collision model, it is assumed that V(S,0 is an interaction 
between atoms A and B, so that V(x,$) depends only on the 
distance between mass points A and B. This distance is S — 
yf/, where y = WC/(WB + w0). Thus 

V(S,$) Si Vflf) + V(X - y§) (6) 

It is usually assumed that V(S — yjj) has the form of a 
typical intermolecular potential between saturated molecules, 
such as a Lennard-Jones, Morse, or Buckingham potential. 
In many calculations, the attractive part of the interaction 
potential is either neglected or treated crudely. The repulsive 
part of V(S — y$) is assumed to have exponential form 

V(X - yg) = A exp[-(* - ytf)/L] (7) 

where A and L are constants. The parameter L is obtained 
by fitting this function to the best available intermolecular 
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potential determined from experimental data on transport 
properties. Unfortunately, this procedure involves a number 
of crude assumptions. The intermolecular potentials are 
sensitive to weak glancing collisions and are not strongly 
dependent on the steepness of the inner repulsive potential. 
Vibrational energy transfer is extremely sensitive to the slope 
of the repulsive potential, which is not very well known. 
Potentials based on transport properties6 are, in general, 
steep. Herzfeld4 found that an equating of the exponential 
potential to the repulsive part of the Lennard-Jones transport 
property potential is obtained for L ^ r0/17.5, where n 
is the Lennard-Jones potential parameter. This result de­
pends on the energy chosen for equating the two potentials. 

H-y-4 

Figure 1. Collision coordinates. An origin fixed in space is at 0» 
the center of mass of B and C is at G, and the center of mass of 
A + B + CisatR. 

In some calculations, it is assumed that the amplitude of 
vibration of BC throughout the collision is small compared to 
L. By defining Q0 as the equilibrium value of #, we obtain 

V = (Ae^'/L)e-i/L exp[y(y - y0)/L] (8) 

If 11Q — #o I « L, the exponential may be expanded in (•g — Qo), 
and the linearized potential is 

V = A'e-VL[\ + y(g - Qt)IL + ...] (9) 

where A' = AeyS'/L. 

B. CLASSICAL DYNAMICAL CALCULATION 
OF ENERGY TRANSFER 

1. General Equations 

In the classical calculation, the atom A is initially at a large 
distance from the free oscillator BC. The beginning of the 
collision is the initial time t = to. Then the initial conditions 
are 

£(to) = £0 

y~(to) -So = Bt sin (wf0 + S1) 

(10) 

(H) 

where £o is a large positive number, $o is the equilibrium 
value of g, and Bi and 7,- are constants that determine the 
amplitude and phase, respectively, of the initial harmonic 
motion of BC. The equations of motion for the three-par­
ticle system A + BC can be shown to be 

MZR = 0 

M = ~&,0 = —^-(z& (12) 
b£ b£ 

dV bV 
d£ off 

where / is the force constant for BC, Vo(P) is assumed to be 
1AZ(̂  _ ffo)2, and the mass terms are defined by 

m = WA(WB + Wc)/(wA + WB + W0) (13) 

Al = W B W 0 / (OTB + Wo) (14) 

Equations 12 must be solved subject to the initial conditions, 
eq 10 and 11. The equation for £B is trivial and need not 
be considered further. The center of mass of A + BC merely 
moves with uniform motion and does not affect the vibra­
tional energy transfer. If eq 7 is used for V, the result is 

m£ = (AIL) exp[-(2 - y Q)]L] 

HQ = -f(y - £0) - (Ay/L) exp[-(2 - yg)L] 
(15) 

We repeat for emphasis that / is the force constant of the 
oscillator. These equations can be solved on a computer by 
starting with the initial conditions, eq 10 and 11, and an ar­
bitrary choice of to, £0, Bit and 5f. It can easily be shown that 
the choice of to has no bearing on the calculation, provided 
the integration is carried out to times that are sufficiently 
large compared to to. The choice of £0 is also of no con­
sequence, provided that £0 is large enough that exp[—£o/L] <K 
1, except insofar as the choice of £0 affects the initial phase. 

Upon integration of eq 15, it will be found that as / in­
creases, £ will at first decrease to a minimum, and then in­
crease again. Eventually £ will return to £0, and at this point 
the collision may be assumed to be ended. Near the end of 
the collision (t >> t0), the interaction energy is zero, and it 
will be found that § varies with t according to some relation 

- Qo = B1 sin (oit + 5/) (16) 

(6) J. O. Hirschfelder, C. F. Curtiss, R. B. Bird, and E. L. Spotz in 
ref 4, Section D. 

The energy transferred to the oscillator in the collision is 

AE = MBS - Bt*\ (17) 

In general, AE will depend on both Bf and 8,- for arbitrary 
to and £0. 

In any experiment, the energy transferred to an oscillator 
with a particular initial amount of excitation (i.e., a fixed 
value of Bi) is measured. In order to compare with experiment, 
the values of AE calculated for fixed B{ but various 5,- should 
be phase averaged. Thus 

(AE(Bi)) = (2TT)-I f *AE(B„8i)d8i (18) 

is the quantity that should be compared with an experimental 
AE for fixed Bi. 

It can be shown that AE(Bt1Bi) does not depend on the 
choice of A, but is very sensitive to the value of L. To show 
this, A may be written in the form ealL, where a is a constant. 
If this is substituted for A in eq 15, it will be found that the 
form of eq 15 remains unchanged, but £ is replaced by 
£' = £ — a. The solution of eq 15 does not depend on the 
initial position £0, and hence it cannot depend on the initial 
value of £'. Since the constants A and a do not appear ex­
plicitly in the equations, it follows from eq 15 that the energy 
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transfer must be independent of these constants. The results 
of numerical calculations on a large number of systems under 
various conditions are given by Kelley and Wolfsberg.7 

2. Approximate Solution 

Before discussing the exact numerical calculations, it is 
useful to first present an approximate solution derived by 
Landau and Teller,8 Rapp,9 Parker,10 and Takayanagi.1 

This procedure involves the basic assumption that the vibra­
tional amplitude of the oscillator is not driven to large values 
during the collision, so that 

\g - Vo I « L (19) 

throughout the collision. Prior to the work of Wolfsberg and 
Kelley,' it had been thought that this condition is automati­
cally satisfied for all low-velocity collisions. Actually, this is not 
the case, and the above authors have shown that condition 19 
holds only for certain mass combinations of A, B, and C. 
This will be discussed in greater detail later. 

If it is assumed that eq 19 is valid, then eq 9 may be used 
for the potential. Furthermore, since g never deviates sub­
stantially from §o, one can perform an approximate integra­
tion of eq 15 by setting g(t) equal to #o in the exponential 
functions. Equations 15 then take the approximate form 

m£^(A'!L)e-*/L 

(20) 

It is convenient to define Xt as & at the classical turning point, 
and X = £ — x,. Then eq 20 become 

ThX = (A "/Ly -S/L 

M+f(g-So) = (yA"/L)e SlL 
(21) 

where A" = A'e~it/L. The first of eq 20 may now be inte­
grated directly, if t = 0 is defined as the point where ^ = O. 
The result is 

e-i(t)/L = sech2 [(A"/2m)l/it/L] (22) 

The beginning of the collision corresponds to X = <= and 
f = — Co, and the end to X = » and t = + <*>. If the initial 
relative velocity is v0, then all the initial kinetic energy (mvo2/2) 
is converted to potential energy at t = 0. Therefore, A" = 
«nPo2/2, and eq 22 may be written 

e-S.IL = sech2 (v0t/2L) (23) 

This equation is based on the assumption that variations in 
#(0 during the collision are small compared to L. It also 
implies that the energy transferred to the oscillator is small 
compared to the incident energy since the latter quantity is 
assumed independent of the excitation in the oscillator. If 
this equation is substituted into the second of eq 21, the result 
is 

M + f($ - 0o) = -to A''IL) sech' (vat/2L) (24) 

Equation 24 may be solved subject to the initial condition 

lim [§(t) - §0] = Bi sin (tat + 5.) (25) 

(7) J. D. Kelley and M. Wolfsberg, J. Chem. Phys., 44, 324 (1966). 
(8) L. Landau and E. Teller, Physik. Z. Sowjetunion, 10, 34 (1936). 
(9) D. Rapp, / . Chem. Phys., 32, 735 (1960). 
(10) J. G. Parker, Phys. Fluids, 2, 449 (1959). 

According to Slater and Frank,11 the solution of eq 24, sub­
ject to eq 25, is 

lim [Jf(O - J0] = Bi sin («f + S1) + 

Qi, "'"'J', (yA"JL) sech2 (vos/2L) sin [u(t - s)] ds (26) 

where the first term is the initial oscillation, and the second 
term is the change due to the transient force. Since sech2 

(vas/2L) is an even function, it can be shown that 

lim [g(t) - Jf0] = Bi cos Si + 
«-»+- L 
(MW)"1 I (yA"/L) sech2 (c»s/2L) COS(COJ) ds sin («0 + 

Bi sin 8i cos («0 (27) 

It then follows that the approximate energy transfer to the 
oscillator is 

A£ap = (f/2VdBiIaW) cos 8i f " (yA"jL) X 

sech2 (V9S/2L) cos (us) ds + 

(/uo)-2 J (Y,4"/L) sech2 ((^/2L) cos (oos)ds ]} (28) 

The phase-averaged approximate energy transfer does not 
contain the first term, since the average value of cos Si is zero. 
Thus, the phase-averaged energy transfer {AEap) is 

<AEap> = (2M)-1 U: to A" IL) X 

sech2 (vos/2L) cos (us) ds (29) 

Since this equation does not contain Bi, the phase-averaged 
value (AE.p) is independent of the initial excitation in the 
oscillator. The result of integration is 

(AEap) = (27T2O)2L2TO2TVM) csch2 (TuL/va) (30) 

For calculational purposes, it is convenient to define the di-
mensionless quantities 

m = rhy2/ij. 

a = ( Y W M W ) 7 ^ - 1 

Then, eq 30 becomes 

(AE1,,,) = (27r2/M2/a2)(Ac) csch2 £ ( m V A 1 
a \2Evlhv) J 

(3D 

(32) 

(33) 

where E0 = A" = mD0
2/2. 

Except at very high velocities, irwL is usually large compared 
to Co- Therefore, under most conditions it is sufficiently 
accurate to expand csch2 (iro>L/v<>), so that 

<A£»p> s (87T2O)2L2m27VM)e_2T"I,/" (34) 

The ratio of transferred to incident energy is 

(11) J. G. Slater and N. H. Frank, "Mechanics," McGraw-Hill Book 
Co., Inc., New York, N. Y., 1947. 

e-S.IL
file:///2Evlhv
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Time (in sec x 10" ) 

(a) 

Figure 2. Variation of n and rs (the BC and AB distances, respec­
tively) with time during a collision. Case a corresponds to m = 
0.0416, while case b corresponds to m = 6.0. In case a, n(t) never 
deviates substantially from the equilibrium configuration of BC, 
and T2(Z) is essentially identical with what one would calculate from 
the approximate method. In case b, n(t) is heavily compressed dur­
ing the middle of the collision, and the approximate treatment 
yields the dotted line for r^t), whereas the exact treatment leads 
to the solid line for r^t). Note that although n(t) is heavily com­
pressed during the middle of the collision, the final energy transfer 
to BC after the collision is over is small. 

<A£.p)/£o = (l6TWLm,yi/nv0
i)e-2™L/v° (35) 

Equations 34 and 35 can be given a simple interpretation. 
The quantity L/v0 is a measure of the duration of the collision 
T0, and 2ir/o> = rT is the vibrational period. Therefore, the 
exponential factor in eq 35 can be written as exp[—4IT2TC/TV]. 
At low velocities, where T0 » TT, the energy transfer is small 
because the oscillator can readjust adiabatically to the per­
turbation caused by the incident particle. At high velocities, 
T0 <sc Ty, and, when the oscillator is struck by the incident 
particle, large vibrational excitation is produced. 

3. Exact Solution 

In the limit of very high velocities, as (vo/wL) -*• «>, the 
hyperbolic function in eq 30 may be expanded, and the hard 
sphere limit is 

lim <AE,p> = AmEo (36) 

Thus, the calculated approximate energy transfer will exceed 
the incident energy at high collision velocities if m > 0.25. 
Since this is not physically possible, it might be expected that 
even at low velocities the approximate calculation will be 

accurate only for m « 0.25, and not for m > 0.25. Wolfsberg 
and Kelley7 have found this to be the case. For a number of 
selected examples, Kelley and Wolfsberg calculated <A£), 
the exact energy transfer, and (AEW) at several collision veloc­
ities. Since (AE) depends on the initial excitation of the os­
cillator ((AEw) does not), the calculation of AE was made for 
zero initial excitation. It was found that at low velocities AE 
is proportional, but not equal, to (AEn), and the ratio 
(R = <A£aP)/A£ depends only on m. An approximate empirical 
relation that correlates this ratio at low collision velocities is 

(R = e1-685"1 (37) 

For example, in a collision where mK, mB, and mc are 13, 1, 
and 12, respectively, m = 6 and (R > 100. However, if »u, MB, 
and mc are 2, 24, and 24, then m = 0.04, and the ratio is 
1.06. Therefore, the approximate method should be limited to 
collisons between a light particle and a heavy oscillator, where 
m is small. The ratio (R stays constant over a very broad range 
of velocities if m < 0.5. For example, in the collision7 where 
/MA, WB, and m0 are 2,12, and 12, respectively (m = 0.0769), 
(R is essentially constant over the entire range of incident en­
ergy from 0.3 to 20.3 eV. The value of (R at low velocities ap­
pears to be independent of the force constant of the oscillator. 
Kelley and Wolfsberg show that calculations based on the 
approximate separation of S and g motion will be in error in 
proportion to the magnitude of the mass parameter m. For 
mass factors m less than about 7s> the approximate formula, 
eq 30, may be used, with eq 37 as a correction factor. For 
larger values of m, a complete computer solution is advisable. 

A few calculations of the exact (AE) were made for cases 
where the oscillator was initially vibrating. It was found that 
the energy transferred to the oscillator decreases when the 
initial excitation is increased. 

The failure of the approximate method for large values of m 
is illustrated in Figures 2a and 2b, where n is the BC distance 
and r2 is the AB distance. Both figures depict exact computer 
solutions of eq 15 by plotting rx and r2 simultaneously as 
functions of time. Case a corresponds to m = 0.0416, and 
case b corresponds to m = 6.0. In both examples, the os­
cillator is initially unexcited, the incident energy E0 is 5.078 
eV, and the energy transferred to the oscillator is less than 
Viooo of E0. In case a, where m is small, the distance BC is a 
weak oscillatory function of time during the collision. The 
vibrational amplitude never exceeds 0.02 A, and since L ^ 
0.2 A the conditions for applicability of the approximate 
method are fairly well satisfied (note: (R = 1.07 for case a). 

In case b, by contrast, oscillator BC is strongly compressed 
during the collision, despite the fact that the energy transfer 
is small after the collision. The compression of BC at the heart 
of the collision is about equal to L. The time dependence of the 
AB distance is the same in case a, whether calculated by the 
approximate or exact methods, but for case b the time de­
pendence is greatly in error when calculated by the approxi­
mate method. 

In summary, the completely classical calculation of energy 
transfer to an oscillator may be determined exactly by com­
puter solution of eq 15. The energy transfer, which depends 
sensitively on L, increases with increasing collision velocity 
and decreases with increasing initial excitation of the os­
cillator. An approximate procedure, leading to a simple 
closed form expression for the energy transfer, can be used for 
small values of the mass parameter m. A correction factor 
that relates A£ap to AE is found to be e

_1-685m for m < V* 
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The failure of the approximate procedure is severe for large 
m, even when the energy transfer in the collision is quite 
small. 

C. SEMICLASSICAL CALCULATION 

1. General Equations 

It should be emphasized that the classical calculation is based 
upon the treatment of the energy levels of the oscillator as a 
continuum. As such, there is no reference to vibrational 
quantum states, and only the total energy transfer to the os­
cillator can be calculated. In the semiclassical calculation, the 
molecule BC is treated as a quantum mechanical system with 
discrete energy levels. The motion of the incident particle is 
treated classically. The perturbation V'(£,p) of the oscillator 
due to the incident particle can be converted to V'(t,g) by 
determining the classical motion Z(t) of the incident particle. 
This time-dependent perturbation is then inserted in the time-
dependent Schroedinger equation, the solution of which gives 
the final state of the oscillator after the collision. In conven­
tional applications of this procedure, the external motion in 
coordinate & is determined by making the approximation 
0 = Jo. The results obtained should therefore be analogous 
to the "approximate" and not the exact classical calculations. 
Because the energy in cooordinate X is assumed to be large 
compared to the energy transferred, the time dependence of 
£ can be evaluated from eq 23, which is the solution of the 
first equation of (21). 

The Schroedinger equation for an isolated diatomic mole­
cule BC is written as 

3Co#„(?) = ZnHn(T) (38) 

where Hn is the «th normalized harmonic oscillator wave 
function, £„ = (n + 1A)̂ w, co2 = fly., T = g — {/<>, and 3Co is 
the Hamiltonian operator for an isolated harmonic oscillator; 
i.e. 

fi* d2 , 1 
JCo ~ — T -

2 M £ > ? 2 + 2 / ? 2 (39) 

In the problem under consideration, the time-dependent per­
turbation potential is 

V'(t,V) = £0 sech2 (vot/2L) exp[y?/L] (40) 

which is obtained from eq 8 and 23. Therefore, the time-
dependent Schroedinger equation for the perturbed oscillator 
is 

{3Co+ V'(t,V)}V = hi 
bt 

(41) 

The solution of this equation may be expanded in terms of the 
stationary-state wave functions Hn(V)e~ta"t 

*( ' ,?) = Z an(t)Hn(f)e- (42) 

where w„ = f„/ft. When eq 42 is substituted into eq 41, and 
eq 38 is used to simplify, the result is a differential equation 
in terms of the expansion coefficients «„(0- If the result is 
multiplied by some arbitrary oscillator function H1(V), and 
integrated over dV, the result is 

daj/dt = (hi)-i S OnWfXQ*** (43) 
n 

where uJn = U1 — «n, and 

'in '(O = [" V(I1V)H1(V)Hn(V) dV (44) 
%) — co 

Equations 43 (for various J) constitute a set of coupled dif­
ferential equations in the coefficients ajf), with one equation 
for each term in the expansion eq 42. In principle, the com­
plete set of functions should be used in eq 42, thereby leading 
to an infinite set of eq 43. In actual practice, a finite set of 
functions is used, and a heuristic procedure is adopted whereby 
the calculation is repeated by adding states until the cal­
culated results do not change. It is then presumed that the 
transition probabilities are exact in the sense that they do not 
differ substantially from what would be obtained from a 
calculation that uses an infinite set of states. 

Equations 43 are equivalent to the time-dependent Schroe­
dinger equation, except that the time dependence of ^f(V,t) is 
given in terms of the time dependence of the expansion co­
efficients. The probability of finding the oscillator in state n 
at time t is | an(t)\

2. At t = — » , the oscillator is presumed to 
be in some definite initial state /, represented by the conditions 

ai(-o=) = 1 

« „ ( - » ) = 0 n^l 
(45) 

After the collision, the probability of finding the oscillator 
in any state J is | a}( <*>) | 2 and the probability of the transition 
/-*-./is 

P1^ = |a,(co)|s (46) 

2. The First-Order Perturbation 
Approximation* •12 

The solution of eq 43 must be accomplished on a digital 
computer unless additional assumptions are made. One 
approximate approach that is sometimes used is the first-
order perturbation approximation (FOPA), by which it is 
assumed that the total transition probability out of the initial 
state is small. In this case, ax(t) = 1, aJf) «c Ci1(I) for all /, 
and eq 43 simplifies to 

doj/dt s (hQ-'Vu'QV""* 

so that 

P1^j = \a}( oo) 12 ^ k-i I Vji'(t)e<ai,t dt 
1 «/ — oo 

(47) 

(48) 

If it is assumed as before that | f\ «. L, eq 40 may be ex­
panded to give 

V'(t,f) S E0 sech2
 (DO?/2L)[1 + yf/L + ...] (49) 

Then it follows that 

V11V) = EMQf1 ,sech* (vot/2L) (50) 

where 

?,i= $" H1(V)VH1(V)d? (51) 

It can be shown4 that Fy/ = 0, unless \j — / | = 1 . For 
\j -1\ = i 

? I ± I , I = [(/ + § ± |)/2/3]V» (52) 

(12) D. Rapp and T. E. Sharp, / . Chem. Phys., 38,2641 (1963). 
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Figure 3. Probability for the 0 -»• 1 transition for m = 0.5 and a 
= 0.108 vs. initial collision velocity according to computer solution 
of the semiclassical equations, using an eigenfunction expansion 
truncated at 2,3,4, . . . , 10 states. 

where /3 = (jxf)l/i/h. The net result upon substituting eq 50 
and 52 into eq 48 is 

T^-JiI = (27T2WT2W3LV )̂ X 

csch2
 (TTWL/UOX/ + I ± i ) (53) 

The approximate classical and semiclassical procedures may 
now be compared. According to the semiclassical result, the 
energy transferred to the oscillator is 

AE80 = [PM+! - P1^1-x]hw (54) 

therefore 

AEK = (27T2CC2Y2OT2LVZU) csch2 (7rcoL/y0) (55) 

This is identical with eq 30 obtained from the approximate 
classical expression. The difference in interpretation9 is as 
follows. In the classical description, the energy AJB11, (from 
eq 28) is transferred in every single collision with initial 
phase S1, and the phase-averaged energy transfer is (AEn). 
In the semiclassical description, either an entire quantum is 
transferred or nothing is transferred in any single collision. 
The probability per collision is given in eq 53. When averaged 
over a large number of collisions, the average energy transfer 
per collision is identical with that calculated classically. 

3. Multistate Computer Solutions13 

Computer solutions of eq 43 were carried out by Rapp and 
Sharp13 using various truncated wave-function expansions. 
The effect of including 2, 3, 4, . . . , and up to 10 states in the 
eigenfunction expansion was tested, and the results were 
compared with FOPA calculations. 

For the 0 -*- 1 transition, the variation P0-^i vs. collision 
velocity is shown in Figure 3 for various truncations of 

the eigenfunction expansion. Each succeeding (N + I)-
state calculation agrees with the N-state calculations over a 
range of collision velocities. The most accurate calculation is 
the 10-state calculation, and this can only be trusted over the 
range of velocities (i.e., Eo/hv < 20) for which the 10-state and 
9-state results are in agreement. The sharp resonances in 
Po-̂ i at higher collision energies are mathematical artifacts 
due to the truncation of the eigenfunction expansion. It is 
found that the FOPA and exact calculations of 7V^i agree for 
probabilities less than about 0.04. At high energies, values of 
Po-*! obtained from the FOPA method actually exceed unity. 
It is noteworthy that the exact 2-state result for P0-^i is a less 
accurate calculation than the FOPA procedure. 

For nonadjacent transitions, the FOPA method becomes 
invalid. Despite the fact that F^ is zero unless | i — j \ = 1 , 
multiple transitions can occur via a series of one-quantum 
transitions during a single collision. Thus, in the low-velocity 
regime, the 0 -*• 3 transition occurs primarily by the mecha­
nism 0 -»-1 -»- 2 -»- 3. A procedure, analogous to the FOPA, 
has been developed, in which processes of the general type 
7 -* 7 ± 1 -»• 7 ± 2-» . . . -*-./' are treated as a series of one-
quantum jumps during a collision. The result, based on the 
assumption that ai = 1 and a!+n « at, is called the Mh order 
perturbation approximation (NOPA). The probability for 
the transition 7 -*-j takes the form 

/ ^NOPA) = (JXj[IM(J - 7)!]2})(7Wy-J (55a) 

which reduces to 

WN0PA) = tfW/;! (55b) 

for 7 = 0. At low velocities, these relations yield results that 
are good approximations to the exact calculated probabilities. 
The FOPA results for nonadjacent transitions are many 
orders of magnitude too small because they take into account 
only direct transitions from the initial to the final state. To 
obtain exact probabilities for transitions to nonadjacent levels, 
the initial, final, and all intermediate states must be included. 

4. Exact Solution for a Potential 
Linear in ? 

Equations 43 can be solved analytically without the use of 
the FOPA or other approximations, if eq 9 is used for the po­
tential. The method, originated by Kerner14 and Treanor,1* 
produces a closed-form solution to the time-dependent 
Schroedinger equation; i.e. 

t d2 1 1 ft& 

-(ftVZri^ + ^f* - fF(t)\ ¥(?,*) = « — (?,t) 
(56 

where, according to eq 49, the classical force acting on the 
oscillator is 

F(t) = E0 sech* (vot/2L) (57) 

The factor 1 in the term ( 1 + 7 ?/L) of eq 49 can be neglected 
because a perturbation that depends on t but not on T 
cannot produce vibrational transitions in an oscillator. A 
perturbation F(t) merely produces a phase change in ^(f,t), 
and therefore can be neglected. Kerner14 and Treanor15 wrote 

(13) T. E. Sharp and D. Rapp, /. Chem. Phys., 43, 1233 (1965). 
(14) E. Kerner, Can. J. Phys., 36, 371 (1958). 
(15) C. E. Treanor, J. Chem. Phys., 43, 532 (1965). 
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•<ir(?,t) = <f(?,t) exp[Fg(r)] (58) 

where <p and g are general unspecified functions. This in­
volves no loss of generality. The expression is substituted into 
eq 56, and the resulting equation contains partial derivatives 
with respect to the independent variables F and t. 

A new set of independent variables is chosen as { and t, 
where 

Kf ,0 = F - KO (59) 

and M(0 is to be specified later. After converting partials 
with respect to F to partials with respect to |, the Schroe-
dinger equation takes a form involving partial derivatives with 
respect to £ and t. Since the mathematics was arranged with 
g(0 and n(t) being completely arbitrary, these functions are 
chosen so as to cancel certain terms in the resulting Schroe-
dinger equation, thereby simplifying the calculation. The 
functions «(0 and g(0 are chosen so that 

g(t) = iftu/h 

ixii +fu = F(O 

(60) 

(61) 

Note that g(t) is pure imaginary. Therefore, the exponential 
term in eq 58 has the form et6 and is merely a time-dependent 
phase factor attached to the wave function. It has no bearing 
on the transition probabilities and need not be considered 
further. Hence, | ^ (F ,0 | 2 = | <p(Y,0\ K It is worth emphasiz­
ing that while the oscillator is treated by a strictly quantum 
mechanical procedure, the equation for the function «(0 
happens to be the classical equation of motion for an os­
cillator subjected to the transient force F(O- Thus, the function 
«(0 is the position (measured from equilibrium) that the os­
cillator would have if it were classical. Actually, «(0 is not 
fully defined by eq 61 because two boundary conditions must 
be given to particularize the solution of a second-order differ­
ential equation. This shall be done later. 

With eq 60 and 61 so chosen, the Schroedinger equation 
in terms of £ and t takes the form 

~(hV2ix) + L/P/2 + S(O]? 
- " & ) . 

(62) 

where 5(0 = -(/«2/2) + (pu2/2). Except for the presence of 
the term 5(0, eq 62 is the same as the time-dependent Schroe­
dinger equation for a free oscillator in terms of coordinates £ 
and t. The term 5(0 can be removed mathematically by writing 

<p(U) = v(U) exp| [~mL 8(t') df' (63) 

The exponential term in this equation is a simple phase factor 
whose absolute square is unity; therefore, this term cannot 
affect the energy transfer. Substitution of eq 63 into eq 62 
results in 

-(ft'/MOVaSOi + WPh = hHtoPOt (64) 

which is the Schroedinger equation for a free oscillator in co­
ordinates £ and t. Therefore, rj(£,t) can beany of the harmonic 
oscillator wave functions 

Vn(.(,y) = Hn(O « p [ - / P (« + *)« dr ' l (65) 

in which it is assumed that the (arbitrary) phase is such that 
Tjn -*• //„(£) as t -*• — ». Inspection of eq 61 shows that, since 

£ = F— «(0, these functions are centered on the position of a 
classical forced oscillator. 

If eq 58, 60, 63, and 65 are combined, it is found that the 
nth exact solution of eq 56 is 

*.(&*) = et*t/*Hn(Q X 

exp -('/») P {(« 
t / — co 

+ %)hu + 8(t ')} df'l (66) 

The general solution of eq 56 must be a linear combination of 
these functions, and since each is an exact solution, the ex­
pansion coefficients are time independent 

n = 0 
(67) 

To determine the expansion coefficients c„, the initial con­
dition 

lim ¥ = H1(T) 
t—P- — co 

(68) 

must be used. A comparison of eq 66, 67, and 68 shows that 
the coefficients c„ can be evaluated explicitly only if we choose 
a particular form for u(i), which has so far been defined merely 
as a solution of eq 61. However, eq 61 is a second-order 
differential equation and requires two initial conditions to 
particularize any solution. It is simplest to choose the con­
ditions K(0 = w(0 = 0 at r = — oo. With this definition, 
eq 66 reduces to ^pn(U) -*• Hn(T) as t -*• — oo. Then, a com­
parison of eq 67 and 68 shows that at t = — oo, a = 1, and all 
other coefficients are zero. Since this is true at t = — oo, it 
must hold true for all subsequent times, and the general solu­
tion of eq 56, subject to the initial condition, is ^f = \pi(£,t). 

The general solution is expressed in (£,0 space. In order 
to evaluate the transition probabilities, it is required that the 
wave function be expanded in terms of the usual harmonic 
oscillator wave functions in (F,0 space. Thus, the function 
ipi(Z,t) is expanded in terms of the functions 

*n\?,t) = Hn(T) exp 

in the following way. 

-Kn + i> *)wJLd''] (69) 

* = MU) = E bIn(t)W(?,t) (70) 
n = 0 

Because the functions ^„°(F,0 are not exact solutions of eq 56, 
the coefficients in this expansion are time dependent; there­
fore 

bIn(t)= f" W*(?,Oh(U) df (71) 

The transition probability from state / to state n may be in­
terpreted as 

Pl-^n= M ° = ) | 2 (72) 

Treanor16 was able to integrate eq 71 and obtained the result 

P1^n = 1InIe-VV+^E1nI* (73) 

in which 

« = K/«2/2) + (ixuy2)Vhv (74) 

In this equation, ^0 is the energy (measured in units of hv) 
that would be stored at t = co in a classical oscillator initially 
at rest and subjected to the force F(O- The term Ein is the sum 
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Figure 4. Exact semiclassical transition probabilities vs. ijo according 
to the method of Kerner and Treanor. The solid lines are the exact 
probabilities (eq 76) and the dashed lines are approximations of 
eq 39. Note that the exact P0-»n reaches a maximum at Tj0 = n. 

E1n= £ < " ^ 
1=6 (/ -I)Kn- W 

(75) 

where p is the lesser of 7 or «. 
For the special case of an oscillator that is initially in the 

ground quantum state, 7 = 0 and Ti0n = (n!)_1. Thus15 

7V*„ = W e - V " ! (76) 

At low collision velocities, where the transition probabilities 
are small, the energy stored in a classical oscillator is a small 
fraction of a quantum. Therefore, T70 « 1, and eq 73 simplifies 
to 

7!n!„oCI+"-2p) 

f r - » S* (77) 
[(I - P)Kn - P)IpW 

If the oscillator is initially in the state 7 = 0, eq 77 reduces to 

Po-+n o!/«! (78) 

The quantity no has already been implicitly calculated in 
the section on the classical calculation of vibrational energy 
transfer. Since ^0 is AEw/hv for the case of zero initial 
excitation of the oscillator (Ti,- = 0), all one need do is divide 
eq 30 by hv to obtain ^0. When transition probabilities to 
adjacent states are small, eq 77 can be used to obtain PJ_«J±I> 
and the results agree exactly with those of eq 53 for the usual 
FOPA time-dependent perturbation procedure. 

The functional dependence of no on collision velocity v<> 
is monotonic in the sense that 170 increases as Vo increases. 
A plot of transition probability vs. no is qualitatively equivalent 
to a plot of P vs. Va. Consider eq 76 for the case of an initially 
unexcited oscillator. Each probability Po_*„ rises to a maximum 

at I)0 = n, and then decreases at higher values of no- The 
probability of excitation to state n reaches a maximum at a 
collision velocity that would classically produce a vibrational 
excitation of nhv. A plot of eq 76 and 77 is shown in Figure 4. 
Each probability Po-»n is seen to rise to a maximum at a velocity 
such that vo = «• At low collision velocities, the 0 -*• 1 transi­
tion is dominant, and the Kerner-Treanor method leads to an 
exact semiclassical solution if the interaction potential is of 
the form — YF(i). This interaction potential follows from the 
assumption that \f\ « L, so that motion in s may be cal­
culated on the basis y ^ ga, and the potential in F may be 
expanded to a linear term. To obtain an exact solution for 
which the first, but not the second, assumption is made, a 
digital computer solution as outlined in section II.C.3 is 
required. The computer solution can be obtained for an inter­
action of the general form V(t)F(t). Recently, Treanor16 

showed that the exact computer solution compared well with 
the Kerner-Treanor solution for a potential linearized in ¥. 

5. A Possible Revised Semiclassical 
Calculation That Conserves Energy 

The semiclassical calculations that have been discussed all 
correspond to the "approximate" classical method, because 
the trajectory £(?) is determined with g set equal to yo. As a 
result, these calculations do not include the conservation of 
energy, and E0 is assumed to remain as the energy in coordi­
nate £, regardless of how much excitation occurs in the oscil­
lator. To our knowledge, no one has performed a semiclassical 
calculation that is analogous to the classical "exact" cal­
culation in which energy is conserved. To perform such a 
calculation, instead of using eq 15 as the coupled equations 
for solution on a computer, the equations 

rhX = (A'"/L)e-^/Ley?/L (79) 

Aa1IAt = (hi)-1 E anWtnXfc*1"'' (80) 
n 

are used. The coordinate X is treated classically and Y is 
treated quantum mechanically. To conserve energy, A'" 
must be interpreted as the instantaneous amount of energy in 
coordinate X; i.e. 

= Ea EM> l**» (81) 

Similarly, Vjn'(f) must be calculated from the interaction 

V"(X,Y) = / 4 " ' e - * / V ? / L (82) 

with X(i) chosen as the solution of eq 79 in which Y is re­
placed by (Y), the expectation value of F for the oscillator 
at time t. Thus eq 79 and 80 become 

mX = \A(i)]L\e-'*lL exp[(T/L) E E ^ c ^ ^ ' F * , ] (83) 
k I 

dat/dt = (hi)-' E an(t)A(t)e~'x/L [exp(y Y/L)]^"^ (84) 
n 

These equations form a set of coupled differential equations in 
which coordinate X obeys a classical equation of motion con­
taining (F), and coordinate F obeys the time-dependent 
Schroedinger equation. According to eq 81, energy is con­
served. A computer solution of eq 83 and 84 should lead 
to the semiclassical analog of the "exact" classical calculation. 

(16) C. E. Treanor, /. Chem. Phys., 44, 2220 (1966). 
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D. THE PURELY QUANTUM CALCULATION 

1. General Equations 

In this section, we shall describe a purely quantum mechanical 
calculation of the energy transfer to an oscillator. The time-
independent Schroedinger equation for the three-particle 
system, shown in Figure 1, is 

~2 
1 a2 

+ ^ d2 

/MB&EB + J* + W = E& 

(85) 

where ^r is the total wave function, V is given in eq 6, and 
ET is the total energy of the three particles. It is convenient 
to transform to the coordinates £, J, and £R, as given in 
eq 2, 3, and 4. The Schroedinger equation becomes" 

ft2fl d* l_j>2 
2 |_Md.*Rs mdi!8 + Ffoj)* = ET* (86) 

Since K does not depend on £R (the position of the center of 
mass), the variables may be separated: ^(£,g,£R) = ^(£,0-
IOER), and Er = E + £0M, where ^(2,J) is the wave function 
in terms of the relative coordinates for a fixed center of mass, 
$(£B) is the wave function for the center of mass, E is the 
energy of relative motion, and £CM is the energy of the center 
of mass of the three particles. It may be shown that £(2R) is 
simply a free particle wave function, which corresponds to 
the free motion of the center of mass with energy £0M. This 
does not affect the energy transfer and need not be considered 
further. 

When the expressions for ^ and ET are put into eq 86, 
the result is 

'1"IcV 
i>(x,tf> + V(.£,M($,V) = E4Kf,ti) 

(87) 

Equation 87 must be solved subject to the boundary conditions 
that an incident flux of particles A approaches BC from the 
right with relative velocity V1 = hki/rh, and the oscillator is 
in state Hi(S), while reflected fluxes move out to the right 
with relative velocity vn = hkjrh, leaving the oscillator in 
state Hn(S). This may be seen by considering eq 87 for £ S «>, 
where V(XJ)-+ F0(J). 

Any function of the form Hn(S) exp[± iknx] is a mathe­
matical solution of eq 87 for large positive £, where 

E = (n + \)hv + h2k„V2m (88) 

Since the incident flux is monoenergetic, n must be equal to / 
for the minus sign to hold in the £ wave function, and the 
boundary condition at X = + «> can be written 

lim *(£,y) = flXjf^-V + . « • * . * E anHn($)eik« 
n = 0 

(89) 

The constants an must be determined by solving eq 87. The 
boundary condition at £ = — «= is 

lim 
i—*• — eo 

m$) = o (90) 

since V(£,0 —• <» at £ = — « . The probability of a transition 

from state / to state n is the ratio of the reflected flux corre­
sponding to state n to the incident flux; i.e. 

P1^n = {knlki) k | 2 (91) 

In order to solve eq 87, V(£,y) is written in the form of eq 6, 
and the equation is multiplied by (ji/hY)^'. By defining18 

new dimensionless coordinates x and y as 

y = (Sv-Ih^Ky - So) 

X = (/ix/ft^T-1* - Jo) 

(92) 

(93) 

it is found18 that the Schroedinger equation takes the simple 
form 

C 1 d2 1 a2 1 1 

V^aT 2 - 2a72 + t + u'™x " >»}**•» = 
4(x,y) (94) 

where 

m = my2/n 

e = E/hv 

U' = V'lhv (95) 

K = (hVffiy/'y 

K(x - y) = £ - y$ 

Thus, energy is measured in units of hv, and the A + BC prob­
lem reduces to a two-particle problem as in Figure 5 with an 
effective mass m for the incident particle. Note that Secrest and 
Johnson18 measure energy in units ofhv/2, not hv. The asymp­
totic conditions in terms of dimensionless variables are 

lim \p(x,y) = 0 

lim 4<(x,y) = #,0>)e-"'x + E anHn(y)e^ (96) 

x-*-+ oo n —0 

where K„ is defined as Kn = Arn(̂  V/A*)1/4T. S O that 

*»*l2m + (» + *)=•€ (97) 

2. Exact Solution Using Green's 
Function in Plane Waves 

The solution of eq 94 is accomplished by a Green's function 
procedure. Secrest and Johnson18 write (without loss of gener­
ality) 

*(*,>>) = ftMr'V + >/w (98) 

where i/,Mt(x,y) is completely general and represents the scat­
tered waves. When this expression is substituted into eq 94, 
the result is 

r i d 2 1 a2 1 1 
L 2wd.*2 2dy* 2 J 

e equation 

[ - ^ . + ^ ^ ^ - ( • + i ^ (1°0) 

where the equation 

(17) D. Rapp, / . Chem. Phys., 40, 2813 (1964). (18) D. Secrest and B. R. Johnson, ibid., 45,4556 (1966). 
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According to eq 96, this must be equal to zero. Therefore, it is 
required that 

Equilibrium 
Position of M 

Figure 5. Equivalent two particle problem for A + BC collisions] 

has been used for simplification. Equation 99 may be con­
sidered in operator form 

V(x,y)+K«(x,y) = -U'(X,y)V(x,y) (101) 

where Q(x,y) is the operator in the square brackets of eq 99. 
The Green's function for operator Q can be found by stan­

dard techniques18 to be 

G(x,y;x',y') = 

miJ2 /c»-Wn(v)#nO") exp[«„ I* - x' |] (102) 
n = 0 

From this it follows that1' 

fmt(x,y) = 

r T G(x,y;x',y')[-V(x',y')^(x',y')}dx'dy' (103) 
ft/ — COi/ — 09 

and 
OO 

t(x>y) = Hi(y)e-iK'x - mf£ Kn-
1HnCy) X 

n-0 

f " f" Hn(y') ecptfft. I* - x< \)U'(x',y'mx',y') dx'dy' 
%/ — CO ft/ — OO 

(104) 

In the limit as A:-* +oo, \x — x'\ may be replaced by (x — x') 
for all x '.Thus 

Um *(x,y) = tf/OOe-*'* - mi £ « , - ^ > v x 
x-+ oo n — 0 

/

CO / » CO 

I # l l ( / ) e - i v V ( * V ) ¥ ( * V ) d * ' d . > ' ' (105) 
- 00 ft/ — OO 

This is of the same form as eq 96, and an may therefore be 
identified as 

an = —irriKn 
1 f " f" i W ^ - ' ^ V ' C t ' , / ) X 

ft/ — OO ft/ — CO 

¥(* ' , / ) a V d / (106) 

The wave function at x = — <» may be evaluated by taking 
\x — x'\ tobe(x' — x) for all x '.Then one finds 

\ixn9(x,y) = HAy*-*** - ml E * . " 1 ^ - ^ ^ " ^ X 
x — • — <" n = 0 

f f Hn(y')e<x'V(x',y')<H(x',y')dx'dy' (107) 
ft/ — 00 ft/ — OO 

f f JWy"» x ' t f (x ' , / )¥ (*V) d* 'd/ = -«»/ 
ft/ — CO %) — OO 

(108) 

In general, one must solve eq 104 subject to the conditions 
of eq 108. This is not simple because eq 104 contains the un­
known Sir" under the integral sign on the right side, and an 
iterative procedure is required. Secrest and Johnson18 present 
a method for doing this, but, unfortunately, the method is not 
at all intelligible to us. We shall merely state that solutions for 
a„ in a number of examples were obtained and will be dis­
cussed in the next section. 

Recently, a new paper19" has been written which, according 
to the authors, leads to results in essential agreement with 
those of Secrest and Johnson, but with much less calculational 
effort. 

3. Exact Solution with Green's Function 
in Distorted Waves™ 

An alternate, but equivalent, method for calculating the quanf 
turn mechanical transition probabilities involves the use o-
"distorted waves" rather than plane waves. Distorted waves 
are defined as solutions of the elastic scattering problem of A 
hitting BC, with BC kept in its equilibrium position. Thus, the 
distorted waves are denned as solutions of the equation 

(2Zn)-KdVnMA:2) + V(X)9, = (/c„2/2w)?» (109) 

where U'(x) is U'(x,y) at y = 0. In the limit as x -*• » , 
U'(x) -*• 0, and the distorted waves become plane waves. 
Two different solutions of eq 109 are defined20 in terms of 
different asymptotic forms. The distorted wave of the first 
kind, <pn\(x), is the solution that goes to (2Tr)-1A exp(/K„x) 
as x -*• + » . It should be noted that this solution diverges as 
x _». _ oo. The distorted wave of the second kind, (Pm(X), is 
defined as the solution of eq 109 that goes to zero as x -*• — °=. 
It can be shown that the asymptotic form, as x -*• + 0^, 
may be taken as (2/7r)1/! cos (K„X + Tjn), where ??„ is a phase 
factor. 

The equation to be solved is still eq 94, and the appro­
priate boundary conditions are, as before, given in eq 96. 
However, in the distorted wave procedure, eq 98 is replaced 
by the expression 

* = H1^)912(X) + ,Jw (HO) 

where the incident wave term is replaced by a distorted wave of 
the second kind containing incident and reflected waves 
corresponding to state /. The procedure is now analogous to 
that used for plane waves. Equation 110 is substituted into 
eq 94, and the result is 

{ -(2m)-KWx2) + V(x) - iOV&y*) + 

hy* - «}*„» = &W(x,yy*(x,y) ( i l l ) 

where AV(x,y) = V(x) - V(x,y) = V(x,0) - V(x,y).1he 
Green's function for the operator in braces in eq 111 can be 
shown19 to be 

1 9) P. M. Morse and H. Feshbach, "Methods of Theoretical Physics." 
McGraw-Hill Book Co., Inc., New York, N. Y., 1953, pp 803-834. 

(19a) S.-K. Chan, J. C. Light, and J. L. Lin,/. Chem. Phys., 49,86 (1968). 
(20) D. Rapp and T. Kassal, ibid., 48, 5287 (1968). 
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G(x,y; x',y') = (lirmi) £ c - ^ - f t C ) X 
n = 0 

H„(y')<pnl(x>)<pM<) (112) 

in which x> and *< denote the greater and lesser of x and x', 
respectively. It can then be shown by standard procedures19 

that ,̂oat = \psi + rp32, where 

f.i(x,y) = (2irmi) Y, Kn-^nHnCy)I <pnl(x) X 
n = 0 ( 

f" T ^(x'^n^OAt/'^'^O^^'^^Od^'d^' + 
%J — co J — co 

*»*(*) f f ^» I ( ^ ' ) ^^ ' )AC/ ' ( ^ ' ^ ' ) ^ /2 (A : ' ) X 

(113) 

and 

M*.?) = (2TIH0 E ftT^kGOW*) X 

f" P ^(xo^coAjy^'.yO^at^'^') dx'd^'+ 
» / — CO * / — CO 

vx&) f" f° <pAx')Hn(y')AU'(x',y')^t(x',y') dx'dy'X 
U — co * / x / 

(114) 

In the limit as x -*• » , the integrals from x to «> vanish. 
Similarly, the integrals from - « t o x vanish in the limit as 
x -*• — oo. Thus 

OO 

Um &i(*,y) = (2ir>m) £ /t»-VV^CvWCs) X 

f" f " ?„ 2 (*0iW)A^*V)^(*0#/(y ' )dx 'd>>' (115) 
« / — CO « / ^ - CO 

CO 

lim l£52(*,y) = (2TTW0 S K n " 1 ^ ^ . ! ^ ) X 
X-*• co n = 0 

f" f" M * W ) ^ W , / W « t ( * ^ ) d*'dy (116) 
« / — CO t / — OO 

limiMx,y) = lim i/>s2(x,y) = 0 (117) 
; £ — * • — CO : £ — • * - — CO 

Equation 117 follows from the asymptotic form of ^„2W as 
X -*• — o o . 

If eq 115 and 116 are used to evaluate SP from eq 110 as 
x -* + oo, a comparison with eq 96 leads to the coefficients a„. 

an = (27rm0*,r 1^Tr)-1ZV'* J f n̂2(X ')#»(}-') X 
I / - C O J — CO 

Af7'(*',y'){*n(*')ftO'') + ^Boat(x',y')}aVdy' + 
(2/T)1^n (118) 

The integral expression for a„, eq 118, may be split into 
two parts, corresponding to the two terms in braces. The in­
tegral involving the first term may be evaluated without 
iteration. The calculation of the integral involving ^M»t 

requires an iterative procedure because the equation for 
\j/,z also contains ^82 under the integral sign on the right side 
of the equation. The iteration could begin by using \psl as a 
first approximation to ^,0.t under the integral sign. The 
advantages of this method over the plane wave procedure are 

that ^,oat automatically goes to zero as x -*• — oo, and a 
natural first choice for an iterative solution is suggested. 
Recently, Thiele21 has carried out the distorted wave iteration 
procedure but it is not clear from his work whether the method 
converges properly. 

As in the semiclassical multistate expansion procedure, the 
wave function is not actually summed over all states of the 
oscillator in numerical calculations. Instead, a heuristic pro­
cedure is adopted in which a truncated expansion involving JV 
states is used. The calculation is then repeated with N + \ 
states included in the expansion. If no significant change re­
sults in the calculated transition probability, it is assumed 
to be exact. If changes do occur, more terms must be added 
until the result does not change with further addition to the 
expansion. It is also implied that for an I -*• n transition the 
least number of terms required are all the inclusive states from 
/ to n. When further terms are added, they should be adjacent 
to this set. 

4. The First-Order Distorted Wave 
Approximation (FODWA) 

The procedures outlined in the previous two sections are for 
the exact quantum mechanical calculation of vibrational 
transition probabilities. At low collision velocities, where the 
total transition probability out of the initial state is small, an 
approximate solution may be sought by using the "first-
order distorted wave approximation" (FODWA). After de­
riving the general form of the FODWA by two methods, the 
specific evaluation of the appropriate integrals will be made 
for simple interaction potentials discussed in previous para­
graphs. 

The basis of the FODWA is that for purposes of calculating 
the inelastically scattered wave, the total wave function can be 
approximated by a function corresponding to elastic scattering 
by the potential. In eq 110, the first term, Hi(y)<pn(x), cor­
responds to elastic scattering of particle A by BC, with BC 
in the initial state /. The second term, ^,0at, contains all 
reference to states other than /. For small transition proba­
bilities, the FODWA is made by assuming | \f/mt\ is small com­
pared to \Hi{y)<pn(x)\ for all x. The FODWA should be­
come asymptotically correct at low velocities only if m «: 1. 
If m is not small, | l/wtl will not be negligible compared to 
\Hi(y)(pn(x)\ for all regions of x, even though the transition 
probabilities are small. The FODWA will then fail because of 
the invalidity of the basic assumption. 

The effect of neglecting \pK*t in eq 110 may be easily deter­
mined by examining eq 113-118. If follows that ^ i is not 
changed, but \psz becomes equal to zero. Then an is given by20 

/
CO / » CO 

J <p„i(x')Hn(y')AU'(x',y') X 
- OO %J — CO 

Vnix'Wiy') dx'dy' + (2/ir)l/%n (119) 
The transition probability, according to the FODWA, is 
given by20 

P1^n = («„/«) \an [
2 = 

(27rw2/WK„)| f <Pn2(x')AU''„,(*')*>/*(*') dx''I2 (120) 
U — CO 

(21) E. Thiele and J. Weare, /. Chem. Phys., 48, 2324 (1968). 
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where 

AU'nI(x') = f" Hn(y')AU'(x',y')H,(y')dy' (121) 
«/ — oo 

Equation 120 is the general expression for the FODWA. 
An alternate procedure for deriving the FODWA, without 

the use of Green's functions, was given originally by Jackson 
and Mott.22 In this procedure, the total wave function is 
written as in eq 110, which is substituted into eq 94, and eq 111 
is obtained. The scattered wave is expanded in terms of the 
harmonic oscillator wave functions as 

t.Ux,y) = E HfoMx) (122) 
I = O 

where the H1Ws are general undefined functions of x. After 
substitution of eq 122 into eq 111 and utilizing eq 100, the 
result is 

f ) {-(2m)-Kos/d*2) + U'(x) - Kf 12m] H1^y)U1(X) -
! = 0 

AV'(x,yri(x,y) (123) 

This equation is exact. The FODWA is made, as before, by 
assuming that | ̂ ,„»t| is negligible compared to | Hi(y)<pn(x)\, 
so that ^(x,y) may be approximated by Hi(y)ipn(x) on the 
right side of eq 123. In order to solve the resulting equation, 
it must be multiplied by some arbitrary Hn(y) and integrated 
over dy. The result is 

{-(2/M)- ' (C) 2 /^ 2 ) + Unn'(x) - K,*l2m}un(x) = 

AU nl'(x) Vn(x) (124) 

If the potential in y is linearized as in eq 9, then 

Unn'(x) = fffn(>>) V (x)[l +yY/L]Hn(y)dy= U'(x) (125) 

because ?„„ = 0. Thus the FODWA is performed here only 
for a linearized potential in T. The terms Unn'(x) in eQ 124 
may be replaced by V'(x). Now, u„(x) is written in the form22 

Un(x) = g(x)tpn2(x) (126) 

which involves no loss of generality because g(x) is a general 
unrestricted function. After multiplying through by <pni(x), 
the result is 

~(2m)-Kd/dx)[<pn2Hx)(dg/dx)l -

AUnI'(x)<pn(x)<pAx) = 0 (127) 

and eq 109 has been used for simplification. Equation 127 is 
integrated from — °° to x, by using the fact that ^„2(— °o) = 0, 
and one obtains 

lvn2(xmdg/dx) = 

-2m P <pAx')AUnl'(x')Vn(x')dx> (128) 
\J — oo 

For large x, the integral on the right side of eq 128 is a 
constant, namely 

f" <pni(x)AUnl'(x)<pn(x)dx = "Q" (129) 
4 / — CO 

<22) J. D. Jackson and N. F. Mott, Proc. Roy. Soc, A137, 703 (1932). 

At any arbitrary large value of x, the asymptotic form of 
<Pni(x) may be used in the left side of eq 128, and the upper 
limit of the integral may be replaced by <». Thus, for large x 

dgjdx = -2mQ(-KJ2) sec2 ( ^ + Sn) (130) 

which can be integrated directly, with the result 

\img(x) = -KmQ[KrT1 tan (K„X + Sn) + C) (131) 

where C is a constant of integration. This constant must be 
chosen so that ux(x) contains only outgoing waves at x = a>. 
It can be shown that ui(x) = g(x)<pl2(x) contains only outgoing 
waves for large x if C = — krT1. It is found that 

limH„(x) = (2TT)"hiKrTlmQ exp[i(Knx + Sn)] (132) 

Upon comparison with eq 96, it follows that" 

P1-^n = (*„/«) |«n |2 = 27TZn2QVwn (133) 

which is in agreement with eq 120. 
To carry out the evaluation of the FODWA in detail for an 

exponential potential,22 one must elucidate the distorted waves 
<Pn2, and then evaluate Q. The potential is written in the form 

U'(x) = V(X)IhU = A'e-itn/Le-
S:»/L (134) 

where £tn is the classical turning point for incident energy 
(K„2/2/M)^W, and Xn = £ — £tn. Because .Xn = 0 at the classical 
turning point 

A,e-iJL = Kny2m ^135) 

Therefore, eq 109 may be rewritten as22 

(dV„2/d*2) + K„*[e-X»/L - l]<Pm = 0 (136) 

But dx = (nu/hy2)l/l dXn and Kn = kjfvy^iiup*; therefore 

dV„2/d2„2 + kn\e-^IL - I ] ^ 2 = 0 (137) 

A new variable, J, is defined such that22 

{ = 2kJLe-Xn/2L = 2L(2ixwmlhyiA')e-i/2L (138) 

Note that ij is the same for all n. In terms of the variable 
£, eq 137 takes the form of Bessel's equation of order Iqn = 
i(2knL)\ i.e. 

£2(dV„2/d?2) + {(<Wd{) + (£2 - 1*2)<Pn2 = 0 (139) 

The solution of this equation is the modified Bessel function 

<PM) = (constant).*:,,^) (140) 

The constant in this equation must be chosen for proper 
normalization of the wave function as X -*• » . Since22 

Ki9n(Q —> ( - ^ - : ) 'cos (kn£ + Sn) (141) 

\qn smh (Tqn)/ 

it can be seen that the constant in eq 141 must be chosen as 

(constant) = [Iqn sinh (Tqn)P*Iw (142) 
To evaluate Q, AVnt'(£) must first be evaluated from 

eq 121. Using eq 9 for V(£,y) 
AVnI'(£) = A'e-^L(ylL)fnl (143) 
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/

03 

- < 

Then 

Q = (2/V')[qnq, sinh (rqK) sinh (rrqi)]1^/L)YmA' X 

e-^K^iOK^i) dx (144) 

The integral in eq 144 may be written 

K^)(f)7o^-(^(mdj (i45) 

which is evaluated22 by using the representation of the Bessel 
function 

*.,„(«) = f " e ~( o o s h W cos qnu d« 

The integral in eq 145 is equal to 

(TTV4)(?„2 - q,*) 

[cosh (,Trq„) — cosh (irqi)] 

The final result for the FODWA is22 

f r - i - i = (8TT2«7 W ^ 2 M A O U + \ ± ^) X 

(146) 

(147) 

sinh (irqi) sinh (Trqi^Q 

[cosh (7^7) — cosh ( m ^ i ) ] 2 (148) 

The quantity irqi is proportional to the ratio of the range of 
intermolecular forces (L) to the deBroglie wavelength for the 
incident particle, X; = (2ir/ki). Thus 

irqi = 2irkjL = 4TT2Z,/X/ (149) 

When this quantity is large, the x motion should be essentially 
classical, and the semiclassical approximation should be 
accurate. But if -irqi » 1, the hyperbolic functions may be 
approximately replaced by exponentials (i.e., cosh (irq) ^ 
ery2). Thus, eq 148 reduces to 

Pi-. • j - i (2Tr2wmmL2/ti) ('+H) x 

csch2 
^(qi - qi±i) (150) 

This is very similar to eq 53 in the semiclassical calculation. 
To draw the analogy further, one may write 7r(qi — qi±i) as 
follows. 

IT . 7!-(A:/2 - ki^)L . 
~(qi - ?/*i) = vL[kt - ki±i] = —-—— — (151) 
2 (ki + ki±0 

But since (ft2/2m)(A:/2 - A W ) = =Fftw 

rr(qi — qi±0 = T 
ITOlL 

Kv1 + V1^)JZ] 
(152) 

where c„ = hk„/m. Thus, the argument of the csch2 function in 
eq 150 is the same as that of eq 53, except that the single 
velocity D0 of the semiclassical calculation is replaced by the 
arithmetic mean of velocities, before and after transition, in the 
quantum mechanical calculation. At high collision velocities, 
Vi = vi±i, since mu/2/2 will be large compared to hu. Therefore, 
eq 150 goes to eq 53 at high velocities. Equation 150 may 
be written in the alternate form 

PI-*I •• ( 27T 2 OlT 2 TO 2 Z, 2 / ^ ) ! ('+H) csch2[7rto£/P] (153) 

where v = (vi + P/±i)/2. It should be emphasized that the 
derivation of eq 153 from eq 148 is based on purely mathe­
matical assumption, namely, that irqi and irqi^i are each 
large compared to unity. One then neglects e~T9' compared 
to e"q'. In almost any case of physical interest, irqi may vary 
from about 10 to 50, so the approximation is a good one. 

In a very recent paper, Weare and Thiele22* studied purely 
quantum mechanical energy transfer from the scattering 
matrix viewpoint. In the usual calculations of energy transfer, 
a first-order calculation gives a good estimate of the order of 
magnitude of the transition probability to an adjacent state, 
if the probability is small. However, first-order calculations 
(both FOPA and FODWA) fail badly for nonadjacent transi­
tions, even when the probabilities are small. This is due to the 
fact that stepwise transitions I-+I+1-+I+2...-+/ 
during a single collision dominate over direct transitions 
I-*j. A usual FOPA or FODWA calculation will underesti­
mate Po_2 by many orders of magnitude, although it gives the 
correct order of magnitude for Po-»i- For an n-quantum jump, 
the minimum calculation required for the correct order of 
magnitude of the transition probability is a nth order per­
turbation approximation. The interesting thing about the 
calculation of Weare and Thiele22a is that, when the quantum 
mechanical equations are rewritten in scattering matrix form 
(instead of eq 123), the first-order solution appears to be 
equivalent to an nth order perturbation approximation for a 
final state, n quanta removed from the initial state. In other 
words, the first-order reaction matrix approximation 
(FORMA) appears to be equivalent to an «th order distorted 
wave approximation. If this is true, successive iterations of the 
equations in reaction matrix form may converge much faster 
than the usual equations. The nature of the reaction matrix 
is such that all paths from the initial to the final state are 
included, even when the solution is taken to first order. 
Weare and Thiele22a give the equation 

m-X 
Pi-+i+m = 4l~m n P1+I^1+I+I 

I = O 
(154) 

from this procedure for small /'/_•/+», in terms of the small 
stepwise probabilities P/_w+l, Pi+i-,.1+2 P/+m_i_*j+m. 
Equation 154 is very closely related to eq 55a which can be 
transformed to 

m - l 
Pi-+I+m = (m!)-2 n Pi+1^1+I+1 (155) 

i-o 

E. COMPARISON OF CLASSICAL, 
SEMICLASSICAL, AND QUANTUM 
METHODS 

/ . Relation between Classical Energy 
Transfer and Quantum Transition 
Probabilities 

In the purely classical methods, only the total energy trans­
ferred to the oscillator is calculated. There is no conceptual 
place for transition probabilities in such a deterministic 
calculation. Except for variations due to the phase of the 
initial motion of the oscillator, the classical AE is trans­
ferred to the oscillator in every single collision with initial 
velocity V0. If the oscillator is initially vibrating, AE depends 

(22a) J. H. Weare and E. Thiele, / . Chem. Phys., 48, 513 (1968). 
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on the phase, and (AE) is the phase-averaged energy transfer 
per collision. If the oscillator is not originally excited, then 
AE is transferred in every collision. 

In contrast to this description, the semiclassical and quan­
tum treatments lead to transition probabilities from some 
initial state / to all final states n. It is impossible to specify 
the final quantum state of the oscillator for any particular 
collision. All that can be said is that in some large number, 
Nc, of collisions, NcPi-** will result in some arbitrary final 
state n. For a large number of collisions the total energy 
transferred to all the oscillators is 

(AE)4Ot = X No[(n-I)hv]Pi^n 056) 
n - 0 

Thus, the average energy transferred to an oscillator per 
collision is 

Ae = AEIhv = (AE)WM3 = E (« - I)Pi^n (157) 
n = 0 

citation. In this case, (R = Aeap/Ae 
considered. 

1.13 over the range of e 

If / = O, eq 157 reduces to 

Ae = 2 "Po-+n 
n-=0 

(158) 

To compare quantum and classical calculations, Ae should be 
compared for both procedures. 

2. Comparison of Exact and 
"Approximate" Classical Procedures'1'.' 

When an exact classical calculation is performed, the energy 
transferred is denoted AE. If the approximation is made that 
the £ and y motions may be treated independently, the ap­
proximate result AEap is calculated. Wolfsberg and Kelley7 

have found that the ratio AEap/A£ = CR depends principally 
on the mass parameter m. For fixed values of the collision 
parameters m, u, and L, and an initially unexcited oscillator, 
the ratio AEap/AE is essentially independent of Vo for m < 0.5. 
The value of (R depends primarily on m, and is independent 
of large changes in L and u. 

An empirical correlation for (R, in terms of m, was given 
in eq 37. The approximate method has the advantage of yield­
ing direct, closed-form expressions for the energy transfer, 
and treats the phase-averaged (AEap) for an initially vibrating 
oscillator as equal to AEap for an initially unexcited oscillator. 
This is a good approximation for m « 1. Unless m <JC 0.5, 
the exact phase-averaged (AE) for an initially excited os­
cillator may be considerably different from AE for an un­
excited oscillator. 

For calculational purposes, AEap may be put in the form 

Ae.p = (27r2/n2/o:2) csch2 VT/ m Y' 
(159) 

where Aeap is measured in units of hv, e is the total energy 
(units of hv) of oscillator 4- particle and is equal to \}lihv + 
(mv0

2/2)]/hv if the oscillator is initially in the ground state; 
and 

a = (y'h/ixwL1) sV/« (160) 

Values of Ae must be obtained from an exact computer solu­
tion of the appropriate coupled equations. An example7 

of the relation between Ae and Aeap is given in Figure 6 for 
the special case a = 0.1287, m = 1Jn, and zero initial ex-

3. Comparison of Classical 
"Approximate" and Semiclassical 
Calculations 

By using the semiclassical procedure, it can easily be shown 
that the energy transferred per collision, Ae50, to an oscillator 
in initial state (/ = 0) is equal to the energy transferred ac­
cording to the "approximate" classical procedure, Aeap. To do 
this, eq 76 for P0-^n is used in eq 157. It is found that 

Ae., = E nP^n = T1Oe-"' £ 1,""V(H - 1)! = ijo (161) 
n = 0 n=-l 

Since Aeap = 770, it may be concluded that Aeap = AeJC. It can 
also be shown that, when / 7^ 0, the FOPA transition prob­
abilities satisfy the relation A Gap — ^ * C B O (c/. eq 54, 55, and 30). 

In Figure 6, the exact semiclassical transition probabilities 
Po-+n are presented along with AeBC = Aeap, and Ae (exact 
classical calculation) for the case m = Vi«> a — 0.1287. At 
low collision energies, most transitions are 0 -* 1, and Ae10 = 
P0-*!- The correspondence between the semiclassical and "ap­
proximate" classical energy transfer is due to the fact that 
both procedures involve solution for £(t) based on the assump­
tion $ = QQ. We have been unable to show Ae,0 = Ae,p for 
/ ^ O unless the FOPA transition probabilities are used. 
It seems likely, however, that this relation would hold in 
general. To prove this, one would have to show (using eq 73) 

X > - / ) / ! n ! < r V + n | £ / » | 2 = Vo 
71 = 0 

(162) 

1 

0.7 

0.4 

0.2 

0.1 -

0.07 

0.04 

0.02 

0.01 

0.001 

-

-

-

-

» 

m = 1/13 
a = 0.1287 

/I 
I 

I / 

Il / 
I / 

Il I 
1 I 

P 0 ^ 1 

., , . , T , T f 

A e _-—-

• — • — _ _ 

P0->2 s ^ ^ ^ -

po-3 / y \ 

A/ 
/ / p°-'6 

/ / P 
/ / 0--7 

• 

7^= 

" 

• 

" 

• 

-

Figure 6. Transition probabilities vs. total energy of oscillator plus 
relative motion, according to the exact semiclassical procedure for 
m = V13 and a = 0.1287. The exact classical energy transfer Ae 
is approximately 11.5% less than Aeap over the range of incident 
velocity considered. 
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The semiclassical and classical methods yield a nonzero 
energy transfer below the initial energy threshold for excitation 
of one quantum. For the 0 -*• 1 transition, the total energy 
corresponding to threshold is '/2- Thus, P0-*! should be zero at 
« = 3/2- As may be seen from Figure 6, P0-*: is calculated to be 
~0.0025 at this energy. 

Since Aeap is exactly the same as /5O-̂ i calculated from a 
FOPA semiclassical calculation (i.e., eq 53), it can be seen 
that the FOPA and exact semiclassical results for Po-*i begin 
to diverge when Po-n reaches about 0.05. This gives an indi­
cation of the range of validity of first-order approximations. 

4. Comparison of Exact Classical 
Energy Transfer with Exact Quantum 
Energy Transfer 

It would be most interesting to compare the Ae calculated 
exactly by means of classical mechanics with the Ae calculated 
exactly with quantum mechanics, for the same case. Un­
fortunately, the calculations of Wolfsberg and Kelley7 are 
not sufficiently encompassing to enable such a comparison 

T 1 1 ; r 

Figure 7. The energy transferred to an oscillator (m = Vu and a = 
0.1287) as a function of total energy according to the approximate 
classical method (Aeap), the exact classical method for no initial 
excitation of the oscillator (Ae), and the exact quantum method 
for the oscillator initially in the ground quantum state (Sn ™nPo-+n) 
(initial oscillator energy of hv/2). 

to be easily made. In Figure 7, for the case m = Vu aQd a = 
0.1287, Aeap and Ae are plotted from the classical calculation, 
based on no initial excitation of the oscillator. On the same 
graph, SwP0-^n is plotted by using transition probabilities 
calculated quantum mechanically by Secrest and Johnson,18 

based on the initial energy of the oscillator chosen as 1IiIiV. 
The comparison is not really correct, because one should use a 
classical, phase-averaged, initial energy of 1IiHv in the oscillator 
Wolfsberg and Kelley7 do not present enough results for this 
to be done. However, their general results do indicate that 
the energy transfer decreases as the initial excitation of the 
oscillator increases, the magnitude of the effect being quali­
tatively correct so that agreement will be shown to exist be­
tween exact classical and exact quantum energy transfer cal­
culations. 

Table I 
Effect of Initial Excitation of Oscillator on the 

Phase-Averaged Classical (Ae) 

Initial 
collision 
energy11 

17.1 
17.1 
17.1 
17.1 
17.1 
8.55 
8.55 
8.55 
8.55 
8.55 

Initial 
oscillator 
energy 

0.902 
0.353 
0.171 
0.000 
0.500 
0.902 
0.353 
0.171 
0.000 
0.500 

(Ae)-

5.18 
5.58 
5.68 
5.81 
5.46* 
0.924 
1.135 
1.205 
1.274 
1.080s 

e, 
initial total 

energy 

18.0 
17.45 
17.27 
17.1 
17.6 
9.45 
8.90 
8.72 
8.55 
9.05 

0 hv units.b By interpolation. 

For the case m = 0.5 and a = 0.158 (i.e.,/= 5.312 mdyn/A. 
and L — 0.221 A), Wolfsberg and Kelley7 have performed 
phase-averaged, energy-transfer calculations at two initial 
collision energies. They consider three possible initial amounts 
of excitation in the oscillator, none of which is hv/2. However, 
their results, which are presented in Table I, may be inter­
polated to yield a good estimate of the energy transfer for an 
initial oscillator energy of Af/2. 

It may be concluded that the ratio of phase-averaged (Ae) to 
Ae for zero initial oscillator energy is 0.940 at e = 17.6, and 
0.848 at e = 9.05. Unfortunately, Secrest and Johnson18 do 
calculations for m = 0.5 and a = 0.114, but not for a = 
0.158. We shall assume that the ratio of (Ae)/Ae is independent 
of a and use their calculated transition probabilities. Thus, one 
may compare Aeap, Ae, (Ae), as well as the quantum mechan­
ical energy transfer, for m = 0.5 and a = 0.114. The results 
are given in Table II. Thus, the exact classical energy transfer, 
phase-averaged for an initial oscillator energy of 1IJiV, agrees 
very well with the exact quantum mechanical energy transfer 
at e = 9.05. 

5. Comparison of FOPA (Semiclassical) 
and FODWA (Quantum) Methods 

The results of the first-order semiclassical and quantum 
methods will be compared in this section. The FOPA result 
is eq 53; the FODWA result is eq 148. However, the simpler 
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Table II 

Comparison of A«»p, Ae, Based on N o Initial Excitation of the 
Oscillator, and (AE), Phase-Averaged for Initial 

Oscil lator Energy hvjl 

Ae1 Ae <Ae> 
n - 0 

0.122 0.051 0.044 0.044" 

" The exact quantum energy transfer is X< «Po-»n. 
71 = 0 

expression, eq 153, is a very close mathematical approxi­
mation of eq 148, except at velocities near threshold. As an 
example, the transition probabilities according to eq 53, 148, 
and 153 are plotted in Figure 8 for the case m = 0.2 and 
a = 0.114. It is found that there is no discernible difference 
between the expressions in eq 148 and 153 over the velocity 
range considered. Only in the very immediate vicinity of 

1.0 

0.7 

0.4 

0.2 

0.1 
0.07 

0.04 

0.01 

0->l 

SEMI-
CLASSICAL 

Figure 8. Comparison of the transition probability Po-»i as a func­
tion of total energy for m = 0.2 and a = 0.114 using the FODWA 
and FOPA procedures. The FOPA curve is calculated from eq 
53. The FODWA result is eq 149. A close mathematical approxi­
mation to this expression is given in eq 151. The two expressions, 
eq 149 and 151, are in essentially complete agreement over the 
entire range of velocities considered. 

threshold do these expressions diverge. At threshold (e = 3/2), 
eq 148 goes to zero, but eq 153 remains nonzero. There is a 
strong difference between eq 53 and 153, especially at the 
lower velocities. The use of the initial velocity in the FOPA, 
rather than the average velocity before and after transition 
(as required by the FODWA), leads to serious numerical 
errors. 

It should be emphasized that the numerical errors are in­
troduced into the semiclassical procedure by the assumption 
that the energy in coordinate x is independent of the excitation 
of the oscillator (i.e., energy is not conserved). The failure of 
the FOPA is not a failure of classical mechanics for coordinate x, 
but the result of a model that does not conserve energy. If a 
semiclassical procedure were carried out in such a way as to 
conserve energy (cf. section II.E.5), the results would be 
very close to the quantum results. To show this, consider 
the quantity TO that occurs in eq 148 and 150. When TO » 1, 
the FODWA reduces to the semiclassical result, except that 
the initial velocity is replaced by the average velocity. It has 
been shown that TO = 4r2L/X, and therefore that the con­
dition TO » 1 is equivalent to the classical limit for coordinate 
x. A good measure of the degree to which coordinate x is 
nonclassical is the degree to which e~*q is not negligible 
compared to e*q in the hyperbolic functions in eq 148. Thus 
the error involved in assuming coordinate x is classical is 
roughly equal to e~2wQ. It can be shown that 

2TO„ = (47r/a)[2m(e - n - \)Vi (163) 

For most physical cases of interest, a ^ 0.1 and 47r/a ^ 120. 
As long as (<• — n + 1I2) > 0.1 the quantity 2TO„ will be very 
large, and coordinate x is essentially classical. 

In summary, the main difference between the FOPA and 
the FODWA is that the FOPA is based on an expansion in 
states for which energy is not conserved, whereas the FODWA 
model involves an expansion in states with energy conserva­
tion. Each procedure leads to a different result for the transi­
tion probabilities. When the FODWA is taken to the classical 
limit for motion in x, it reduces to the same expression as one 
obtains from the FOPA, except that the average velocity 
appears where the initial velocity appeared in the FOPA. 
The numerical difference between these results is substantial 
and is due to the nonconservation of energy in the FOPA, 
and not a failure of the classical approximation. 

6. Comparison of Exact Quantum, Exact 
Semiclassical, FODWA, and FOPA 
Transition Probabilities 

There is only one truly rigorous procedure, namely an exact 
quantum method, such as was performed by Secrest and 
Johnson.18 This may be used as a standard for comparison 
with various approximate procedures. 

The FODWA is a first-order, quantum mechanical pro­
cedure that is based on two main assumptions. One is that the 
transition probabilities are small, and the other is that the 
wave function may be replaced by the incident and elastically 
scattered waves for purposes of calculation of the inelastic 
wave amplitudes. The first assumption leads to overestimates 
of the transition probabilities which are in excess of about 
0.05. The second causes errors that are roughly velocity 
independent, and which depend mainly on the mass parameter 
m. Thus, at low velocities, where the transition probabilities 
are small, the exact quantum results do not reduce to the 
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Figure 9. Comparison of quantum and semiclassical calculations 
of P0-H as a function of total energy, for m = 0.2 and a = 0.114. 
The first-order semiclassical result agrees with the exact semiclassi­
cal result for transition probabilities less than about 0.04. The 
FODWA is never in agreement with the exact quantum probability, 
even for very small transition probabilities. 

FODWA transition probabilities. It is found that the exact 
probabilities reduce to a factor (R-1 = exp(—1.685/«) times 
the FODWA probabilities. This rather remarkable relation­
ship to the exact and approximate classical calculations can 
be rationalized in terms of the basic assumption of the 
FODWA, that the elastically scattered wave with the initial 
velocity is used in lieu of the inelastically scattered wave to 
evaluate the inelastic scattering. At high velocities, the 
FODWA probabilities exceed unity and become meaningless. 
The behavior of the FODWA and the exact transition prob­
abilities for the 0 -* 1 transition are shown in Figures 9 and 10 
for m = 0.2 and m = 1.25, respectively. The difference be­
tween the FODWA and exact probabilities is much greater 
for the larger value of m. 

The lack of conservation of energy in the semiclassical pro­
cedure causes the probabilities to exceed the true quantum 
results for upward transitions, and to be less than the quantum 
probabilities for downward transitions. Results from the exact 
semiclassical calculation are plotted in Figures 9 and 10 for 
comparison with the exact quantum probabilities for the 0 -»• 1 
transition with m = 0.2 and m = 1.25. It can be seen that the 

semiclassical probabilities are too large for this upward transi­
tion. 

In contrast to the situation in the quantum calculation, 
where the exact quantum probabilities do not reduce to the 
FODWA results for small transition probabilities, the exact 
and FOPA semiclassical probabilities converge at low veloc­
ities. This is illustrated in Figures 9 and 10. As before, the 
FODWA tends toward the FOPA at high collision velocities. 

Similar conclusions may be drawn for 0 -*• n transitions. 
The difference between the semiclassical and quantum exact 
calculations becomes accentuated for transitions of more 
than 1 quantum. The results for the 0 -*• 2 transition, with 
m = 0.2, are illustrated in Figure 11. Although the semiclass­
ical method gives the correct qualitative picture of the prob­
abilities (as in Figure 6), it is quantitatively incorrect because 
the probabilities remain finite at energies that are below thresh­
old. This is illustrated in Figure 12 for m = V^ and a = 
0.1287. The exact semiclassical probabilities (solid lines) 
exceed the exact quantum probabilities (dotted lines) at all 
velocities. 

In order to illustrate energy-transfer probabilities for an 
oscillator that is not necessarily in the ground state initially, 
Figures 13-15 have been prepared. The probabilities are 
from the exact quantum calculations of Secrest and Johnson." 

1.0 

0.7 

0.1 

0.07 

0.04 
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r 0 ~ l 

~i 1 1 1 1 1 1 1 r 
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m « 5/4 
or . 0 . 2 9 7 

Figure 10. Comparison of quantum and semiclassical calculations 
of/Wi as a function of total energy, for m = 5A and a = 0.297. 
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Figure 11. Comparison of quantum and semiclassical transition 
probabilities cs. e for m = 0.2 and a = 0.114. The exact semiclassi­
cal probabilities, shown by the intermittent lines, are shifted to the 
left of the exact quantum probabilities, shown by the solid lines. 
The shift to the left on the energy scale is more pronounced for 
upward transitions of several quanta. 

Figure 12. Transition probabilities vs. total energy out of the ground 
quantum state of an oscillator for m = Vu and a = 0.1287. The 
solid lines are the exact semiclassical results of Kerner and Treanor, 
and the dashed lines are the exact quantum results of Secrest and 
Johnson. 

9 10 

7. Comparison of Exact Quantum and 
FODWA Calculations. A Proposed 
Closed-Form Expression for P0-1 

In this section, an approximate semiempirical expression for 
Po-,.1 will be derived in a form that is useful for quick calcula­
tions. At low velocities (such that Po-»i < 0.05), the exact 
quantum results for P0-^i are equal to exp(—1.685m) times the 
FODWA results. Since a closed-form expression for the 
FODWA exists, a semiempirical expression for the exact 
quantum probability is obtained by simply multiplying the 
FODWA expression by the correction factor exp(—1.685/n). 
Thus, for P0-*! < 0.05, the semiempirical expression 

P&-i S p = 6-!-6""(2Tr2W2/a2) X 

(7r2w/2a)1/2 

csch' Rr+H)I (164) 

may be used. The quantity on the right side of the equation is 
defined as p, and Po-*i reduces to p for small transition prob­
abilities. 

In order to extend this procedure to large transition prob­
abilities, it will be assumed that the known relationship be-

Figure 13. Exact quantum transition probabilities vs. total energy 
Po-** for m = ,0.5 >nd a = [0.114. 
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Figure 14. Exact quantum transition probabilities vs. total energy 
Pi-** form = 0.5 and a = 0.114. 

tween exact and first-order semiclassical probabilities can be 
used to relate the above semiempirical quantum first order 
and exact probabilities. According to the method of Kerner 
and Treanor, the semiclassical procedure leads to a first-
order result for P0-^i equal to 170, and an exact P0-^i equal to 
jjoe-''0. By analogy, it is therefore assumed that the exact 
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Figare IS. Exact quantum transition probabilities vs. total energy 
JW,, form = 0.5 and a = 0.114. 

quantum probability, even at high velocities, is approxi­
mately given by 

/ W = pe~p (165) 

where p is defined in eq 164. For small values of p (low 
velocities), eq 165 reduces to eq 164. The approximate semi-
empirical expression in eq 165 is compared with the exact 
quantum results for Po-*i, for several values of m, in Figures 
16a and 16b. The data points are the calculations of Secrest 
and Johnson,18 and the lines are obtained from eq 165. The 
agreement is reasonably good. 

III. More Sophisticated Collinear 
Collision Models 

A. EFFECT OF ATTRACTIVE FORCES 

/ . Herzfeld's Procedure* of Fitting an 
Exponential Potential to a 
Lennard-Jones Potential 

A crude procedure for determining the effect of a long-range 
attractive potential on the energy transfer was devised by 
Herzfeld.4 In this method, it is assumed that the total potential 
between two molecules can be represented by a Lennard-
Jones potential 

V1(T) = -4z[(r0/r)* - (r0/r)^ (166) 

where e and r0 are constants determined by experiment, and 
T is the distance between centers of mass of the two molecules. 
Since the elementary models for energy transfer are based on 
an exponential potential, the exponential function 

V1(T) = Ae- (167) 

must be fitted to the Lennard-Jones potential. The constant 
—?7 is introduced in eq 167 in order to make the slopes of the 
two potentials more compatible at small distances, which are 
most important for energy transfer. These two potentials are 
illustrated in Figure 17. 

The minimum in V\(r) occurs at r = 21^r0, and the depth 
of the well is — e. It is important that these two potentials 
coincide in the region of r that is of greatest importance in 
determining vibrational energy-transfer probabilities. At any 
arbitrary temperature, the range of collision velocities, im­

portant to vibrational energy transfer, will correspond to some 
minimum value of r, which will be called ru as shown in Figure 
17. At r = ri, the potentials and the slopes of the potentials 
are set equal. Thus, two equations are derived 

A = zen/L{\ - 4776 + 4T712} 

~(A/L)e-n/L = (24e/r!)07« - 2»j12) 

(168) 

(169) 

Figure 16. The semiempirical expression (eq 164 and 165) for 
i>o_»-i tested against the exact calculations of Secrest and Johnson. 
The data points are the exact calculations and the lines are from 
eql65. 
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where rj = r0/ri and is not to be confused with the symbol 77 
used in the context of eq 74. If A is eliminated between these 
two equations an expression for L in terms of r0 and n is 
obtained. 

r0/L = 6T7[I - 2TJ«][1 - 7,« - (V)- 1 ] - 1 (HO) 

A plot of this function is given in Figure 18. In many cases of 
physical interest, t\ lies in the range 1.2 <, i\ <• 1.3 Therefore, 
the general approximate formula 

L S ro/17.5 (171) 
may be deduced. 

The potentials described in the previous paragraph refer to 
the over-all interaction between two molecules treated as 
point centers of force. The potential must also depend on the 
internal coordinate of one of the molecules for vibrational 
energy transfer to occur. If it is assumed that the F dependence 
of the interaction potential is exponential, and that it is un­
affected by attractive forces in £, then r and £ may be equated. 
The potential in x is multiplied by exp(Y F/L) to obtain the 
complete interaction potential, including the dependence on 
the oscillator coordinate. Herzfeld's procedure4 therefore 
amounts to the following. (1) Use eq 7 for the interaction 
potential in energy-transfer calculations, with L chosen as 

Figure 17. The exponential potential VJir) fitted to the Lennard-
Jones potential Vi(r). The magnitudes and slopes of the potentials 
are set equal at r = »1. 
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Figure 18. Dependence of ro/L on the choice of n. A broad minimum 
with r0/L ££ 17.5 is found for ij = r0/n 21 1.3. 

r0/17.5. (2) For thermal averaging of transition probabilities, 
use a modified velocity distribution function such that all 
collisions are increased in energy by the amount s. Since r0 

tends to be in the general range of magnitude ~3.5 A for a 
number of molecules, L ~ 0.2 A. The experiments generally 
used to determine r0 and t are most sensitive to the long-
range attractive part of the potential and may lead to sub­
stantial errors in the extrapolation of the potential from ro to 
n. 

2. The Morse Potential 

A more rigorous procedure for taking attractive forces into 
account is to assume that the £ part of the intermolecular 
potential is a Morse potential instead of a simple exponential 
repulsion. The Morse potential contains both an exponential 
repulsive as well as a long-range exponential attractive term. 
The appropriate dynamic equations corresponding to the 
Morse potential should then be solved to determine the transi­
tion probabilities. This procedure has only been carried out 
to the first-order solution, with a potential linearized in Y. 
The assumed form of the potential is 

V'(£,0 = e[e_a(*-*o) - 2e-a(* -* l ) /2] 

[1 + yf/L + ...] (172) 

where e is the well depth, and a is a constant related to L 
or r0. A best fit of the x part of this potential to those in eq 166 
and 167 can be made by methods given in section III.A.l. 
A rough approximation can be made to F2(r) in eq 167 by 
setting a = 1/L and A = teio/L. 

For the potential specified in eq 172, theoretical calcula­
tions of vibrational transition probabilities have been carried 
out by the FODWA and FOPA procedures. The FODWA 
result is28 

ft^ = (S7HLWVM)(Z + I ± ty^'Q1^f)* 
( sinh (lirgj) sinh (27rg7d=1) ) 
\ [cosh (2TTq1) - cosh (2Tr?;*:)]2 ) 

where 

Qi = r U-(InIt)^lLIh) + likiL + H r (174) 

and a is taken as 1/L. This expression using the Morse po­
tential is analogous to the FODWA expression for the transi­
tion probability of a simple exponential repulsive potential, 
eq 148. In the limit of a vanishing well depth in the Morse 
potential (i.e., e -»• 0, and *0 -*• °° in such a way that A «* 
te*°L is constant), eq 172 reduces to eq 9. It is therefore not 
surprising that, in this same limit, eq 173 reduces identically 
toeql48. 

The FOPA semiclassical calculation has also been carried 
out for the Morse interaction potential. Cottrell and Ream*4 

performed the calculation properly. Turner and Rapp" 
published a note purporting to correct an algebraic error in 
the work of Cottrell and Ream, but actually they were the 
ones who made the error, and their corrections should be 
disregarded. The result of Cottrell and Ream24 can be put in 
the form 

(23) R. T. Allen and P. Feuer, J. Chem. Phys., 40, 2810 (1964). 
(24) T. L. Cottrell and N. Ream, Trans. Faraday Soc, 51, 159 (1955). 
(25) R. E. Turner and D. Rapp, /. Chem. Phys., 35, 1076 (1961). 
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Pt-+i+i = (8x2£% V«/M) csch2 (2ir«Z,/p0) X 

cosh2 {(ccL/vo)(2<p+ x)} (175) 

where <p = arc tan (2e/mi>o2). This expression is very similar to 
eq 53 obtained using the FOPA with an exponential repulsive 
potential. For collision energies that are high compared to the 
well depth, the effect of the attractive forces should vanish. 
This can be shown by allowing 2tlfhva

s to approach zero so 
that <p S O. If iruL/vo « 1, as is necessary for the transition 
probabilities to be small, csch2 (2irwL/y0) = 4 exp(—47rcoL/o0), 
and cosh8

 (TTWL/VO) ^ 7« exp (+2irwZ,/D0). In this limit, eq 
175 reduces to eq 53. 

Allen and Feuer23 have shown that the FODWA expression 
for the transition probability with a Morse potential can be 
put in a simplified form if it is assumed that qt and g7*i are 
each » 1 . The expression obtained is the same as eq 175, 
except that P0 in the semiclassical calculation is replaced by 
(D/ + P/=M)/2 in the quantum FODWA calculation. Thus, just 
as in the case of an exponential repulsive potential, theFODWA 
for the Morse potential reduces to the FOPA for the Morse 
potential if the average velocity is used in the FOPA expres­
sion. 

For purposes of calculation, eq 175 can be put into a more 
useful form (using v instead of D0) 

^ I - I * I = (STT 2 L 2 OT 2 O) /^ ) csch2 (25) X 

{cosh S cosh T + sinh 5 sinh T} * (176) 

where 5 = TUL/V and T = 2(pwL[V. For most cases of in­
terest, S » 1, and cosh (S) S sinh (S) S e8j2. In this case, 
eq 176 reduces to 

P w * ! = {(8ir*LVh*y*w!hn)e-2n,L/t} X 

{cosh T+ sinh r } 2 (177) 

The first term in the braces is the result one obtains for the 
exponential potential, and the second term in the braces may be 
regarded as a correction factor, C(T), for attractive forces. 
This may also be put into dimensionless form 

P 0 - I = (87r2«Va2)exp|- (l^mja^1 X 

[Hr+H)TH<178) 

—"[(-r+H)Tx 
, I 7 ^-I ("9) 

arc tan < / 1 \ ? 

Xv ~ v) 
C(T) = (cosh T + sinh T)2 (180) 

where «is again the total energy, and a is defined in eq 160. 
The effect of various well depths on transition probabilities 
will be illustrated for the special case m = 0.2 and a = 0.114. 
In Table III, the correction factor C(T) is shown for various 
total energies « and various well depths e. 

The correction factor for attractive forces becomes appre­
ciable only for large well depths and low collision energies. 
For many molecules, zjhv ranges from about 0.10 to 0.40, 
and the important range of c is greater than 3. Thus, the cor­
rection due to attractive forces may be in the range 1.02 to 

about 1.5. Shin26 has done similar calculations, using a Len-
nard-Jones 12-6 potential to include attractive forces, and a 
straight 12-repulsive potential. He obtains a ratio of calculated 
probabilities for inclusion of attractive forces and exclusion 
of attractive forces. He finds that the correction factor is 
about 10 for e of the order of 1 to 2 and z/hv of the order of 
0.05. This appears to be much larger than calculated herein. 
His procedure depends on a first-order distorted wave cal­
culation in which only the exponent of the perturbation 
integral is evaluated (cf. section V.D). Since the preexponen-
tial factors for the 12 and 6-12 potentials may differ sub­
stantially, there is no reason to believe his calculation is 
correct. It is very possible that the preexponential factor for 
the 6-12 potential is lower than for the 12 potential. It is be­
lieved that Table III gives a better idea of the effect of attrac­
tive forces than Shin's results in his Table I.M 

B. EFFECT OF ANHARMONICITY OF 
THE OSCILLATOR 

1. Effect of Anharmonicity on the 
General Quantum and Semiclassical 
Procedures of Section II 

In the exact quantum calculation of Secrest and Johnson,18 

and the equivalent calculation suggested by Rapp and 
Kassal,20 there is no particular reason to limit the treatment 
to a harmonic oscillator. The entire calculation could be 
easily extended to the case of an anharmonic oscillator by 
simply replacing the harmonic BC wave functions, Hn(y), by 
anharmonic wave functions. Only the perturbation integrals 
over dv would be different. No exact quantum mechanical 
calculations have been carried out for anharmonic oscillators. 

Mies27 has performed calculations to determine the effect 
of anharmonicity on first-order calculations. In general, his 
approach takes into account the case where the integrals 
Unn'(x) and Uu'(x) are not necessarily equal (see eq 125 
for the special case of a linearized potential). This can occur 
in two ways. If the potential given in eq 8 is used, and is not 
linearized as in eq 9, then 

UnJ(X) = U(x) C H„(f)e^LH„(f) d? (181) 

instead of eq 125. With this potential, even the use of har­
monic oscillator functions for H„(f) leads to Unn'(x) ?± 
Uu'(x) for n j£ I. Thus, in comparing the exact quantum 
calculations of Secrest and Johnson (who used eq 181) with 
the FODWA, the usual approximate procedure based upon 
the linearized potential as in eq 125 should not be used. Mies 
has given a revised FODWA, denoted here as RFODWA, 
which does not utilize the linearized potential in v, and should 
therefore be compared to the exact quantum results at low 
velocities. 

Furthermore, Mies has shown that when anharmonic func­
tions are used for H„(?) in eq 181, Unn'(x) and Uu'(x) are 
substantially different for n ^ /, and the RFODWA differs 
from the usual FODWA. Finally, Mies has also shown22 

that use of the nonlinearized potential (so that Unn'(x) ^ 

(26) H. K. Shin, / . Chem. Phys., 41, 2864 (1964). 
(27) F. H. Mies, ibid., 40,523 (1964). 
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Un'(x)) in the FOPA semiclassical calculation leads to an 
analogous dissimilarity from the usual FOPA calculation. 

2. Effect of Nonequality of Diagonal 
Perturbation Matrix Elements on the 
FODWA. RFODWA 

Starting with eq 124, but using eq 181 instead of eq 125, 
Mies" carried through the RFODWA in a procedure anal­
ogous to that given by eq 126 through eq 133. For any 
transition / -*• n, with total energy e in units of hv, he found 

U W W O I B F O D W A = [JWO]FODWA&(«,X) (182) 

where X! = Unn'(x)IUn'(x), and SF is a correction factor that is 
less than unity. 

For the special case Xa = 1, corresponding to harmonic 
oscillator functions and a linearized potential, SF(e,l) = 1. For 
the general case, Mies" found 

ff(e,X) = ^n1T
2I2F1[I + 0IDCq1 - qn), 

1 + QI2)(q, + q»)\2\l - X - 2 ] | 2 (183) 

where JFi(a,b;c;Z) is the hypergeometric series, qn is defined 
following eq 138, Wnn is denned as 

Wnn = UJ(X)IU(X) (184) 

and eq 181 is used for U„n'(x). Since qn may be regarded as 
27rL/X„, where Xn is the deBroglie wavelength associated with 
collision velocity vn = hkn/m, it can be seen that, when 2TL is 
large compared to Xn and X/, (qi + qn) will be5>>l. In this 
limit, the motion in x is essentially classical, and b a (ill) • 
(qi + qn) can be used in iFx(a,b;c;Z) so that 

tfx(a,b;c;xib) —>• iF (a,c;x) (185) 
6—*co 

Thus, to this approximation, eq 183 reduces to 

SF S ^n-2I1F1(I + /p,2;2/A)|2 (186) 

where 

P = Hqi ~ «») = L(ki - kn) = L(AE)IhV (187) 

AE = F„(BC> - £/BC> (188) 

and 

A S (1 - X-2) \(qi + C7n) -(Wn,- Wn)LmIhWnn (189) 

i f (<? /+«n)» l . 

3. Effect of Nonequality of Diagonal 
Perturbation Matrix Elements on the 
FOPA. RFOPA™ 

In the semiclassical FOPA calculation, the treatment re­
sulting in eq 47 is not quite correct. One should actually 
write these equations as 

dai/dt £* (Hi)-^a1(I)VnV) (190) 

da„/d/ a (hi) -1Ia1(I)VnAOe^'' + an(t)Vnn'(t)} (191) 

Solution of eq 190 leads to 

a , ( 0 ~ e x p j - (i/h) f Vn'(t')dt\ (192) 

Table III 

Correction Factor C(T) as a Function of e for a = 
0.2 and Various Well Depths 17 

V 

hv 

*\ 
2.5 
3.5 
6 

10 

0.05 

1.12 
1.06 
1.02 
1.01 

0.10 

1.26 
1.12 
1.04 
1.02 

0.25 

1.77 
1.34 
1.12 
1.05 

0.114 and m = 

0.50 

3.24 
1.85 
1.25 
1.10 

If this is put into eq 191, the result is28 

dbjdt ^ (hi)-Wnl'(i) expjjjco,,,/ + 

A-1J" {Vnn'(f)-Vn'(tl))dt'^> (193) 

where 

bn(t) = an(t) expi -(i/h) P Vnn'(t') dt'X (194) 

Since |A„(/)|2 = |a„(0|2, and the initial condition is 
ai(— 00) = 1, it is found that 

P1^n = 16.(»)| 2 = L-i f Vni'(t) expj/ con/
( + 

A - 1 T \Vnn'(t')- Vn'(t')}dt' Xdtl1 (195) 

Each term Vnl'(t), V11V), and Vnn'(t) is written in the form 

Vn,(t) - WmUV) (196) 

where the classical trajectory x(t) is used to convert U'(x) 
to U'(t). The classical trajectory is different for each state 
of excitation of the oscillator. By relating to previously de­
rived results (cf. eq 153), a trajectory is used with an average 
collision velocity V = (vi + Vn)Il. The average potential en­
ergy is WU(t), where W = (Wnn + W11)Jl. (Note that in 
the previous FOPA calculation (eq 48) it had been assumed 
that Wnn S W11 S 1.) Therefore, U(t) must be taken as 

U(t) - W~(T> sech2 (Vt/IL) (197) 

Equation 195 was integrated by Mies,22 and we denote the 
result as the RFOPA (revised first-order perturbation ap­
proximation). His result may be put in the form 

[P^n(*,X)]RF0PA - [F^„(0]FOPAS'(*,X) (198) 

where SF', the correction factor, is 

SF' = I1F1(I + /p,2;2/A')| 2IF"3 (199) 

In this equation, p is as defined in eq 187, and A' is 

A' = (Wnn - W11)LmVIhW (200) 

To the approximation that W ^ JPnn, and A' = A, it 
follows that SF' is equal to SF. This shows the over-all consis­
tency of the classical limit of the RFODWA and the RFOPA. 

(28) F. H. Mies, J. Chem. Phys., 41, 903 (1964). 
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4. The RFOPA for Harmonic BC, but 
Nonlinearized Potential in f 

The previous calculations may be applied to several examples. 
First, the effect of Mies' revised treatment will be derived for 
the case of a harmonic oscillator, with nonlinearized potential. 
In this case, W„n is the matrix element of exp[y7/L] between 
two harmonic oscillator wave functions Hn(7) over d¥. It can 
be shown18 that 

Wnm = {exp[7?/L]}„m = 

e«5/'(/M.'/n.0V!£m
n~m(-a2/2) (201) 

where a is defined in eq 160 and £ is the LaGuerre poly­
nomial. This leads to the result 

so that 

Wn = c"'/4(l + aJ/2) and W00 = ea,/i 

Wa - Woo = eV'(a2/2) 

(202) 

(203) 

If a « 1, as is usually the case, Wn - Woo = a2/2- Then, be­
cause A' is a small quantity, only the leading terms in the 
series expansion for ,Fx need be taken. Thus, if it is assumed 
W 2*1 

JF' = 1 + 
(1 + Jp)(HA') (1 + ip)(2 + ip) 

2 2-3-2! 
(2iA')2 + • 

(204) 

JF' ^ l - 2pA' + (5p»/16) -
1' (A')2+ .. 

Figure 19. The ratio of energy transfer calculated exactly to the 
energy transfer calculated approximately (neglecting the change in 
velocity of A as BC becomes excited). The data dots are from the 
classical calculations of Kelley and Wolfsberg7 and the data x's 
are from the quantum calculations of Secrest and Johnson.18 The 
empirically fitted curve e~ut>im is drawn, along with the line 1 — m 
predicted by the RFOPA. 

Table IV 
Correction Factors due to Anharmonicity for the 

0 -*• 1 Transition in Several Molecules as Calculated 
by Mies (Assuming L = 0.2 A) 

Diatomic 
molecule 

(BQ 

O2 

O2 

H j 

Incident 
molecule 

(A) 

O2 

He 

He 

Total 
energy 
t (units 
ofhv) 

1.5 
5.5 

10.5 
1.5 
5.5 

10.5 
1.5 
5.5 

10.5 

Harmonic 
correction 

factor 
d-m) 

0.5 
0.5 
0.5 
0.899 
0.899 
0.899 
0.333 
0.333 
0.333 

Anharmonic 
correction 
factor SF 

0.082 
0.071 
9.059 
0.597 
0.585 
0.570 
0.040 
0.014 
0.0015 

For the case n = 1 and / = 0, it can be shown that if a <K 1 
and W=I, then 2pA' = m. Thus, eq 204 may be put in the 
form 

JF' S 1 - / M + (^)OT2 + (205) 

This is the correction factor predicted for the case of a har­
monic oscillator with nonlinearized potential. For m <K 1, 
the correction factor is approximately JF' ^ 1 — m. In Figure 
19 the calculated values of the correction factor from Secrest 
and Johnson,18 and from Wolfsberg and Kelley,7 and the 
line (1 — m) are plotted. It can be seen that the procedure 
described in this section only partially corrects the FODWA 
toward the exact result. 

5. The RFOPA for Anharmonic BC 

By using Morse potential oscillator functions in eq 181, 
Mies was able to evaluate the matrix elements W0,, Woo, 
and Wn. The anharmonicities of typical molecules are suffi­
ciently great that, when the spectroscopic Morse potential 
parameters are used, Wn — Woo is substantially increased 
compared to the value calculated for the harmonic oscillator 
model. For example, in the relatively harmonic molecule 
N2, Wn — Wao is calculated to be 0.0261 for the Morse os­
cillator model, and 0.0065 for the harmonic oscillator. For 
the relatively anharmonic molecule H2, Wn — Woo is found 
to be 0.191 based on the Morse model and 0.0515 from the 
harmonic model. For the 0 -*• 1 transition in N2, at v S 3 X 
106 cm/sec, A' = 0.2 based on the harmonic model, and 
A' s 0.5 based on the Morse anharmonic model. Thus, the 
approximation of eq 204 breaks down badly for anharmonic 
oscillators because A' is not very small. 

Mies has written a program to evaluate eq 183 and 199 
for any special case. He finds the agreement between the two 
formulas to be very good. The correction factors SF(O for 
various collision partners (i.e., various values of X) are given 
in some detail. A few of his results are summarized in Table IV. 
which indicates that the harmonic correction factor is never a 
good approximation, but fails worst for large values of m. 
For a light particle hitting a heavy molecule, the anharmonic 
correction factor is not far from unity. However, for anhar­
monic molecules and heavy incident molecules A, the an-
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harmonic factors can be in the range 0.01-0.001. Thus, 
anharmonicity has a relatively large effect on the energy 
transfer in many cases of interest. The general effect is to re­
duce the energy transfer below that calculated from the har­
monic model, the magnitude of the effect increasing sharply 
with the anharmonicity of BC and the mass of A relative to BC. 

IV. Thermal Averaging of Transition 
Probabilities Using the 
Landau—Teller—Herzfeld Procedure 

For a gas with translational energy in thermal equilibrium 
at temperature T, the average transition probability per 
collision is 

/ » CO 

<P,-„> = J W o ) 
J r - O 

dN(v) (206) 

where v is the initial relative velocity of collision, and dN(v) 
is the velocity distribution function normalized so that 

JvO 
dN(v) = 1 (207) 

These integrations should be carried out vectorially over all 
coordinates for all orientations. However, P / _ » ( D ) is usually 
based on an approximate one-dimensional model, and dN(v) 
may also be considered in one dimension. When using a one-
dimensional model, it is not immediately obvious which veloc­
ity distribution function is most appropriate. Herzfeld4 has 
argued for use of either the distribution function character­
istic of the component of relative velocity projected along the 
line of centers 

dN(v) = (fh/kT)e-mv'/2kTvdv (208) 

or the function characteristic of particles hitting an area of 
surface 

dN(v) = 2(ThJIkT)We-WWkT dv (209) 

The average probability is not very sensitive to the choice of 
the velocity distribution function. 

Herzfeld4'29 has presented an integration of eq 206 based 
on an approximate form of the FODWA for P/_»„(B). If it is 
assumed that (2iruL/ij) ^> 1, for small transition probabilities 
eq 153 reduces to the simple form (for the 1 -»• 0 transition) 

P1-*,) = (8Tr*jiyVhL*lhii) exp(-2irwL/tJ) (210) 

This expression may be further simplified29 by assuming 
(rht>y2) ~S> hv. The average velocity is written as v = (v0 + 
Di)/2, and the initial velocity Vi is simply called v. Then 

S - (v/2) + \(v* + Ihv/m)1'* = 

(c/2){l + 2hvlmv*)l/t} g* 

v{l + hv/2mv' + . . . } (211) 

In many cases of physical interest, the conditions 2TOIL/V ^> 1 
and mvil2 Jj> hv are fairly well satisfied. The argument of the 
exponential function in eq 210 may then be written 

2TWL ^ 2woiL j 

V ~ v \ 
1 -

hv 

2mv* 
(212) 

(29) R. N. Schwartz, Z. I. Slawsky, and K. F. Herzfeld, / . Chem. 
Phys., 20, 1591 (1952). 

The integrand in eq 206 is a product of two terms with 
opposite dependence on v. The function Pi_*)(y) increases 
very rapidly as v is increased, while dN(v) possesses a maxi­
mum at a moderate value of v and decreases sharply as v in­
creases in the range of physical interest. The integrand, there­
fore, possesses a sharper maximum than dN(v), and the max­
imum occurs at a higher value of v than for dN(v). This shows 
that the high-velocity "tail" of the velocity distribution is 
mainly responsible for the energy transfer. In order to locate 
the velocity vm, at which the integrand is a maximum, an 
approximate procedure8'29 is employed, which simply in­
volves moving the factors that vary slowly with v out of the 
integral and treating them as constants evaluated at v = v„. 
In terms of dimensionless variables, eq 210 and 212 yield 

Pi-*o = (8Tr2m2/ot2)e>"»'L/2mv'e-2™L/v (213) 

If the terms vm and exp(huiLj2mvm
)) are treated as constants 

(using eq 208 for dN(v)), the result is 

(P1-,,) 2* (8Tr2/n2/a2Xm/fc7>m exp(Aco2L/2mpm
s) X 

» 
e-mv'/2kTe-2ruL/v (^V (214) 

/ ; 

The velocity vm is determined by setting 

^-[(ihv2/2kT) + (2 -KOiLIv)] = 0 
Z)V 

Thus 

vm = (wLkTlm)^ 

(215) 

(216) 

The integrand of eq 214 is now expanded in a power series 
about v = vm. If the width of the peak in the integrand is not 
too large, only the first few terms of the series need be in­
cluded. When this is done, it is found that 

(fhv^kT) + (2ro>L/v) = [(mJ2kT)vm* + (2ircoL/ym)] 

[(ThVnIkT) - (2rwLlv\)](v - vm) + 

\V(mlkT) + 4TuL/vms\(v - vmy + . . . 

After substituting for vm, it is found that 

(217) 

(mv*/2kT) + 2TO3LIv) = \(j^Jv« + 

Klj<—>' + (218) 

and the coefficient of (v — vm) vanishes. 
If eq 218 is substituted into eq 214, an integral is obtained 

that is easily evaluated, viz, 

(P1-O) = (ST2milai)(mlkT)(2iroiLkT/my/'ee/2T X 

(D - vmy I d(v - vj (219) G> ~ Vm)*\ 

where 0 = hosjk. To a high degree of approximation, the lower 
limit may be replaced by — » , and the integral is equal to 
(2TrkTj3m)l/'. The final result is 

<Pi-o> = 

2(2Tl3)i/Xe'ld)(d'/T)l/'expl-^\1/ + 1 1 (220) 
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•where 
6' = 4T1HhLWIk (221) 

Herzfeld4 added one more embellishment. Since the ex­
ponential intermolecular potential is asymptotic to — e at 
JC = oo (c/. eq 167), the velocity distribution should be shifted 
to higher energies by the amount of energy c. Thus, Herzfeld 
multiplied the velocity distribution function by exp(tlkT). This 
factor carries all the way through to eq 220, and the final 
result, known as the "SSH theory," is 

< J W = 2(27^/3)l"(070)(07nv, X 

exp[--(-) + 2 - r + r r J (222) 

It is based upon the usual assumptions of a harmonic os­
cillator, exponential repulsive potential, and one-dimensional 
collision model. It also involves use of the FODWA, and the 
assumptions mv2/2 » hv and (2rruL/v) >J> 1. Since the 
FODWA is a procedure based on small transition probabil­
ities, one must be very careful that Pi-,0(i>m) is small in applying 
eq 222. There are many physical cases of interest where (A-W 
is small because &N(c„) is small, and Pi—0(i>m) may be much 
too large to justify use of the FODWA. The fact that (P1-^0) 
is » 1 is no justification for use of eq 222. This is especially 
true when (Pi_o) becomes as large as 10-a to 10~2. In some 
cases, these average probabilities correspond to Pi-^(vm) that 
actually exceed unity. 

Equation 222 is the basis of the often-used statement that 
log (Pi_o> is inversely proportional to Tl,i. This statement 
neglects the second two terms in the exponential that are 
inversely proportional to T. Although these terms are smaller 
than the first term, they are not negligible, and introduce 
substantial curvature into the plot of log (i\-*o} vs. T~1/'. 
Temperature averaging of probabilities from more sophis­
ticated calculations are probably best performed numerically. 
It is only because eq 222 is in very widespread use that its 
derivation has been given in detail. 

V. Other Calculations 

A. THOROUGH STUDY OF THE 
He + H8 SYSTEM 

1. The Energy Surface 

A very significant contribution to the theory of vibrational 
energy transfer was made by Krauss and Mies30-81 in two 
papers published in 1965. In the first,30 a very detailed com­
prehensive study was made of the energy surface for potential 
interaction oi He with H2. In the second publicaton, Mies31 

utilized this essentially exact potential to evaluate the validity 
of approximate potentials commonly used in energy-transfer 
theory (as applied to He + H2 collisions). 

Before discussing the papers by Mies and Krauss, it is useful 
to make some general remarks about the over-all procedure 
used in energy-transfer calculations. When dealing with real 
molecular collisions between a particle A and a molecule BC1 

the calculated transition probabilities must somehow be 
averaged over all possible collision orientations. If the mole-

(30) M. Krauss and F. H. Mies, J. Chem. Phys., 42, 2703 (1965). 
(31) F. H. Mies, ibid., 42, 2709 (1965). 

cule BC is in thermal equilibrium translationally and rota-
tionally (as is usually the case), the basic time periods involved 
in the collision are r0 (the collision duration), rv (the vibra­
tional period), and rR (the rotational period). Of course, T„ 
cannot be precisely defined, but, in terms of some reasonable 
choice (range of time over which velocity increases from mini­
mum to, say, 80% of value at infinite separation), it can be 
shown that TC and TT are comparable in many cases, whereas 
TR is at least 100 times larger than r0. Therefore, it is a very 
good approximation to treat the collision as if the orientation 
were constant. 

It is useful to define the coordinate system shown in Figure 
20, and assume that a particle enters along £ with B = con­
stant and leaves along T — 8 = constant. Because the innate 
probability of any angle 8 occurring in the collision is pro­
portional to sin 8 (consider a sphere of radius r drawn around 
BC; the area of an element corresponding to 8 on the sphere is 
27rr8 Ar sin 8 dd), the average probability at any energy should 
be calculated as 

/•«72 
(P(O) = P(t,6) sin 8 AB (223) 

Jo 
The probability P(«,0) for a collision along the path of con­
stant 8 should be calculated from the general intermolecular 
interaction potential Vr(£,yft). This is defined as 

V^S,m = FB0(£) + V'(£,m 

where VT is the total potential energy of the three-particle 
system ABC, and VBo(y) is the BC potential at £ = °=. Except 
for the single paper by Krauss and Mies30 for A = He and 
BC = H2, there is relatively little knowledge of V'(£,g,8) 
available for collisions, especially for relatively energetic 
collisions where £ becomes small at the turning point. 

The general assumption of the simple models used in most 
energy-transfer calculations is as follows. Since V\£,^JH) 
is essentially an unknown quantity, only the case 8 = 0 is 
considered, along with the assumption that the classical force 
on the oscillator at any angle 8 is cos B times the force at 8 = 0. 
Since the energy transfer depends on the square of the force 
(cf. eq 29), it can be concluded that 

XT / 2 

cos2 8 sin B dd = P(e,0)/3 (224) 

This must, of course, be considered a very crude argument. 
The factor of l/s is considered to be a "steric factor." 

It is common to take two approaches for approximating 
V'(£,g,Q). In one, the (spherically symmetric) potential be­
tween A and BC that was experimentally determined from 
transport property and virial coefficient data is fitted to an 
assumed form of the potential (see section III.A). Unfor­
tunately, these properties are determined at low tempera­
tures where they are most sensitive to the attractive part ol 
the potential and are not very reliable for the inner repulsive 
part of the potential, which is the most important region for 
collisions involved in energy transfer. A procedure like that 
outlined in section III.A is used to extrapolate the known 
potential from large x (where the potential is known) to small 
£. Since the calculated transition probabilities are very sensi­
tive to the slope of the inner repulsive potential, this pro­
cedure can be very inaccurate. An alternate procedure used 
by some authors has been to give up hope of an a priori cal­
culation of V'(£,g,0) and merely assume a general form for this 
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Figure 20. Collision coordinates for off-axis collisions. The distance 
between A and the center of mass of BC is £, the B-C distance is #, 
and 0 is the angle between B-C and the initial direction of A. 

potential in terms of parameters. The theory is fitted to avail­
able data and the parameters are chosen for the best fit. This 
procedure gives little indication as to the validity of the theory, 
since the effects of approximations are obscured by the choice 
of potential parameters. In each case, the assumed form of 
V'(£,g,0) is an interaction that depends on the AB distance 
£-yQ. 

Thus, the basic assumptions used in the theories are as 
follows. 

1. Except for factors of the order of Vs. the average prob­
ability per collision is equal to P(e,0). 

2. The interacton V'(£,pfi) depends only on the distance 
£-yff. 

3. In some calculations, V'(£,y,Q) is determined by fitting 
it to potentials measured in transport property and virial co­
efficient measurements, which are of dubious validity for small 
£. 

2. Comparison with the "Dumbbell" 
Model 

Mies and Krauss80'31 have discussed the validity of the 
"'dumbbell" model and have implied that the dumbbell 
model is automatically implied in the usual calculations on 
energy transfer. This is not the case. The dumbbell model 
uses the assumption that the potential 

r'(t,tl,0) = FAB'0-AB) + FAC'O-AC) (225) 

is a sum of pairwise interactions between A and each of the 
atoms of BC. The model is a possible way of attempting to 
generalize a one-dimensional potential to off-axis collisions, 
but it leads to a 6 dependence of P(e,0) that is different from 
cos2e. 

3. Effects on Energy-Transfer Calculations 

Having made these preliminary observations, the calculations 
of Mies and Krauss30 for He + H2 will again be discussed. 

These authors performed a very elaborate quantum mechan­
ical calculation of f"(2,#,0) over the range 2.5a0 <£ < 3.9fl0, 
0 < ff < 2a0, and for 0 = 0, TT/4, and TT/2. 

The equilibrium value of J is 1.4a0, and the range of vibra­
tional amplitude of interest is perhaps ±0.2a0. Thus the prin­
cipal region of # concerning vibrational energy transfer is 
1.2a0 < y~ < 1.6a0. The important region of S, corresponding 
to incident energies in the range 0.1-0.8 eV, is 2.9a0 < £ < 
3.9ao. In this limited range of £ and g, a good approximation 
to the result of Krauss and Mies is 

V'(£,g,ff) = Ae-i/Le^/Le-Ki>e (226) 

where A = 297 eV, L = 0.524a0,7 = 0.403, and K = 0.109. 
This may now be compared to approximate procedures 

that are conventionally used in energy-transfer calculations. 
For the special case of head-on collisions (corresponding to 
0 = 0), y should be /HC/(«B + m0) = Vs for H2, according to 
the simple models. However, Krauss and Mies30 find that 
7 = 0.4. Calculated transition probabilities are not very sensi­
tive to the choice of 7, so this does not have an important 
numerical effect. They do, however, depend very strongly on 
the value of L. According to the simple model outlined in 
section III.A, a rough estimate of L is given by L = ro/17.5. 
For H2, r0 is known to be 5.67a0, so one would calculate L = 
0.33a0 by this method. The approximate value of L is in poor 
agreement with the accurate value, 0.524a0, calculated by 
Krauss and Mies. According to Krauss and Mies, if a Buck­
ingham (exp 6) potential is fitted to the low energy diffusion 
data, and this potential is extrapolated inward to smaller £, it 
is found that L ^ 0.48a0, which is in much better agreement 
with the exact value. In the case of He + H2, the procedure 
described in section III.A can lead to large errors in L, and 
very large errors in the calculated transition probabilities. 

Mies finds the dumbbell model to be particularly bad for 
off-axis collisions near 8 = ir/2. According to the dumbbell 
model, the force of A on BC for 0 = 7r/2 would be in the 
direction to spread the molecule and increase g. In the exact 
potential, the net force acting in a collision at 0 = ;r/2 is 
in a direction to compress BC, so the dumbbell model is not 
even qualitatively correct. However, this is not really relevant 
to the usual energy-transfer calculations. 

Using the exact potential with the RFODWA, Mies 
calculated Po^,(i,0) vs. 8 for e = 6.5. While the actual shape is 
not exactly the same, the net effect for (P(e,8)} is very similar 
to the result one would get by assuming P(e,8) = P(e,Q) cos2 8 
(see Figure 7 of Mies' paper). Thus, it may be concluded (note 
that these conclusions are not exactly what Mies concludes) 
that: (1) the use of a one-dimensional model with a steric 
factor of <~ Vs is a fa'r approximation for He + H2 collisions; 
(2) the value 7 = WC/(WB + «c) used in calculations is not 
correct in the case of He + H2 (this does not have a serious 
numerical effect on calculated transition probabilities); 
(3) the value of L calculated by the procedure in section III.A 
is too small and leads to serious numerical errors for He + H2 

collisions; and (4) the correction for anharmonicity of BC 
should be included. 

B. OTHER CLASSICAL CALCULATIONS 

1. Benson and Coworkers 

In a series of papers, Benson, Berend, and Wu have per­
formed classical calculations of energy transfer for various 



88 Donald Rapp and Thomas Kassal 

collision models. In their first paper,32 they assumed a hard-
sphere interaction potential between particle A and atom B 
of molecule BC. They found on the basis of this model that 
if the oscillator is vibrating rapidly, and particle A approaches 
slowly, then a collision can only occur over a restricted range 
of phase angles near the maximum extension of the oscillator. 
At large extensions, the energy transfer is least efficient. They 
calculate the energy transfer as a function of phase at any 
incident velocity. For each incident velocity, only a partial 
range of oscillator phase is possible at collision {i.e., <p cannot 
have all values between 0 and 2TT). To calculate the average 
energy transferred per collision, one should average the energy 
transfer AEYib(<(>) over all accessible phases (i.e., from C to 
D in Figure 6 of ref 32). However, Benson, Berend, and Wu 
used a different procedure, which seems reasonable at first 
glance, but is actually incorrect. They argued that if one is 
interested in the transition 1 -*• 0, then Pi_0 would be inter­
preted as the fraction of phases corresponding to —2hv < 
A£Tib < —hv. This interpretation is fallacious. As was dis­
cussed in section II, one can only equate the total energy 
transferred quantally and classically. Therefore, the conclu­
sions drawn in ref 32 regarding the dependence of transition 
probability on collision velocity are erroneous. 

In the second paper,83 a collinear collision of a particle 
with a diatomic molecule is solved exactly by using classical 
mechanics for two possible interaction potentials: one being 
harmonic with a finite cutoff, and the other a Morse potential. 
As in the case of their first paper,32 the incorrect interpretation 
of the transition probability from the phase dependence of the 
classical energy transfer leads to an untenable sharp cutoff 
of the transition probability PI-*Q(V) at low velocities (see 
Figure 7 of ref 33). This incorrect interpretation leads to a 
velocity-averaged transition probability <.Pi_*o> that depends on 
T as exp[-c/r] instead of exp[-c'/Tl/'], as in the Herzfeld 
procedure (see section IV). The conclusions regarding the T 
dependence of </*i_o> are not correct. 

In the third paper,34 Benson and Berend used the calcula­
tions of AEvii(<p) from the second paper, but this time with the 
correct interpretation of P0-*.\ as the phase-averaged A£„ib 

divided by hv. This eliminates the untenable sharp threshold 
in the dependence of Po-*i on v predicted in the second paper 
and makes the results similar to those of Kelley and Wolfs-
berg.7 Since the authors adjusted the potential parameters to 
fit the experimental data, it is impossible to compare the rela­
tive agreement of the two procedures with experiment. 

In the fourth paper,36 Benson and Berend considered the 
case of anharmonic oscillators, which are highly excited 
initially, and solved the classical equations of motion exactly 
for a Morse potential interaction with an incident particle. 
The use of classical mechanics for very high vibrational quan­
tum numbers should be a good approximation. The calcula­
tions are probably of great significance in connection with 
the theory of unimolecular decomposition but do not really 
fall into the subject of the present review paper. However, 
we do wish to comment on one of the conclusions reached 
in the paper. We quote from the paper directly: "Figure 10 

(32) S. W. Benson, G. C. Berend, and J. C. Wu, / . Chem. Phys., 38, 
25 (1963). 
(33) S. W. Benson, G. C. Berend, and J. C. Wu, ibid., 37,1386 (1962). 
(34) S. W. Benson and G. C. Berend, ibid., 39, 2777 (1963). 
(35) S. W. Benson and G. C. Berend, ibid., 40,1289 (1964). 

shows the values of A£vib_d, obtained for collisions of I* 
with A r — What is most striking is the relatively low values 
of AEyib.ie(~4 kcal) compared to the total vibrational energy 
in the system (~33 kcal).... These results provide justification 
for the assumption made by several authors that highly 
excited anharmonic oscillators will not lose large amounts of 
their energy in collisions. From detailed balancing we can also 
conclude that the inverse is true, namely, that the collisional 
population of the top most vibrational levels will come pre­
dominantly from the adjacent levels." 

We believe that this statement might cause some misunder­
standing. A vibrational deexcitation of 4 kcal in I2 cor­
responds to a quantum jump at least ten vibrational levels. 
While it is true that a highly excited anharmonic oscillator will 
only lose about 10% of its vibrational energy per collision, 
this should be considered a large energy transfer. Excitation of 
upper levels of I2 can come directly from states 10 or more 
levels below. The very sizable qualitative difference between 
energy transfer between the lower vibrational levels (say 
0 < n < 4) and energy transfer between levels near the disso­
ciation limit should be stressed. In the former case, the transi­
tion probabilities are small, and, except at high temperature, 
transitions to adjacent levels are most important. In the latter 
case, the transition probabilities are much larger and direct 
transitions of many quanta are highly probable. It may be con­
cluded that the average energy transferred per collision 
changes gradually from a small fraction of a quantum for low 
vibrational quantum numbers to many quanta for high 
vibrational quantum numbers of an anharmonic oscillator. 

In the fifth paper, Benson and Berend38 compare their re­
sults for (P1-̂ o) based on the method of their third paper34 

with data for a wide variety of diatomic molecules. They 
adjusted the repulsive potential in each case to obtain a best 
fit with experiment. It is unclear whether the potential param­
eters have been adjusted to compensate for approximations 
in the theory (such as neglect of anharmonicity and the one-
dimensional collision model), or that the theory works satis­
factorily. For some of the substances considered, at high 
temperatures, (Pi-o> is greater than 0.1. Since <Pi_*o) is ob­
tained from a velocity average of Pj-*o(w) (cf. section IV), the 
actual values of Pi—o(v) involved in the collisions that con­
tribute most to energy transfer are usually much greater than 
(Pi-*a). This is due to the fact that Pi-+o(v) is a rapidly increas­
ing function of v, while dN(y) is a decreasing function of v. 
Thus, at high temperatures, multiple transitions probably 
dominate, and the method used to convert A2sVib to Pi_»o 
(i.e., Po-*i = AEjhv) breaks down badly. It may be concluded 
that all reported values of <Pi_»o> greater than ~10 - 8 are 
of dubious validity. 

In their most recent (the sixth) paper,37 Benson and Berend 
considered the effect of both rotation and vibration of BC in a 
collision with A, by using a two-dimensional model. They 
explored the effect of high initial rotational excitation of BC on 
vibrational transition probabilities. They used an exact, 
purely classical calculation with Morse potentials assumed 
between A and B, and between A and C. The cases considered 
had large amounts of initial rotational excitation of O2 when 
hit by Ar. The initial rotational energies considered were 
0.25, 1, and 2 eV, which correspond to 2500, 10,000, and 

(36) S. W. Benson and G. C. Berend, ibid., 44,470 (1966). 
(37) S. W. Benson and G. C. Berend, ibid, 44, 4247 (1966). 
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20,0000K, respectively. Later, it was claimed that the effect 
of rotation on their calculated curve of (Pi-»o) vs. T (from ref 
36) is to multiply (Pi-^o) by a factor of 1I3 and not change its 
shape. Since Benson and Berend apparently did not deter­
mine87 the effect of initial rotational energy on P1-^0(I'), 
except for initial rotational energies large compared to those 
most probable at reasonable temperatures, it is difficult to 
understand how they obtained a thermal average. Their con­
clusion that one must multiply the previous calculated 
<Pwo> (based on no initial rotational energy) by Va does not 
appear to follow from their calculations. 

2. Wilson and Coworkers 

A series of papers on the classical calculation of vibrational 
energy transfer have been published by Wilson and his co­
workers. 38,39 Although they are mainly concerned with energy 
transfer insofar as it is related to unimolecular decomposition, 
there is some overlap39 with the subject matter of this review. 
Only a brief description of this work39 will be given. A linear 
configuration for collisions of A upon BC was used with a 
Morse potential between B and C, and a 6-12 Lennard-Jones 
potential between A and B. Only Xe-Br2 collisions were ex­
plicitly considered. The classical equations of motion, being 
good approximations for such heavy atoms, were solved 
exactly. In many ways, the calculations are analogous to 
those of Kelley and Wolfsberg7 and Benson and Berend.34 

The energy transferred to an oscillator, initially at rest, is 
calculated for a wide range of relatively high initial velocities. 
The effect of initial excitation of the oscillator was also studied, 
and it was found that the energy transfer was substantially 
enhanced by increasing the initial excitation. A gradual 
change was observed from the case of an initially unexcited 
oscillator, where the energy transfer was small, to the case of a 
highly excited anharmonic oscillator, where a transfer of 10% 
of the dissociation energy in one collision was not unusual. 

3. Parker 

Parker10 performed a classical calculation of the energy 
transfer between two diatomic molecules and demonstrated 
the equivalence of the approximate classical and FODWA 
quantum calculations at high collision velocities. This equi­
valence was used to justify his use of a classical procedure. 
The actual calculation involved a relatively elaborate model 
involving two diatomic molecules with arbitrary orientations 
for which classical equations of motion were derived based on 
an intermolecular potential consisting of the following terms. 

Each diatomic molecule was assigned two symmetrically 
located centers of repulsion on the bond axis. The repulsion 
potential between two diatomic molecules was taken to be the 
sum of four terms, each of which is an exponential term e~ar, 
where r is the distance between a pair of repulsion centers on 
different molecules and a is a constant approximately equal 
to Ir1 obtained from simpler potentials. An attractive 
potential was assigned to each pair of molecules and was 
taken to be e~aB/2, where R is the distance between centers 
of mass of the two molecules. Thus, Parker utilized a kind 
of generalized Morse potential. The total interaction potential 
was written as 

(38) R. J. Harter, E. B. Alterman, and D. J. Wilson, / . Chem. Phys., 40, 
2137 (1964). 
(39) E. B. Alterman and D. J. Wilson, ibid., 42,1957 (1965). 

V = A[e-ar°° + e~ar°i + e - a r " + 

e~"rbd] _ Be-aij/2 (227) 

where a and b are the repulsive centers on one molecule, c 
and d are the repulsive centers on the other molecule, and A 
and B are constants. The repulsive centers are assumed to be 
partway between the nuclei of the diatomic molecules. It is also 
assumed that R is large compared to the separation of re­
pulsive centers d*, and that the potential can be simplified by 
expansion of ri} in d*/R. The resulting classical dynamical 
equations were solved to the first order for the rotational 
energy transfer, by treating the molecules as nonvibrating. 
These results, while very interesting, fall outside the scope of 
this review. 

Table V 

The Interaction Constant a Determined by Fitting Parker's 
Theory to Experiment 

Gas n,A a, A'1 

O2 3.43 3.86 
CO 3.59 4.02 
F2 3.65 4.06 
N2 3.68 4.07 
Cl2 4.12 3.52 
Br2 4.27 3.17 
I2 4.98 2.65 

For purposes of calculating the vibrational energy transfer, 
Parker10 determined the component of force exerted on center 
a relative to center b, along the bond axis ab. He used this 
force to solve the classical equations of motion for the relative 
motion of an initially nonvibrating oscillator based on the 
assumption that the classical trajectory R(t) is independent of 
the energy transfer. Thus, his calculation is analogous to the 
"approximate" classical procedure outlined in section ILB. 
After averaging over relative orientations, Parker used an 
expression for the energy transfer very similar to eq 33. This is 
not surprising since Parker's dynamical calculation of the 
energy transfer to the oscillator is essentially the same as that 
used in deriving eq 33. His main improvement is that he made 
the potential parameters orientation-dependent, and then 
averaged over-all orientations. It is to be expected that pre­
dictions based on Parker's procedure will be very close to 
those based on eq 33. 

In the actual application to specific substances, there are 
two potential parameters in the theory, a and d*. In his orig­
inal paper, Parker selected values of these constants to obtain a 
best fit to experiment. The values of d* ranged from ~ V 3 to 
~ V 2 of the equilibrium bond distance of a molecule. The 
values of a tended to be somewhat less than L - 1 predicted by 
the crude procedure of section III.A. 

In a more recent paper, Parker40 obtained a set of values of 
a and d* for a number of molecules by again fitting his theory 
to experimental data. As before, he does not explicitly specify 
how he chooses the two parameters. However, it appears that 
the energy transfer is much more sensitive to a than to d*. 
Therefore, the choice of a is of paramount importance. It 
was found that a best fit to experiment yielded the values of a 
listed in Table V. For convenience, the molecular diameters, 

(40) J. G. Parker, ibid., 41, 1600 (1964). 
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Figure 21. The values of a obtained by Parker" by fitting his approximate energy transfer theory to experimental data as a function o« 
Lennard-Jones molecular diameter. Parker fitted an arbitrary function (eq 228) to his points. Another possible function is a — 14/r 
which has more theoretical basis. The two functions are widely divergent for small n. 

r0, determined from virial coefficients, and transport proper­
ties are also tabulated. According to the discussion of section 
m.A, there should be an inverse relationship between a 
and T0. 

In order to fit his theory to experiment, Parker attempted to 
draw an empirical relationship between the best value of a and 
the molecular diameter. He arbitrarily chose the dubious 
function 

a = 2.625 {1 - exp[-(ro/3.46)"]} + 

6.117(r0/3.46)« exp[-(r0/3.46)«] (228) 
to correlate the results of Table V. This is one of an infinite 
number of arbitrary functions that correlate a with r0 for the 
substances measured. It has no theoretical basis whatsoever 
and cannot be expected to lead to good values of a for r0 

outside the range measured. A plot of this function is presented 
in Figure 21, which shows that it goes to very small 
values of a for small r0. According to section III.A, one 
might expect a to be inversely proportional to r0 on theo­
retical grounds. A plot of the function a = 14/r0 is also given 
in Figure 21. If it is assumed that there is some scatter in the 
points, the fit is acceptable and leads to large values of a for 
small ro. 

The case of H2 is a good example. Since r0 = 2.96, Parker's 
equation leads to the value a = 2.5 A-1, whereas the function 
14/r0 is equal to 4.7 A-1. The calculation of Krauss and Mies 
for He + H2 collisions (see section IV) leads to a value a = 
3.6 A -1. This value is not really comparable because Parker's 
values of a are those necessary to fit a very approximate 
theory to experiment. Neglect of anharmonicity, for example, 
leads to very large errors that must be compensated by an 
adjusted value of a. It must be concluded that the sharp de­
crease in Parker's function a(r0) for small r0 is an artifact due 
to his use of a crude theory and his exact treatment of the 

lower four data points, the variation of which probably 
constitutes scatter. The agreement Parker finds between his 
theory and the experimental data for substances is due to 
his arbitrary choice of a. At the higher temperatures, when 
his calculated values of (P) approach 10_1, the actual values 
of P(vm) (see section IV) are probably in excess of unity. 
For example, for O2 at 10,0000K, Parker calculates (P) S 
10-*. At this temperature, eq 216 leads to c . £ 7 X 10» 
cm/sec. At this velocity, Pi-,^vm) is about 20 according to eq 
153. Thus, the entire use of a first-order calculation is erro­
neous at these high temperatures. 

C. EFFECTS OF ROTATION ON VIBRATIONAL 
ENERGY TRANSFER 

This section deals only with a consideration of vibrational 
relaxation in a gas that is translationally and rotationally in 
thermal equilibrium. Since translational and rotational 
relaxation times are extremely short compared to vibrational 
relaxation times, this is the most usual case of physical interest. 
The effect of extremely high rotational quantum numbers on 
vibrational energy transfer37 will not be discussed here. 

For an equilibrium distribution of rotational states, the 
fraction of diatomic molecules in the 7th rotational state is 
given by 

n: (27 + p f W + W 
(229) 

where 0R = WjIIk, I is the moment of inertia, / is the rota­
tional quantum number, and <r is the symmetry number. If 
this distribution is treated as a quasi-continuum, the most 
populated rotational quantum state is found to be 

! (7720B)1/' (230) 
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This formula works best for /m« » 1. It can also be shown" 
that the fraction of molecules with rotational quantum num­
ber in excess of some selected value, say Jo, is 

Z(Jo) S exp[-/0(/o + I ) M n (231) 

The rotational energy of the Jth state is Ej = k9RJ(J + 1). 
If, for purposes of approximate analysis, a molecule in the Jth 
state is treated as a classical rotator, one would find the 
classical rotational period to be given by 

T104 = 2T(I/2EJ)1/I (232) 

The duration of a molecular collision cannot be precisely 
defined. However, for approximate purposes, the following 
crude definition may be used. For molecules that interact 
according to an exponential repulsive potential Ae~i/L, the 
collision duration may be denned as T0 = 2L/v, where v 
is the initial relative collision velocity. 

There are two calculations that are easily performed to illus­
trate the relative magnitudes of T0 and rrot. One is to compare 
T, with (rrot)M corresponding the most probable rotational 
state /max- The ratio is equal to 

(TroOst 
= WicvXkT/rf'* (233) 

Typical values are I S 2 X 1O-8 cm, v = 2 X 106 cm/sec, 
T = 7000K, and / = 2 X IO"80 g cm2. Thus, the general 
order of magnitude of rc/(Trot)M is ~0.01. Another indication 
is to calculate the fraction of molecules with rotational period 
less than the collision duration, that is, z(J0) where J0 cor­
responds to Trot = T0. When this is done, it is found that 
Z(J0) S 10-«. 

Therefore, it has been demonstrated that under most 
conditions of physical interest, the collision period is short 
compared to the rotational period of the most probable ro­
tational state. The fraction of molecules with rotational 
periods that are short compared to the collision duration 
has been shown to be a very small number. Thus, the simple 
collisional models that utilize nonrotating coordinates with 
fixed orientation are demonstrated to be very good approxi­
mations. 

D. THE LANDAU-WIDOM-SHIN PROCEDURE 

In any calculation of transition probabilities for an inelastic 
collision process, one must always evaluate perturbation in­
tegrals of the form 

" / * " 
IK '* . , i dT (234) 

In the classical limit, ^r can be approximated by means of 
theWKB wave functions which diverge at the classical turning 
point. Therefore, the integrand in the perturbation integral 
goes to oo at the turning point, thereby preventing evaluation 
of the integral by usual techniques. In 1932, Landau42 pro­
posed an approximate method for evaluating the order of 
magnitude of such a perturbation integral with WKB wave 
functions. This is also briefly discussed in a quantum me­
chanics textbook.43 Although Landau is undoubtedly correct 

(41) B. Widom, Ph.D. Thesis, Cornell University, 1952. 
(42) L. Landau, Physik. Z, Sowjetunion, 1, 81 (1932); 2, 26 (1932). 
(43) L. Landau and E. M. Lifshitz, "Quantum Mechanics," Pergamon 
Press, Ltd., London, 1958, pp 178-183. 

we cannot follow his arguments and do not understand his 
procedure. Landau's final result is that for a one-dimensional 
problem 

Q ~ J" exp j(i^J!V(*') - ^''d*' -

C[V(Z')- E1]
1^Ax' \d£ (235) 

where E1 and Ei are the energies in coordinate 3 after and 
before transition, and Zt{ and St1 are the classical turning 
points corresponding to energies Et and E1. 

The symbol ~ between the left and right sides of eq 235 
needs some explanation. The general magnitude of Q is-
determined by the right side of this equation; however, it is 
not an equal sign because other factors are involved. In a 
first-order calculation, the probability of a transition I -*• f 
is generally proportional to | Q\'. Thus, the general statement 
of Landau's principle is that to first order, P i - , is proportional 
to I Q\2 as given in eq 235. The proportionality factor is not 
known. 

Widom44 applied the Landau principle to three potentials 
and obtained closed-form evaluations of Q for each case. He 
also averaged these expressions over an appropriate velocity 
distribution. Shin26'46 proposed a mathematical technique 
for evaluating Q for almost any potential. His results agree 
with Widom's41 for the cases considered. Shin's4' final results 
for the velocity-averaged probabilities are 

(D 

(2) 

(3) 

(Pi-O) ~ exp 

V(Z) = Ae~i/L - E 

_ 3 / 0 ' Y / ' B_ 
2\Tj IT 

V(Z) = AjX* - e 

IT kT 

(P1-O) ~ exp f \2mA)r/ 

V(Z) = D[e~*/L 

+ 2T kT) 

2e~i/2L] 

< » — H G T + ^ 
16Z) , Mfi')y'Dl/i 

,+ 3TT2AT 5rr
s/'(2/c) S} 

(236) 

(237) 

(238) 

(239) 

(240) 

(241) 

Shin also derived the appropriate expression for (Pi_o> corre­
sponding to the Lennard-Jones potential 

V(Z) = 4E[OVS)12 - (rolZ)«\ 

The meaning of the symbol ~ in the Landau principle can 
be made more explicit by comparing eq 237 with eq 222. The 
only difference is the preexponential factor 2(2ir/3)^'(9'/8)' 
(B'/T)l/'. Since 6' tends to be about ~ 3 X 1O60K, and 8 s* 
20000K, this factor generally is of magnitude 10MO6. How­
ever, it is relatively insensitive to changes in temperature. 
One might guess, although there is certainly no proof, that 
for other potentials similar temperature-insensitive preex­
ponential factors result. 

The effect of the attractive part of the potential on calcu­
lated transition probabilities can be seen by comparison of 
eq 441 and 237. Equation 237 follows from use of a simple 

(44) B. Widom, Discussions Faraday Soc, 33, 37 (1962). 
(45) H. K. Shin, / . Chem. Phys., 42, 59 (1965). 
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exponential repulsive potential that is asymptotic to — e at » , 
whereas eq 241 results from a potential that is the sum of an 
exponential repulsion plus a longer range exponential attractive 
potential. The difference between the extra terms in the ex­
ponentials illustrates the approximate nature of the term 
t/kT in eq 237 as a correction for attractive forces. 

Shin concludes" from this work that the calculated prob­
abilities are strongly dependent on the assumed form of the 
interaction potential. He does not, however, attempt to eval­
uate the differences in calculated probabilities if the potentials 
are fitted to one another, for example, as in section III.A. 

In more recent work, Shin45* has attempted to deal with 
off-axis collisions by using an angle-dependent potential and 
solving the problem at a fixed orientation. He uses a "dumb­
bell" model (cj. section V.A) in which the potential between 
A and B2 is assumed to be a sum of potentials between A and 
each atom B of B2, The collision is assumed to take place at a 
fixed orientation, as shown in Figure 20. With this model, 
Shin45* finds that the transition probability for any value of 
P(t,S) is equal to P(e,0) times a correction factor J(S), which is 
independent of e. He then uses eq 223 and finds that {P(e,S))]^ 
0.1P(t,0). The small value he obtains for the steric factor is 
due to his use of the dumbbell model. He finds that P(e,8) 
falls off very rapidly as S increases from 0. In typical cases, the 
transition probabilities at 8 = 7r/4 are about Vi o of those at 
0 = 0. For He-H2 collisions, where the angle-dependent po­
tential is known fairly accurately,80,31 the transition prob­
ability P(e,6) does not fall off with 8 as rapidly. At 8 = x/4, 
Mies'1 finds (see his Figure 7) that P(e,7r/4) = Vâ Ce.O). 
Thus, the steric factor in this case should be much closer to 
Vs, as would be calculated from eq 224. It is highly doubtful 
that the dumbbell model is a good approximation in the cases 
considered by Shin,46» and the simple steric factor of Va 
in this case is preferred over the highly intricate calculated 
results of Shin. 

E. THREE-DIMENSIONAL CALCULATIONS 

1. The Breathing Sphere Model 

Several authors46-49 have utilized a "breathing sphere" 
model to extend the usual one-dimensional procedure to 
three dimensions. The oscillating molecule is treated as a 
spherical body that is capable of pulsations (changes in radius), 
while its spherical shape is rigidly maintained. The incident 
particle is represented by a point mass, and the intermolecular 
potential is assumed to be a function of the distance of the 
incident particle from the surface of the sphere. Standard 
methods for scattering by a spherically symmetric potential 
are then applied. The breathing sphere model is probably 
most appropriate for very rapidly rotating molecules because 
it approximates the average potential an incoming particle 
would encounter. However, it has already been demonstrated 
that for most cases of physical interest, the rotational periods 
are long compared to the collision durations. Therefore, the 
breathing sphere model is not expected to be a good descrip-

(45a) H. K. Shin, J. Chem Phys., 46, 3688 (1967); 47, 3302 (1967). 
(46) R. N. Schwartz and K. F. Herzfeld, ibid., 22, 767 (1954). 
(47) K. Takayanagi, Progr. Theor. Phys. (Kyoto), 8, 497 (1952). 
(48) F. H. Mies and K. Shuler, / . Chem. Phys., 37, 177 (1962). 
(49) H. K. Shin, ibid., 46, 744 (1967). 

tion of three-dimensional effects in energy-transfer calcula­
tions. 

Since the incident particle is treated as a point mass, it 
may be located by spherical polar coordinates r, 6, and <p, 
centered on an origin at the center of the breathing sphere 
whose radius is denoted as R. The Schroedinger equation for 
the total system of incident particle plus breathing sphere is 
analogous to eq 87. In terms of p = the effective mass of the 
breathing sphere oscillator, m = the reduced mass of incident 
particle and oscillator, and Ra defined as the equilibrium value 
of R, it can be shown48 that for a fixed center of mass of the 
entire system 

2fi 2m 2 
*(JW = 

E$(R,r) (242) 

Since the interaction potential V'(R,r) does not depend on S 
or if, a method of separation of variables can be employed 
to solve this equation. The first and third terms in eq 242 
constitute the Hamiltonian for the isolated breathing sphere 
whose Schroedinger equation is 

T - ^ - V B 2 + ^T(R - Roy~lfi(R) = ERV>(R) (243) 

The solutions of eq 243 has the form 

Vn(IO = Hn(R)IR (244) 

where Hn(R) is a usual one-dimensional harmonic oscillator 
wave function. The energy of such a state is 

«»=(" + - W (245) 

and w2 = JIn. A solution of eq 242 is therefore sought in the 
form 

n-0 R 
(246) 

Since the scattering potential is spherically symmetric, \j/n 

cannot depend on the angle <p but can be expanded in terms of 
Legendre polynomials as48 

Mr,d) = T[GAr)Ir] Pi(cos 8) (247) 
! = 0 

If eq 247 is substituted into eq 246, and the resultant ex­
pression for ̂  is substituted in eq 242, a set of radial equations48 

is obtained, i.e. 

V2 + ^ 2 -
/(/ + D' 

>Gj'(r) -

where 

U 

Y, (j\V(R,r)\n)Gn'(r) = 0 (248) 
n=0 

V = (2fhlh*)(E - EBj + EBI) (249) 

i\V(R,r)\n) = 2^- C"'HlR)V(Rf)Hn(R) dR (250) 
ft2 J 0 

and / is the initial state. Equation 248 is essentially the same 
as the result obtained from a similar treatment of the col-
linear collision model (cf. eq 124) except for the centrifugal 
term /(/ + l)/r\ 
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In order to solve eq 248, the appropriate boundary con­
ditions must be elucidated. As r -* ^ , it is necessary that 
\l/„(r,6) should take the form 

OD CO ik T 

eikf cos t + £ J^gn:
 e_l P1 ( c o s fl) (251) 

n = 0 I = O r 

The first term is the incident wave, and the second term rep­
resents outgoing scattered waves, each with a wave number 
kn, referring to the oscillator being left in state n. The /'th 
partial wave refers to the /'th quantized value of angular 
momentum for the incident particle. If eq 248 is examined 
for large values of r, the matrix element (j\ V'(R,r)\ n) and the 
centrifugal term /(/ + l)/r2 both vanish. Therefore, in the 
limit r -*• °=, the solution of eq 248 takes the asymptotic form 

G1Kr) -> a,*-*? + tye+'V (252) 

If this is substituted in eq 247, it can be seen that the con­
stants bjl may be identified with g/. The constants a/ must 
be chosen so that 

n=-0I = 0 
Pi(COS 0) = e 'V<x»* (253) 

It can be shown that the an
l must therefore be chosen so that 

0 (ji * I) a„ 

a,1 = (-IY+K21 + Wik, 
(254) 

That is, there can be no ingoing waves at r = oo correspond­
ing to states of the oscillator other than the initial state. The 
coefficient bt

l of the outgoing wave (e,k S Jr)P1(COS B) deter­
mines the contribution to the cross section for the transition 
I -*• j from the /'th partial wave. The total cross section for 
the transition / -+j is a sum of contributions48 

<rli-*j = x(2/ + l)Ar/-WA/)|ty/a,' + ( - l ) ' ^ l 2 (255) 

rom the /'th partial wave; the total cross section is 

CO 

Qi-i = I V 7 ^ (256) 
! = 0 

In order to obtain the coefficients b/, the set of coupled 
differential equations, eq 248, must be solved. For each value 
of /, a number of states must be included for the index n 
in G„l(r). Trial and error are required to determine if enough 
states have been included. When a further increase does not 
lead to calculated changes in the cross section o-'i-»j, the cross 
section may be assumed to be exact. In cases of physical 
interest, somewhere between 10 and 20 values of n may be 
required18 to calculate <r'/_•/, and then /must be summed from 
0 to co. In practice, the latter summation is truncated when 
cr'/—j becomes small for large /. In typical cases of physical 
interest, several hundred values of / may have to be included 
and several hundred sets of perhaps 20 coupled differential 
equations must therefore be solved in order to calculate 
Qi^j at one incident energy (i.e., one value of ki). 

2. The "Modified Wave Number" 
Approximation (MWNA) 

The MWNA was developed by Takayanagi47 as an approxi­
mate method for solving the large number of equations in­
volved in the breathing sphere model. A rigorous calculation 
requires an exact solution of eq 248 several hundred times, 

once tor each significant value of /. At very large /, <T'I-*J 
falls off rapidly with increasing /. In the MWNA it is assumed 
that the major contribution to the scattering is limited to a 
small region of r, over which V'(r,R) varies rapidly with r, 
but /(/ + l)/r2 is relatively constant. This is a reasonably good 
statement of the actual situation, as may be seen from section 
III.A, where it is shown that L (the range over which the po­
tential varies) is roughly Vw. s of the molecular diameter ra. 
Therefore, for purposes of solving eq 248, the term /(/ + l)/r2 

may be replaced by the constant /(/ + l)/r*2, where r* is the 
classical distance of closest approach. With this approxima­
tion, eq 248 takes the simpler form 

cV2 + V G1Kr) - E U\ V(R^)In)GnKr) = 0 (257) 
n = 0 

and the modified wave number h} is defined by 

kf = k? 1(1 + l)/r*2 (258) 

Equation 257 is essentially identical with the equation one 
obtains for the wave function in a one-dimensional calculation, 
and the two solutions must be proportional. Let the equation 
for a one-dimensional treatment (cf. eq 123) be written as 

dr2 + k, FAr) ~ E (j\V'(R,r)\n)Fn(r) = 0 (259) 
n = 0 

which is solved subject to the asymptotic conditions as r -
such that 

F/r) ~ e-%kir5,s + Bje%kJr (260) 

This differs from eq 252 in that ajl, from eq 254, is not equal 
to unity. Therefore, it may be concluded that the propor­
tionality factor relating Fj(r) to G/(r) is simply ai1. Aside 
from this factor, the two functions are the same provided 
k~j in eq 257 is equal to kj in eq 259. This may be put in a dif­
ferent way if a dimensionless collision energy is defined as 

Then 

where 

hv 

Gj'(t + «*') = ai'Fj(e) 

hH(l + 1) 
6* I = 

2mr*\hv) 

(261) 

(262) 

(263) 

In the one-dimensional treatment, a transition probability 
is calculated from the expression 

Pi- (k1lkI)\Bj\ (264) 

Since Z>/ [corresponding to total energy (<• — e**)] is equal to 
ai1 times B1 (corresponding to incident kinetic energy e), it 
follows from eq 255 that for/' ^ 1 

ch-^A* + e*0 = ir(2/ + Dk1-
2Pi^1U) (265) 

Thus (T1I-^1 for kinetic energy e + e*' is proportional to P1^1 

for energy e. This may be written as 

c r W O = -K(H + i)kr2Pi-+A* - •**) (266) 

so that (r'i-^Ae) is proportional to Pi-^1U ~ «*')• To evaluate 
the total cross section, eq 256 must be used. In view of the 
large number of angular momenta involved, the sum may be 
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changed to an integral by multiplying each term in the sum 
by A/ = 1. The result is (for / 5̂  J) 

G/-X0 = I T(2/ + DkrVi-A* - **>) d/ (267) 

The upper limit is /max) where s«'w = «. 
Instead of regarding / as the independent variable, (e — 

«*') «• "{" may be regarded as the variable of integration. 
Using d{ = -(fiy2Th)(r**hv) -'(2/ + 1) d/, it follows that 

Q,^(<) = — f Pi-M) d£ (268) 
« Jo 

If the average probability Pi-) is defined as 

/ W O - - f / W 0 d { (269) 
« Jo 

eq 268 then takes the form (for/ 9^ T) 

Qi-Ii) = 7rr*2P,-/<:) (270) 

Thus, if the one-dimensional function Pi—)(£) is known, the 
three-dimensional breathing sphere cross section can be cal­
culated from eq 270. Because eq 269 involves an integral of the 
one-dimensional probabilities over a wide range of energies, it 
is clear that any resonances or sharp variations of Pi-^(Q 
will be smoothed out in the calculation of Qi—fa). This was 
illustrated in the hard-sphere potential MWNA calculations 
of Mies and Shuler,48 who used the one-dimensional probabil­
ities of Zwanzig and Shuler.60 

3. Exact Solution 

An exact solution of the breathing sphere problem (eq 248) 
was performed numerically on a computer by Marriot51 for a 
model representing CO-CO collisions. As pointed out pre­
viously, this procedure requires solving a set of coupled equa­
tions for each value of / at every collision energy. Usually, 
several hundred values of / contribute significantly to the total 
cross section. The general behavior of crli—)(e) vs. I is that 
<r'i—j rises from nearly zero at / = 0 to a maximum, and then 
falls off rapidly at high / to become negligible. At collision 
energies of roughly 2.5, 7.5, and 12.5 hv, the maxima in o-!o-»i 
are reached at / ^ 40, 60, and 80, respectively. The important 
range of o-'o-»i goes up to / = 100,180, and 300, at these re­
spective energies. The exact results are very similar to what 
one would predict from the MWNA. Examination of eq 266 
shows that as /increases, (21+ 1) increases and Pi—j(e — e*1) 
decreases. A maximum in (T'I—J is reached at values of / in 
fairly good agreement with the exact results. The calculation of 
Marriot61 serves as an interesting exact result for the breathing 
sphere model. However, it would have been much simpler to 
solve the problem for / = 0 and apply the MWNA; the re­
sults would have been almost as accurate. 

4. Application of the Landau- Widom-Shin 
Procedure to the Breathing Sphere Model 

Shin49 applied the Landau-Widom-Shin procedure of section 
V.D to the breathing sphere model. First, Shin49 modified the 
earlier Landau43-Widom44-Shin46 procedure by performing 

(50) R. Zwanzig and K. Shuler, /. Chem. Phys., 33,1778 (1960). 
(51) R. Marriot, Proc. Phvs. Soc. 83. 159 (1964). 

an approximate evaluation of the perturbation integral, 
eq 234, including the preexponential factors. Shin did this 
by taking certain slowly varying functions out of the integral 
sign and evaluating them at the classical distance of closest 
approach. In certain ways, this is analogous to the MWNA 
approach. With this approximation, Shin49 was able to solve 
eq 248 to the first-order distorted wave approximation, using 
the WKB wave functions to evaluate the perturbation integral. 
The functional form be obtained for cli—/e) vs. I is very 
similar to that obtained by Marriot61 at low collision energies. 
The total cross sections Qi—jU) are within a factor of 2 of 
those obtained using the MWNA with the one-dimensional 
probabilities calculated from Shin's procedure. This lends 
further support for the use of the MWNA in the breathing 
sphere calculations. It may be concluded that if the very 
approximate breathing sphere model is to be used at all, it may 
just as well be coupled with the MWNA to simplify the en­
suing equations with minimal error. (Note: this is not exactly 
what Shin concludes. He apparently believes that factors of 
2 are significant in this kind of calculation.) 

Vf. Comparison with Experiment 

A. RELATION BETWEEN RELAXATION 
TIME AND TRANSITION PROBABILITIES4 

In order to relate an experimental measurement to a theo­
retical transition probability, a kinetic analysis must be per­
formed. Herzfeld4 presents a clear exposition of this for several 
important special cases. In an experiment, a gas is rapidly 
disturbed causing a nonequilibrium distribution of vibrational 
states. The disturbance is terminated, and collisions bring 
about a spontaneous return (relaxation) to an equilibrium 
distribution. The translational and rotational degrees of 
freedom relax rapidly compared to vibrational excitation. 
Therefore, one may treat the vibrational relaxation as occur­
ring in a gas that is in thermal equilibrium with respect to all 
other degrees of freedom. 

At moderate temperatures, for most diatomic molecules, the 
equilibrium populations of excited states are small. For 
example, in O2 at room temperature, about 99.9% of the 
molecules are in the ground vibrational state, 0.1% in the 
first excited state, 0.0001 % in the second excited state, etc. 
Therefore, in studying vibrational relaxation of such a system, 
it is sufficient to use a two-state model. The instantaneous 
populations of states 0 and 1 are denoted K0 and Ki, respec­
tively, and the reactions considered are 

fcoi 

«0 + «0 TT"*" "° + "i (271) 
kio 

At equilibrium, the concentrations K0* and Ki* are related by 

™*- = g-(«-«)/*r = e-K/T (272) 
"o* 

By balancing the forward and backward rates of reaction at 
equilibrium, it is found that 

L̂0 = ^ = e
e*/T (273) 

fcoi «1* 
In a nonequilibrium situation, where H1 is made different from 
Ki* by external perturbation, the rate of change of population 
of Ki is given by 
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—-1 = A 0 1 W 0
2 — A10W1W0 (274) 

at 
If w0 » /ii, «o can be considered as a constant, and the first-
order rate constants may be defined by A V = A01W0 and A '10 = 
A10Wo. Under these conditions eq 274 may be integrated, the 
final result being 

Cn1(I) - /I1*) - (W1(O) - /Z1*) exp{ -(A'01 + k\,)t) (275) 

where Wi(O is the instantaneous value of W1 at time /. Thus, the 
deviation from equilibrium of the population of the first 
excited state relaxes exponentially as 

Aw1(O = A/h(0)e-t/T (276) 

where Aw1 = W1 — W1* and r = (A'10 + A'io)-1. As t -*• » , 
Aw1(O approaches 0. 

If the relaxation time r is measured experimentally, the 
rate constant for deexcitation can be calculated from 

Jfc'u = [T(1 + r V ^ ) ] - i (277) 

The rate constant A10' can be written as 

kio' = A10Wo = (Pio)Cw0 (278) 

where C is the rate constant for bimolecular collisions, and 
(P10) is the average transition probability for 1 -»• 0 in a 
single collision. Therefore 

(P10) = [Cw0r(l + r V r ) ] - ' (279) 

The reciprocal of the average transition probability per col­
lision is the average number of collisions, Z10, required for 
transfer of 1 quantum of energy. Thus 

Z10 = (P10)-
1 (280) 

This two-state model should only be applied for w0* s> wi*, 
which implies that0 v» T. Therefore, the term e~$^/T is very 
small. 

At higher temperatures, where many vibrational states are 
substantially populated, a more general treatment is re­
quired. Landau and Teller4'8 were able to show that if the 
first-order (FOPA or FODWA) transition probabilities are 
used 

kfnj = (J + I)A10 (281) 

ki,i+i - U + DA01 = (J + l)A10<A/r (282) 

and transitions to nonadjacent states do not occur. The 
equations giving the rates of change of the w,- are 

dw0/df = — A'01w0 + A10W1 

bm/bt = — A'uBi — A'io«i + A'21w2 + A'01wo 
(283) 

bnj/bt = — k'u+irij — k'jj-irij + k'j+ijtij+i + A'^-uty-i 

and it is assumed that the total number of excited molecules is 
small compared to the number in the ground state so that w0 

may be considered as constant. The instantaneous amount of 
energy in all the excited states is 

AO 

E= hv Y1 Mi (284) 
; = i 

The value of E at thermal equilibrium is E*, and 

r = (*',. - A'01)-i (286) 

Thus 

(P10) = [Cw0T(I - r V l ' (287) 

for this model. 
It should be noted that (Pi0) is given by a function of r 

which is different from that obtained using the two-state model. 
Thus, when several vibrational states are excited, the deter­
mination of transition probabilities from experimental re­
laxation times is not a trivial matter. For very high tem­
peratures, where many excited states are substantially popu­
lated, careful attention must be paid to the physical signi­
ficance of the measured relaxation time, and what approxima­
tions are used to calculate transition probabilities from the 
data. 

B. CORRELATIONS OF EXPERIMENTAL DATA 

It is not the intent of this article to critically review the experi­
mental data on vibrational relaxation. It is hoped that this 
will be done in the near future by someone more competent in 
this area than the authors of this review. We shall merely be 
content to summarize some of the existing results. 3^ 40,M 

There is a considerable amount of scatter in much of these 
data, and in some cases earlier results, obtained from gases 
that probably contained impurities, have been excluded. 
The results are given in Figure 22 where only an average of 
the scattered data obtained by discarding apparently dubious 
results and roughly drawing a curve through the remainder is 
presented. It is doubtful that the quality of the data justifies 
a more careful analysis. The dashed portions of the curves are 
felt to be much more uncertain than the solid lines. It will be 
noted that the magnitudes of the probabilities are in inverse 
order with the magnitudes of vibrational frequencies. The 
vibrational temperatures dv = hv/k are 3340, 3070, 2230, 310, 
470, and 31O0K, for N2, CO, O2, Cl2, Br2, and I2, respectively. 

C. COMPARISON OF THEORY 
AND EXPERIMENT 

It is not a simple matter to compare theory with experiment 
because the important potential parameter L in the potential 
e~'lL is not very well known. Parker,10,40 and Benson and 
Berend36 adjusted this parameter to obtain a best fit of their 
theories to experiment for each substance. They were each 
able to obtain good fits of their respective theories to the data. 
The values of L obtained for each substance are summarized 
in Table VI. 

It is impossible to determine whether the choice of the po­
tential parameters is physically significant because all errors 
in the theory are compensated by the adjustable potential 
parameter. For example, neglect of anharmonicity leads to an 
error in (P1-^0) of from 10 to 100. Both Parker and Benson and 
Berend neglected this correction factor (cf. section III.B) 
and adjustedLto compensate for approximations in the theory. 
Thus, it is impossible to draw any conclusions as to the valid-

and this varies with time according to a relaxation equation (52) R. C. Millikan and D. R. White, J. Chem. Phys., 39,98 (1963). 



96 Donald Rapp and Thomas Kassal 

ity of the theory from the work of these authors. Furthermore, 
at the higher temperatures, where (Pi-»o) becomes as large as 
0.01, first-order approximations cannot be justified at the 
most probable velocity for energy transfer. The assumption 
(Pi_*o> = AE/hv is not correct and must be replaced by eq 156. 

In the "S-S-H" theory,4'29 eq 222 is used, together with 
eq 171 for the potential parameters. This theory is a priori 
and can be tested by comparison with experiment. However, 
eq 222 should be multiplied by correction factors due to 
effects discovered since the original publication.4'29 These 
include (a) correction for failure of the FODWA due to 
nonzero m, i.e., e~

l-iiim; (b) correction for anharmonicity of 
BC, SF from ref 27; (c) correction factor due to inadequacy of 
first-order approximation at high temperatures. (This may be 
approximately calculated from eq 165. If p is not too large, the 
effect is approximated by multiplying eq 222 by a factor 
e~", where p is calculatedatt)m.)(d)lt is assumed that the factor 
t/kT in eq 222 adequately accounts for attractive forces. 
(e) A steric factor of (Vs) must be included (cf. section V.A). 

The results of a calculation are given in Table VII for 

Table Vl 
Potential Parameter L (A0) in Vibrational Energy Transfer 

Collision 

N2-N2 

CO-CO 
O2-O2 

Cl2-Cl2 

Br2-Br2 

I2-I2 

Parker 

0.25 
0.25 
0.26 
0.28 
0.32 
0.38 

Benson and 
Berend 

0.27 
0.25 
0.26 
0.30 
0.32 
0.37 

Eq 171 

0.21 
0.21 
0.20 
0.23 
0.24 
0.29 

N2 - N2 collisions, with 6 = 334O0K, 6' = 5.60 X 10«0K, 
and L = 0.221 A. The correction for (c) was not made. The 
correction for (a) is simply 0.431, and the correction for (b) 
was estimated as roughly 0.07. Then the product of the three 
correction factors (a), (b), and (e) is simply ~0.01. Thus, 
eq 222 has simply been multiplied by 0.01. The values in 
Table VII lie about a factor of 10 lower than experiment which 
is all that can be expected from a crude calculation of this 
sort. This kind of theory correctly predicts that at any tem­
perature, vibrational transition probabilities increase for the 
series N2, CO, O2, Cl2, Br, I2. 

P l ~ 0 

Wf. Vibrational-Vibrational Energy 
Transfer in Diatomic—Diatomic 
Collisions 

A. SEMICLASSICAL FORMULATION 
OF THE PROBLEM 

1. The Collision Model*9-** 

The calculations of vibrational-vibrational energy transfer 
between two diatomic molecules are based on the collinear 
collision model shown in Figure 23. The distance between 
centers of mass of AB and CD is S, and the internuclear dis­
tances are §i and yi, respectively. The vibrational amplitudes 
measured from equilibrium are ?i and F2, which is analogous 
to the A + BC problem. The intermolecular potential is 
assumed to be a function of the distance between the center 
atoms of the molecules, £ — y$i — 72?/2, where 71 = mxl 
(rriA. + /Ma) and 72 = /MD/(m0 +/nD). If the potential is assumed 
to be an exponential function of this distance, the potential 
may be written in the form 

V\(Jc,fx,ti) = A"e-x/Ley'~Yl/Ley>Yl/L (288) 

in analogy to eq 8 and 21, with X = Z — £,. In a semiclassical 
calculation for which energy is not conserved, A" may be 
approximated by the incident energy E0. Rapp and Sharp12'63 

also used another potential 

Vt' = E0 csch2 (IiX + £)eTiF./Le7*SVL (289) 

for certain calculations. A best fit of eq 289 to 288 was ob­
tained for k = T/8L and csch2 J = I . The two potentials are 
physically very similar. 

In the semiclassical calculation, it is assumed that the vibra­
tional amplitudes are small, and so the classical trajectory 

Figure 22. Summary of experimental data on vibrational relaxation. 
(53) D. Rapp and P. E. Golden, J. Chem. Phys., 40, 573, 5123 (1964); 
D. Rapp, !'6W., 43,316 (1965). 
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Table VIl 

Calculated (Pi—o> from a Modified "S-S-H" Calculation 
Temp, °K (-FWo)0 aicd 

c}»(-<*>) = SitiSni, (297) 

4000 
2000 
1000 
500 
300 

1.2 X 10-« 
2.9 X 10"7 

3.6 X IO-9 

2.0 X 10"11 

4.8 X 10-13 

X(t) can be calculated from the classical equations of motion 
with ?i S ?i = 0. The result of this calculation for the po­
tential V1' is eq 13. For potential V2', the result is12 

c s c h 2 ( ^ + £) = sech(2foo0 (290) 

For either potential, these results are used to convert VH 
(X,TltT2) to V(t,7i,7i), which in turn is used in a time-
dependent quantum mechanical treatment of the oscillators. 
This potential may be written in the form 

V(I1TuT2) = EtA(OB(T11To (291) 

where B(P11F2) = e->^L
e~"fl/L, and A(t) is given by seen2 

(v0t/2L) for potential V1' and sech (Ikv^t) for V2'. 
The Hamiltonian for the two oscillators, including the time-

dependent coupling perturbation, may be written as 

3C = 3C(AB)(fi) + 3C(CD)(f2) + VQ1TuTi) (292) 

where 3C(AB)(?0 and 3C(CD)(?2) are the Hamiltonians for the 
AB and CD molecules, respectively. The total wave function 
for the system of two oscillators is expanded in terms of the 
individual harmonic oscillator wave functions H/AB)(T0 
andi7„(CD)(F2) 

* =EE^W^ ( A B ) (F i )^» ( C D ) (F 2 ) e - i u / e - i a n ' (293) 
;' n 

where w, = (J + 72)«(AB) and Qn = (n + lt0<*(CD). 
When eq 293, 292, and 291 are substituted in the time-

dependent Schroedinger equation 

3C^ = hi&Jr/dt) (294) 

and the result is multiplied by HT
(AB)(Ti)#s

(CD)(f 2) and inte­
grated over d Fid F2, the following equation is obtained 

dcjdt = (hiytEoAWY.T.Bn.jne^'e^n'c^t) (295) 
i n 

where wrj = wr — U1, 0,„ = Q, — Qn, and 

B„.» - J J #r<
AB)(fi)ft(CD)(P2) X 

B(Pi,P2)Jff/
AB)(F1)tf„

(CD)(P2) dPidP2 (296) 

If the oscillators AB and CD are initially in states h and I2' 
respectively, then the initial condition is 

v / v -

Figure 23. Collision model for AB + CD collisions. The distance 
between centers of mass is S and the internuclear distances are Si 
and £i. 

The probability of the system ending up with AB in state r and 
CD in state s is 

fti/rr. - |C„(»)|2 (298) 

2. Two-State Approximation at 
Exact Resonance 

Rapp and Golden63 treated the resonant exchange process 

AB(I) + AB(O) —>- AB(O) + AB(I) (299) 

by assuming that only two terms in the expansion eq 293 need 
be considered, these corresponding to the initial and final 
states in eq 299. Thus, they set all coefficients in eq 293 equal 
to zero, except c10(r) and cai(t). In this case, eq 295 simplify 
to a set of only two coupled equations. If eq 289 is used for the 
interaction potential, a solution can be obtained in closed form, 
subject to the initial conditions | ci0(— ») | = 1, c0i(—«>) = 0. 
The result is 

Icio(o°)|2 = cos2 <(Ea/h)Boi,lB I sech (2kvot) d;> 

(o»)| 2 = sin21(EoIh)Bm1K, C " sech (2kv0t) dt\ (300) 

J0Io-Oi = |coi(°°)|2 = sin2 {irmuoBo^ofihk} (301) 

The matrix element B01 io is 

C01I 

£01,10= f H(YOe^1H0(TOdT1X 
t / — oe 

f~ HtWWH1(T^dT, 
%/ — CO 

^ = ifHi(T)ey*/LH6T)dTy 

[ fiy*/2oi)j.L2 

(302) 

(303) 

(304) 

where n and/ are the reduced mass and force constant of the 
oscillator, respectively. 

According to eq 301, the probability of exchange of a quan­
tum between two identical molecules varies sinusoidally with 
collision velocity. At low velocities, P10-Oi is small, and in­
creases to unity with increasing velocity. When the velocity 
is increased further, the symmetrical nature of the interaction 
causes the probability to flow back to the initial oscillator. 
Thus, at high collision velocities, the quantum of vibrational 
energy tends to pass back and forth between the oscillators. 
If L s 0.2 A and m ^ 10 amu 

Pio-oi ^ sin2 [(5 X 10-')u0] (305) 

with V0 in cm/sec. If this is averaged over a normalized veloc­
ity distribution (cf. eq 208 and 206), the result is approxi­
mately 

(PiO-O1) ^ 4 X 10-T (306) 

provided that 5 X 1O-7P0 « 1 over the range of significant 
velocities. 

3. Two-State Approximation for a 
Near-Resonance 

In the process 
AB(I) + CD(O) • AB(O) + CD(I) (307) 
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there is a nonzero AE of interconversion of vibrational and 
translational energy. If the vibrational frequencies of AB and 
CD are not very different, the energy levels of the total system 
AB + CD will tend to be grouped together, with the lowest 
pair being states (1,0) and (0,1). The next higher group will be 
three states (2,0), (1,1), and (0,2), which, in the case of real 
molecules, are so far removed in energy that they will not 
be substantially populated, except at high collision velocities. 
Thus, the two-state approximation may be applied to this 
case as well as the case of exact resonance, and eq 295 again 
contain only two coefficients. 

If eq 289 is used for the interaction potential, these equa­
tions can be solved in closed form,63 and the result is 

Pio-*oi = sin2 {irmroBm,io/4M} sech2 {Tr(AE)/4fikc0} (308) 

The argument of the sine function is the same as in eq 301 for 
the resonant case. Thus, the sech2 function may be con­
sidered as a correction factor to the resonance expression 
when the frequencies of AB and CD are not identical. As 
AE -*• 0, the sech3 function -»• 1, and, as AE increases, the 
sech1 function becomes small. Thus, nonresonance tends to 
decrease the transition probability for exchange of vibrational 
energy. If the AE is expressed as a difference in wave num­
bers, AE = hc(Av), where v is the vibrational frequency of a 
molecule measured in cm-1, then eq 308 becomes 

P10-M =* sin2 (5 X 10-7U0) sech2 {740(A P)/y0} (309) 

For a fixed value of Av, an increase in C0 tends to make the 
sech2 function -*• 1. Thus, for nonresonant process, the prob­
ability approaches a resonant probability at high velocities 
but becomes small at low velocities. If a velocity average of 
eq 309 is taken, the result is6' 

(P10-Oi) S 4 X 10-«rsech2 {0.17(A»)/r1/j} (310) 

A plot of this function for various values of Av is given in 
Figure 24 along with some experimental values for vibrational-
vibrational exchange for several processes. 

4. Multistate Expansion Procedure5* 

Zelechow, Rapp, and Sharp54 solved eq 295 without trun­
cating the expansion, but with certain restrictive conditions. 
The restrictive conditions include: (1) that the interaction 
potential may be expanded in F with higher terms neglected, 
and (2) that the classical trajectory corresponding to the initial 
velocity may be used to convert the ^-dependent part of the 
potential to a function of r. In effect, the problem becomes an 
extension of the Kemer-Treanor semiclassical method for 
the case of diatomic-diatomic collisions. In addition, only the 
symmetrical case of an AB-BA collision is considered. 

The interaction potential is assumed to be of the form given 
by eq 288 and Ti = 72 = T since the collision is symmetrical. 
It is assumed that this may be approximated by the expansion 

K'(£,fi,f2) « A"e-Xl\\ + YCP1 + T1)IL + 

y\?x + F2)
2/2£2 + . . . ] (311) 

Since the factor 1 in the brackets in eq 311 does not contain 
any oscillator coordinates, it does not contribute to vibrational 
transitions and may be neglected. The terms linear in Fi or F2 

(54) A. Zelechow, D. Rapp, and T. E. Sharp, /. Chem. Phys., 48, 286 
(1968). 

are responsible for vibrational transitions in one oscillator or 
the other, and the cross term FiF2 produces simultaneous 
transitions in both oscillators. 

Equation 294 may be written in the specific form 

{-(^/2M)KoVdF1
2) + (d2/dF2

2)] + v./(Fi2 + F8
2) + 

F(I)If1 + Tt + (7/2L)(Fi + F2)2]}* = MQiVlbt) (312) 

in which 

F(t) = (yA"IL)e-xv)/L = (yA"/L) sech* (v0tl2L) (313) 

Since the time-dependent coupling of the oscillators is sym­
metric, normal coordinates may be defined as 

F8 = (Fi + W 2 

FA = (Fi - F2)/V2 

With this transformation, the Schroedinger equation be­
comes 

{-(7i2/2;u)[(d2/d782) + (OVOFA2)] + 

W + / W s 2 + !/FA
2 + 

2,/!F(0Fs}v[> = MGM/bf) (315) 

in which f'(t) = (2y/L)F(t). This equation may be separated 
by writing * = ^J (F S )^A(F A ) ; the result is two differential 
equations, one for each normal mode. 

{ -(ft2/2M)(d2/dFs
2) + VJ/ + /'(O]T3

2 + 

y/2n0?.)h = tt@fc/2M) (316) 

{(-^2 /2M)(OVO?A2) + 72 /PA 2 UA = W W ) (317) 

Thus, ^A(FA) is simply a wave function for a free unperturbed 
harmonic oscillator. 

From eq 316 it can be seen that ^j(F8) is the wave function 
of a harmonic oscillator with a time-dependent force con­
stant/,(0 = f + f'(t) that is driven by a time-dependent force 
2^'Fit). Under most cases of physical interest, / » f'(t), 

200 400 700 1000 2000 4000 7000 10,000 

T ("K) 

Figure 24. Thermally averaged (Pio—n) as a function of T with the 
nonresonance between vibrational levels of AB and CD as a 
parameter. The points are experimental data and the curves are 
predicted by eq 310. 
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and the time-varying frequency cos(0 = (/S(0/M)' / ! is nearly 
constant, differing only slightly from coo = WIf)^'- The gen­
eral solution of eq 317 is a linear combination of harmonic 
oscillator wave functions. 

If it can be assumed t h a t / » / ' ( 0 , eq 316 becomes essen­
tially identical with eq 56. The general solution of this equa­
tion can therefore be put in the form of eq 66 and 67, a 
linear combination of the Kerner-Treanor functions. The 
general solution for ^ is therefore a product of these two 
linear combinations of eigenfunctions, for the symmetric and 
antisymmetric normal modes. Whatever linear combinations 
correspond to the initial state (t = •—«>), they must persist 
after the collision is over at t = + °°. In the limits as t -*• ± » , 
the perturbation F(O -*• 0, and the Kerner-Treanor functions 
become ordinary harmonic oscillator wave functions. There­
fore the problem consists of three parts. First, one must trans­
form the initial state from individual oscillator functions into 
terms of the normal mode wave functions. Secondly, the 
time-history of the normal mode wave functions from t = — co 
to t = + °° is evaluated. Finally, the inverse transformation is 
performed to re-express the wave function at r = + » in 
terms of the individual oscillator functions. 

A function of the form Hn1(Ti)HnJ(Yi) is written as (ni.nO, 
and a function Hn,(Ys)H„A(7n) is written as [«S,«A]. At 
t = — co, the initial state is one particular function of the 
former type. It can be shown64 that any function («i,«2) can 
be expressed as a linear combintion of only those functions 
[«J,«A] for which n, + nA = m + n2 = n. There are n + 1 such 
functions that would be degenerate in the absence of the per­
turbation. The functions (ri\,n^) and [HS,«A] may be ordered as 

n + l 

<PiW = ( « - / + 1, j - D n = /J1 + «2 

* /») = [« — / -r- 1, y — 1] n = B1 + KA 
(318) 

Then the transformation between such functions with common 
values of n is written as 

**(n) = E1Cw0V0 (319) 

A closed form expression for C*/71' is given in ref 54, where the 
inverse matrix [C*/"5]-1 is also evaluated. The initial wave 
function may be denoted <p/n). This is expressed as 

* ( , = - c o ) = ^ w = "]£ [C//B)]-"*/B> = 

n + l 

E Q/(">*/B> (320) 

The time dependence of the wave function may now be 
obtained in terms of the time dependence of the solutions of 
eq 316 and 317 for initial states S 1 ^ , $2

(n), . . . , $„+i(n). The 
solution of eq 316 and 317 corresponding to the initial state 

$ B ( " ) i s54 

EWu(O*,"+ '" 1 1 X 
i - 0 

e x p i - i f [Qj(t')+»,-i(0] dr ' l (321) 

where co„ = (g + 7a)«0, Q1 =( / + V2)Q,, and bej(t) is defined15 

in eq 71. Therefore, as t -*• + =°. the total wave function be­
comes 

*(?==) = E E<V")6,*W»)*ftf+'-1) x 
O - l j - 0 

exp 
i-if" WO - «r-i«]d/> (322) 

The functions $ , w + s - 1 ) are now transformed back into <p 
functions, with j + g — 1 defined as "m." Thus 

m + l 

*, (m) = E Q*(m) 

fc-1 
V* 

Cm) 

and 
oo 7n + l n + l 

•w = <») = z z ?: c,,<n><v™>vw»wm> 
; - 0 f c - l (7 = 1 

exp 

This has the general form 

•$r(t = co) = 

w: [Q/0 - w,_:(01 •} 
» m + l 

E Es*(m) 

m - O J i - l 

^* 
(m) 

Thus, the probability of the transition (n — / + 1, / 
(m — k + 1, k — 1) is 

jP(n-I+l,I-l)-»(m-fc + l,ft-l) = 1"S"* *™ I1 

(323) 

X 

(324) 

(325) 

D -

(326) 

In the actual calculation,54 it was assumed that / » / ' ( 0 
in order to evaluate Qj(t). The final result is a general ex­
pression for the probability of a transition from state (n — 
I + 1, / — 1) to state (m — k + 1, k — 1). The expression is 
rather complicated64 and will not be reproduced here. It 
represents the extension of the Kerner-Treanor procedure to 
diatomic-diatomic collisions subject to the assumption that 

>> / ' (0- Under most conditions of physical interest, this is a 
good approximation. The general result is given in terms of 
two parameters Jj0 and p. The first parameter ijo is the energy 
that would be stored in a classical oscillator at t = <» if 
the oscillator were subjected to the force — \/2F(t) and was 
initially at rest with zero displacement. Since there is a factor 
of \ / 2 here, 770 is simply twice »70 (see eq 74). For the exponen­
tial potential 

J?o = 2?7o = [4ff2w0
2£2(™7M)72/ftwo]csch2(T«L/e0) (327) 

The parameter p is given by 

p = 2muo77£«oju (328) 

It was found that the magnitude of ^0 determines the magni­
tude of transitions with change of energy level (m 5̂  n), 
while p determines the distributions of magnitudes of transi­
tions to the degenerate states of any energy level. For the 
special case of both oscillators initially unexcited, it is found 
that 

P(O1O)-Km-*+!,*-!) = Roe-*/«n| C«(m) Is (329) 

A closed form expression for C,*(m) is given in ref 54. The 
total probability of excitation to energy level m, including 
all m + 1 degenerate states, is 

m + l 

E -P(O1O)-
* = ! 

. ( m _ * + u _ D = rj0
me-™/m! (330) 

which is of the same form as eq 76. 
For a system initially in the state (1,0), the probabilities 
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?»<"» 

ft(M 

^1(D 

«,,<« 

*>!<" 

ft<» 

*,<»> 

* . " > 

ft(«> 

* , < " 

»,,<» 

— F i > t a / s t o r e . 
(m- k + 1, 

k-1) 

(0,0) 

(1.0) 

(0,1) 

(2,0) 

(1.1) 

(0,2) 

(3.0) 

(2,1) 

(1.2) 

(0,3) 

Table VlIl 

Transition Probabilities P(^1W _ ¥>tc«o) from the Initial State (1,0) 

Exact probability 

Approx 
probability for 

e —* 
T 

- * / 2 

2 - 2ijo + »V + 2(1 - ijo) cos p) 

—— {2 - 2)jo + V - 2(1 - ?o) cos p) 

{8tj0 - 4?0
a + ijo8 - 4§o(̂ o - 2) cos p} 

(4io - 4»V + V ) 

^ - » 7 0 

IT 
g-V0 

~f 
e~i° 
—— \8va - 4ijo2 + «o* + 4i7o(ijo - 2) cos p) 

g~m 
—— {l8ijo2 - 6w8 + ^ 4 - 67/O1OjO - 3) cos p} 

e - « ° 
— - {30»V - 18^o* + 3ijo4 - 6JJo1Oj0 - 3) cos p\ 

g—fi" 
— {10r}0

2 - 65.« + ijo4 + 2T1O!(T;O - 3) COS p) 

vo/2 

(1 + cos p)/2 = cos2 p/2 

(1 - sin p)/2 = sin2 p/2 

W l + cos p)/2 

W2 

T̂ 0(I — cos p)/2 

ijo2(l + cos pX3/16) 

96 
i 18rlo2 - 6»V + »V + 6r7o2(r;o - 3) COŜ p} 

16 

W 
16 

16 

(5 + 3 cos p) 

(5 — 3 cos p) 

(3 — 3 cos p) 

for going to various final states are listed in Table VIII . I t 
should be particularly noted that the probability of the transi­
tion (1,0) -*• (0,0) is very closely related to Pi-^> for a single 
oscillator in eq 76. If rlo « 1, the two results become identical 
since rj0/2 = Tj0. When Tj0 « 1» so that transitions to states 
with m 9* n = 1 have small probabilities, only the two final 
states (1,0) and (0,1) need be considered. These probabilities 
are (for Jj0 « 1 ) 

P(I1O)-(I1O) = cos2 (p/2) 

P(I1O)-(O1I) = sin2 (p/2) 
(331) 

which is exactly the same as the two-state result, eq 300. 
If the initial state is (n,0) the probability of a transition t o 

final state (n — k + 1, k — 1) for i)0 <K 1 is given by 

X 

c o s 2(n - f c+ i ) ( p / 2 ) s i n 2 ^ - 1 ^ ) (332) 

This shows that for moderately low velocities, where p is small, 
the transition probabilities decrease as k increases. 

F o r most molecules in the range of interesting velocities, 
p is of the order of 0.1-1.0 and varies slowly with V0, whereas 
?)o may range from very small values to about unity and is 
sensitive to the value of v0. Fo r the initial state (« — / + 1, 
/ — 1) = c p / n \ the dependence of various transition prob­
abilities on collision velocity will be as follows. At low veloc­
ities, Tf0 « 1, p may be of the order of ~ 0 . 1 , and only transi­
t ions t o final states (p^ with the same total energy are im­
portant . The dominant transitions will be to states ^ / ± i ( n ) . 
As the collision velocity is increased to moderate values, 
transitions to final states ip^ with k 9* I ± 1 will become in­
creasingly important as p increases. However, fjo will still 

be small, and transitions to states <pfc
Cm) with m ?± n will be 

negligible. At high velocities, Jj0 will become sufficiently large 
so that transitions to states <p^n**l) will become important . 
At very high velocities, transitions to all possible final states 
<pj6(m) will occur. 

5. Effect of the Long-Range 
Dipole Potential 

In resonant vibrational-vibrational energy transfer, the 
initial and final states have the same energy. Therefore, if the 
F O P A is applied, u,i + Qi1 in eq 295 will be zero, and even 
a weak perturbation B}i,jj acting for a sufficiently long time 
can lead to large transition probabilities. In the calculations 
described in sections VII.A.1^4, the strong repulsive potential 
at small distances has been chosen as the perturbation. This 
perturbation is proport ional to the collision energy Ea = 
1I^mVc1

2. Because eq 295 requires an integration over dt = 
d2/D0, the result for Pi1^1I will be proport ional to E0. Thus , 
as has been demonstrated in the previous subsection, the 
probability of resonant vibrational-vibrational energy ex­
change (due to a repulsive potential) is proport ional to Ea 
for small transition probabilities. On the other hand, if there is 
a long-range potential leading to a nonzero B11,!) that is in­
dependent of Uo, then eq 295 would lead to a PIJ^I tha t is 
inversely proport ional to E0. Since the perturbation is in­
dependent of E0, the longer the perturbation acts, the greater 
is the transition probability. 

Mahan 6 6 considered an approximate model for such a 
potential. When two diatomic molecules are separated by a 
large distance S compared to their bond distances Qi and J2 , 
one term in the long-range attractive potential is due to the 

(55) B. H. Mahan, J. Chem. Phys., 46, 98 (1967). 
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change in dipole moment with bond distance. For hetero-
nuclear molecules, the potential has the form 

V = (dZ)/dy)2(fly2/«3)[-2 cos S1 cos 02 + 

sin 0i sin 02 cos (<p2 — Vi)] (333) 

where F,= #< - #i(eq), (dZtyd?) is the rate of change of dipole 
moment with bond distance (at the equilibrium separation), 
and Bi, <pt define the orientation of molecule / with respect 
to the line joining the centers of mass of the two molecules. 
This is a long-range potential which is independent of Ea, 
but dependent on the oscillator coordinates. Therefore, it 
can (in principle) lead to large transition probabilities for 
sufficiently slow collisions. This potential should only be used 
for X » jf. For homonuclear molecules, dD/dY = 0, and the 
potential term is negligible. 

Mahan deals with the process 

AB(ni,/i,mi) + AB(«2,/2,m2) —> 
AB(W1',/! ',mi') + AB(H8V1Ws') (334) 

where n, J, and m are the vibrational, rotational, and magnetic 
quantum numbers, respectively. According to eq 296, one 
must evaluate the matrix element 

flmW.mn.= ((«1 Vl'JIH. 0(«2 V2 > 2 01 B | X 
(.ni,Jumi)(n2j2,m2)) (335) 

and use the classical trajectory to convert 2 to t. Each wave 
function (n, / , m) is a product of a vibrational wave function 
Hn times a rotational function Yjm(8,<p). Integration over the 
vibrational coordinates leads to the result (dD/d?y(Yni',„i) 
(Yni',„2), and the matrix elements vanish unless nx' — «1 = ±1 
and n2' — «2 = ± 1 . Integration over the rotational coordi­
nates leads to the selection rules/,' — /» = ± 1; w,-' — m, = 0, 
± 1; and i can be 1 or 2. It is also found that the matrix 
element is zero unless \jx — /2 | = 1, but there are no re­
strictions on Wi — /n2. The final result for the matrix element 
depends on m\ and w2 in a complicated way. However, it can 
be shown that if / is the greater of Ji, /2, then the root-mean-
square value (averaged over all mu mi) of the matrix element 
for large/and |/i — /2 | = 1 is 

E0A(I)Bn^,nin! = 6-l/XdD!dTyTni>,mYni,,ni[m-3 (336) 

The expression for Fn ',n is given in eq 52. For the case con­
sidered by Mahan,65 ti\ = 2, W1' = 1, «2 = 0, «2' = 1, and 

EoAO)BmW,nin2 = (.2V3)-KdD/dY)Kfi/m)[£(m~3 (337) 

Since the intermolecular potential (eq 333) is a good approx­
imation only for large X, an appropriate collision model 
is one in which the AB molecule moves with velocity v0 past 
the other AB molecule along a straight line with impact param­
eter b. The distance along this path is vt, and the distance 
between molecules is X = [(vt)2 + b2]. If b is large compared 
to a bond distance, the model should be reasonable. If dt is 
replaced by v0~

 1O?2 — Z>2)-1/222 dX, and eq 337 is written with 
Eo^(0#ni'n2',ni„2 = C[XCt)]-*, then eq 295 takes the form 

4C2 I C °° dX 2 4C2 

JW-Ci 1 D]=J^IJ 6 W _ A 0 V. = ^ b < <338> 

for those collisions with |/i — /2 | — 1, averaged over wx and 
w2. The value of C is 

C = (?.ViyKdDldY)\hlm) (339) 

Mahan66 has shown that for a molecule such as CO, C is 
numerically equal to about 6 X 10~39 cgs unit. At a velocity 
P0 = 8 X 10* cm/sec, eq 338 becomes 

^[(8.0)^(1.1)1 = 2/b' (340) 

with b in A units. For values of b in the range 6-10 A, the 
probabilities are in the range 10-s-10~4. For smaller impact 
parameters, it is difficult to evaluate what happens. Mahan 
assumes that the average probability is about 1J3 (since 
there are three final states: (2,0), (1,1), and (0,2)) for close 
encounters with small b. Thus, he assumes P(b) = Va for the 
range b = 0 to b = A0, where bc is the impact parameter re­
quired to make eq 338 give a probability of Vs- He then uses 
eq 338 for all impact parameters greater than b0, and obtains 
a cross section 

a- = (47r/\/3)(C/^o) (341) 

that is inversely proportional to Po-
For CO-CO collisions, c & 4 X 1O-1V^o in cgs units. 

However, the value of bc at vQ = 8 X 104 cm/sec is about 1.5 A. 
It is extremely doubtful that eq 333 is at all reasonable for 
b less than about 6 A. It seems more likely that for small values 
of b, eq 333 can be used for the approach to collision, but, 
once the molecules get in close, the repulsive forces take over 
and eq 341 becomes dubious. 

The calculations described here refer to collisions for which 
I /1 — Ji I = 1 . Thus, the probabilities and cross sections so 
calculated should be multiplied by the fraction of collisions for 
which this condition holds. For CO at room temperature, the 
fraction is about 0.06. After multiplying eq 341 by this factor, 
Mahan66 concludes that the (2,0) -*• (1,1) transition is about 
ten times faster by this process than by repulsive forces. We 
cannot accept this conclusion and would propose an alternate 
procedure in which eq 338 was used for 00 > b > 6 A, and 
the value of P at b S 6 A is used for all b less than ~ 6 A. 
If this were done, it would be found that for CO-CO collisions 
o- would be about a factor of 50 less than that predicted by 
eq 341. This would make the transition probability due to the 
dipole force comparable to that produced by the repulsive 
forces. 

It should be particularly emphasized that the average prob­
ability per collision due to the dipole forces decreases as the 
temperature increases, whereas the probability due to repulsive 
forces increases with temperature. 

B. QUANTUM MECHANICAL CALCULATION 

A formulation of the FODWA calculation of vibrational-
vibrational energy transfer was given by Schwartz, Slawsky, 
and Herzfeld.29 The results are essentially the same as that 
obtained in section VILA for the case of small transition prob­
abilities in the two-state approximation. It should be particu­
larly noted that for a process of the type (1,0) -»• (0,1), there 
is no change in external collision velocity, and the semiclassical 
FOPA becomes essentially the same as the FODWA. That is, 
the average velocity, before and after transition, is equal to 
the initial velocity. 

Riley and Kuppermann66 have set up the quantum mechan­
ical equations corresponding to the same collision model as 
in section VII.A.l. The Schroedinger equation that is anal-

(56) M. E. Riley and A. Kuppermann, Chem. Phys. Letters, 1, 537 
(1968). 
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ogous to eq 87, but that corresponds to two diatomic mole­
cules, is 

r&,Vi0d>W,1lu&) = EyKX,%h) (342) 

The total wave function may be expanded in terms of the eigen-
states of the unperturbed system (neglecting the intermolec-
ular interaction). Riley and Kuppermann" present a very 
brief description of their procedure for obtaining an exact 
solution of this problem. Their results are analogous to those 
of Secrest and Johnson18 for atom-diatomic collisions. A 
number of calculations are presented for H2-H2 collisions 
with L chosen as 0.212 A in the interaction potential eq 288. 
These results may be compared with the results of ref 54. 

According to eq 331, at low collision velocities 

^[(1.O)-KO1I)J1 = sin8 p/2 <S pa/4 = 

{rhv<s
ij2hu){2my%llLiuixi) (343) 

For H2-H2 collisions with L S 0.2 A, the factor (27hy*hl 
2L3WMS) = 0.88. Thus, one would predict that for low col­

lision velocities the probability of the (1,0) -*• (0,1) transition 
would be 0.88e, where e = mv^jZhu. Riley and Kupper­
mann" find the probability to be about 0.95«. It is surprising 
that the agreement is not even better. When the initial state is 
(2,0), Riley and Kuppermann find that the (1,1) final state is 
greatly favored over the (0,2) final state. Their results are in 
good agreement with eq 332 from the semiclassical procedure. 

In the case of V-V-T energy transfer, the results of Riley 
and Kuppermann" are expected to be much more accurate 
than those of Zelechow, Rapp, and Sharp" because the latter 
utilize the semiclassical procedure with the initial velocity. 
The relation between these results should be analogous to the 
relation between those of Secrest and Johnson1S and Treanor.u 

Riley and Kuppermann66 point out that the FODWA 
works quite well for the (1,0) -*• (0,1) and (2,0) -* (1,1) 
transitions. Each of these involves single quantum jumps for 
each oscillator. For the (2,0) -* (0,2) process, however, the 
first-order calculation is too small by a factor of ~100. This 
is due simply to the fact that it occurs primarily by successive 
1-quantum jumps in a single collision. Thus, (2,0) -*• (1,1) -*• 
0,2) is the preferential route. Even for small transition prob­
abilities, a second-order calculation is required for the correct 
order of magnitude. 


