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/. Introduction 
A. Definitions 

This review is a discourse on the role of rotational and vi­
brational excitation in controlling the rates of chemical reactions. 
It was written for nonprofessional kineticists and focuses on 
some of the concepts which underlie every day discussions 
among chemists. To minimize ambiguity it is essential that 
common terms be defined in the present context, even though 
the distinctions which are thus introduced may appear (un­
avoidably) arbitrary. We propose to disect several types of el­
ementary steps and to inspect the parts of which they are con­
stituted. The presumption is that for each complex reaction a 
mechanism has been developed, and that acceptable arguments 
have been marshalled for the postulated intermediate species, 
based (possibly) on recorded transient spectra, on isolated ad-
ducts of scavenged intermediates, or inferred from careful 
analyses of product distributions, the retention or loss of chirality, 
etc. Because the models implied by the language we use are not 
always identical with the quantitative formulations utilized in data 
reduction, it is essential that there be an agreement as to the 
meaning of the following terms. 

(i) A molecule or a fragment is a reaction intermediate if it 
has an identifiable structure; i.e., it has a unique connectivity and 
conformation, AND, a mean lifetime greater than the mean time 
between collisions (rc) with the ambient molecules. Thus, the 
boat and chair forms of cyclohexane are considered to be distinct 
species, but excited states which are structurally equivalent, OR 
have a mean lifetime shorter than T0, are not classified as dis­
tinct. (Since TC is dependent on sample density, this definition 
obviously does not apply to experiments performed under "single 
collision" conditions; one must then fall back on another oper­
ational detectability criterion.) On this basis, electronically ex­
cited species are considered reaction intermediates. 

(ii) In conventional kinetics an elementary step describes 
structurally identifiable changes which connect any two species, 
either of which may be an initial reagent, reaction intermediate, 
or reaction product. Thus, gauche <=̂  trans conformational 
changes are elementary steps but (i,j) transitions or (s-s) con­
versions (defined below) are not. 

(iii) Designate transfers between energized states (which may 
have the same or different total energies), without changes in 
structure as (/,/) transitions; in the present context these are not 
elementary steps. Clearly, there is a fuzzy region in phase space 
which connects highly excited species, which we recognize as 
reactants, to other similarly excited species, which we recognize 
as products. 

(iv) Designate the very rapid sequence of structures (the 
lifetimes of which are in the 0.01-0.1-ps range) through which 
a reactant passes to become the product, in a single elementary 
step, as a structure-sequence graph; call the transformation an 
{s-s) conversion. This process is distinguished from a "mech­
anism" as used by kineticists for a collection of elementary steps 
in a complex reaction. 
© 1978 American Chemical Society 147 
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Figure 1. A phase space diagram which shows the migration of a rep­
resentative point during a reaction. Note the possible partition of energy 
in the reactant and product spaces and the possibility that there may 
be several T regions (in a many atom system) which correspond to 
distinct product channels. The number of cells in an E layer rises rapidly 
with increasing (£ - Ejj) or (E - £{!). 

A pictorial representation (Figure 1) will aid in clarifying these 
distinctions. Imagine a stacked set of layers to represent the E 
scale (total internal energy, which includes the kinetic energy 
of relative motion of a colliding pair, their internal vibrational 
energies, and internal rotational energies). Each of these layers 
is multidimensional, such that the location of a representative 
point within a given layer (that is, within a cell) specifies all the 
coordinates (a>) and the momenta (|p,|) of the atoms in the re­
acting unit. This phase-space representation shows that for low 
E there is no continuity of cells which link the reactant space to 
the product space; there are no combinations of p's and q's 
which look like a transition structure and still have the indicated 
total energy. However, for a layer of thickness SE such that E 
is greater than E*, there is a group of cells (T), which do bridge 
the reactant and product spaces. The stacked multidimensional 
layer model underscores the concept that upon specifying the 
total internal energy of a reacting unit one locates the repre­
sentative point in a particular E layer, but he leaves ambiguous 
its location within that layer. The partition of the energy with 
respect to relative translation, internal rotation, and vibration may 
prove significant. Thus, (/,/) transitions refer to a random-walk 
motion of the representative point between adjacent E layers 
or between cells within a layer, but the point remains either in 
the reactant space or the product space; an (s-s) conversion 
refers to motion of the representative point within or through T 
space, between the reactant and product spaces. 

Figure 1 provides no clues regarding the forces which induce 
migration of the representative point; however, the principle of 
microscopic reversibility provides a relation between the 
probability for any step and its reverse. Transitions between cells 
in adjacent E layers, either of the (/,/) or (s-s) type, require col­
lisions with the ambient molecules. Transitions which are re­
stricted to a single layer can be induced either by gentle colli­
sions (that is, the encounters merely reshuffle the distribution 
of energies and alter the phases of the vibrations) or they may 
occur spontaneously, provided the reacting unit is sufficiently 
energized and is polyatomic. Thus, during intervals between 
perturbing collisions with the ambient molecules a highly en­
ergized polyatomic species or a colliding pair (as a unit) may 
undergo (i,f) transitions (intramolecular energy transfer) or (s-s) 
conversions. 

For the random walk of representative points through phase 

space, one may reasonably postulate that small steps are more 
probable than large jumps (the adiabatic principle1); ergo, 
translational and rotational energy exchanges (with very few 
exceptions) occur essentially at every collision. For small mol­
ecules in modest vibrational excitation, the gaps in the vibrational 
energy spectrum range from «102to 103 cm - 1 (0.3-3.0 kcal/ 
mol), and one may anticipate substantial survival factors for vi­
brational excitation, such that the probability for conversion per 
collision of vibrational to translation-rotational energy is con­
siderably less than unity. Let Z1^j(T) be the mean number of 
collisions with the ambient gas at temperature T, required to 
deexcite the molecule from state /to state j. Then for the reverse 
process: 

Z1^1= Z1^eXpI-(E1-E1)ZkT] 

The following is a capsule summary of the large body of data now 
available on the magnitudes of such survival factors. 

B. Orders of Magnitude for Energy Transfer 
Probabilities2 

1. Gas Phase 

One should pause to contemplate the enormous number of 
pairwise combinational (/-*•/) which exist even for the simplest 
target molecule, keeping in mind that the energy transfer effi­
ciency depends not only on the interaction potential between 
the collision partners but also on both initial states. To illustrate 
the wide range of observed magnitudes, note that for tightly 
bound homatomic diatomics, in collision-with inert species at 
room temperature [N2 on N2(v = 1), for example], Z-I^0 * 107; 
for unsymmetrical polyatomics values 10 < Z1-^0 — 103 have 
been reported. Empirical correlations for these two classes of 
compounds have been proposed by Millikan and White,3 and 
Lambert and Salter,4 respectively. The magnitudes of log Z i ^ 0 

generally decrease with increase in fas does T~1/3. For a rel­
atively small number of cases it has been experimentally de­
termined that Z1^0(T) passes through a broad maximum at in­
termediate temperatures; for HF and DF these appear at 900 and 
700 K, respectively.5 Also, 1 < Z 1 ^ ^ u = vnZ1^0, with n = 
1 for harmonic oscillators and 1.5 < n < 2.5 for anharmonic 
cases.6 [However, for HF(v) + H - * HF(v - 1) + H, Z 3 - 2 * 
4Z 2^ 1 » 100Z1-Q.7] An almost universal correlation, derived 
in theoretical analyses of v-T transfer probabilities, is that Zi—0 

decreases with the depth of penetration of the collider into the 
repulsive shell of the excited species, and with the steepness 
of the repulsive potential at the collision turnaround point. It 
follows that the deeper the attractive term of the potential 
function for the colliding pair, the steeper and closer is the net 
repulsive curve and the greater the probability for deactivation. 
Examples: impact type collisions show the lowest Z1^0

1S;8 

deactivation by atoms (not in 1S0 states) is generally very effi­
cient9 (Table I); so are H-bonded pairs, CO2 + H2O

10 and DF + 
(DF)n.

11 Nonadiabatic electronic curve crossing provides strong 
coupling,12 as does intermediate complex formation.13 With few 
exceptions, all polyatomics show a single relaxation time for 
conversion of vibrational excitation to translation and rotation. 
These Zi-»o's correlate with the lowest characteristic frequency 
in the molecule, irrespective of the vibrational mode which is 
excited.4b For a given lowest frequency, molecules which in­
corporate hydrogen atoms have lower Z1-^0

1S than those devoid 
of hydrogen. Sound dispersion data indicate dual relaxation times 
for SO2, CH2CI2, CH2Br2, and C2H6; theoretically C2N2 should 
be in this group. 

The observation that v-R-Tenergy transfers are character­
ized by a single relaxation time indicates that collisionally in­
duced intra species vibration-vibration transfers are considerably 
faster than v-R-T energy exchanges. Two types of intra species 
v-v transfers are possible: collisions which leave almost all of 
the vibrational energy in the originally excited molecule but re-
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TABLE I. Relative Deexcitation Efficiencies 

Vibrationally 
excited Colliding Temp Ratio of 

molecule atom range, K relaxation times 

10"' 

HF 

HF 

HF 

HF 

HCI 

DCI 

HBr 

N2 

CO 

CO 

O2 

NO 

NO 

CO2 

Cl 

Cl 

Cl 

Br 

Cl 

-300 

1400-4100 

1890-3340 

1400-4100 

-300 

294 

294 

3000-4500 

1400-2800 

1800-4000 

1600-3300 

~2700 

~1700 

-300 

HF-HF 

HF-H ~ 

HF-HF 

0.01 (?) 

HF-F 

HF-HF 

HF-F 

HF-HF . 

HF-CI 

HCI-CI2 

HCI-CI ~ 

DCI-DCI 

DCI-CI ' 

HBr-HBr 

HBr-Br 

N2-O2 

N2-O " 

CO-CO 

CO-H ' 

CO-CO 

•18 

-~26 

•> 5 

2000 

-820 

• 147 

10 

10" 

CO-O 

O2-O2 

O2-O 

NO-NO 

NO-O ' 

NO-NO 

NO-CI ' 

CO2-CO2 

CO2-O 

102to 103 

-300 

'42 

-33 

~ 10 

distribute it among the normal modes, and collisions which 
transfer most of the energy to the impinging (unexcited) mole­
cule, and into an internal distribution unlike that of the original 
molecule. To date, no gas-phase experiments have been re­
ported which demonstrate this distinction, but it has been es­
tablished that the combined transition probability per average 
collision decreases with the amount of energy converted to 
translation + rotation.14 Several types of interspecies energy 
transfers are possible, depending on the combination of con­
current changes which occur in the various quantum numbers 
and in the relative kinetic energy (g)\ symbolically, [V11J1; V2,J2',g] 
-*• [ V1 ' ,J1 ' ; V2 ',J2 '',gl -While some correlations have been es­
tablished, no adequate general theory has been proposed.15 Of 
special current interest are studies of the vibrational deexcitation 
of small molecules with potentially reactive atoms. Here the 
distinction between relaxation without and with atom exchange 
is often difficult to demonstrate experimentally.9"'16 

For single quantum /nterspecies v-v transfers, 

AB(v = 1) + CD(v = 0) = AB(v = 0) + CD(v = 1) + Ae 

the magnitudes of probabilities range from 1O - 7 (CO 
room temperature; Ae = 587 c m - 1 ) to 4 X 10~2 (CS 
Ae = —13 cm - 1 ) ; most values are in the 1 0 - 3 - 1 0 
The energy-transfer efficiencies decline with increasing Ae, but 

O2 at 
N2O; 

10' 

10" 

! 10": 

10" 

10" 

-ID* 

Kr. \ 
.HCI-HBr 

CO-DCI 
CO-DCI 

. D C I - D B r X 

C O - D B X , 
\ ^ nor 
\ HCI-CO 

X \ DCl-DI 
\ CO-NO \ 

N,-CO ""•CO-OI 

\ 

A™2' N,-NO 
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_j L 

400 600 

- A E / cm - 1 

800 

Figure 2. Probability for interspecies v-vtransfer, as a function of the 
energy defect (AE) (reproduced from ref 18). 

the absolute values depend on structural and dynamic factors18 

as illustrated in Figure 2. An example wherein the reduced mass 
and the magnitude of A v modifies the Ae dependence is provided 
by the relative efficiencies for deexcitation of H2 and D2 by 
CO:19 

obsd /((300 K) 

(cm3 m o l - 1 s_ 1) 

H2(V = 1) + CO(v = 0) = H2(V = 0) 

[ i f to v = 2, Ae = 100 c m - 1 

I if to v = 1, Ae = 2016 c m - 1 

D2(V = 1) + CO(v = 0) = D2(V = 0) 
+ C O ( v = 1 ) Ae = 847 c m - 1 

8.7 X 107 

2.6 X 109 

4 range.17 

The effect of the energy mismatch, while significant, is only one 
of several factors which determine whether the transfer prob­
ability varies directly or inversely with temperature. It is pre­
sumed that for dipole-dipole interactions only small energy 
defects (<20 c m - 1 ) lead to an inverse relation, whereas for 
longer range forces (dipole-quadrupole, etc.) the energy mis­
match could be larger, AE < 250 c m - 1 . 2 0 Molecules which are 
large enough to be interesting to chemists have high densities 
of vibrational and rotational states even at intermediate excitation 
levels. Consequently, only small energy discrepancies are in­
volved in v-v transfers, and one presumes that the corresponding 
probabilities are in the 0.01-0.30 range. The application of lasers 
for pumping specific vibrational states led to the discovery of 
"mode specific" v-v energy transfers. Flynn and co-workers21 

found that in CH3F/S02 /Ar mixtures, where the ^3 mode of 
methyl fluoride (1049 cm - 1 ) was pumped and fluorescence from 
the sulfur dioxide recorded, the rise time for the v2 mode (517.7 
c m - 1 ) was found to be almost two orders of magnitude slower 
than that for v3 (1361.8 c m - 1 ) indicating a more rapid v-v 
crossover to the stretching modes. Fluorescence from directly 
pumped OCS also indicates selective mode to mode trans­
fers. 

Reports on electronic to vibrational energy transfer mea­
surements (e —»• v) are appearing with increasing frequency as 
sharp state-to-state selective diagnostics become available.304 

These cover a wide range of species, states of excitation, and 
transfer efficiencies. Because such investigations are peripheral 
to our topic few examples are cited. The vibrational distribution 
in product CO(v) from: 
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Na(S2P1 /2,3/2) + CO(X1S+, v = O) -*• Na(32S1/2) 
+ CO(X1S+, v>0) 

was measured by Lin and Hsu22 via infrared resonance ab­
sorption of CO laser radiation. While vibrational states close to 
the available limit (v = 7; AE = 48.5 kcal mol-1) were popu­
lated, the maximum in population appeared at v = 2; the e -»• 
v transfer efficiency is «35%. Differential cross sections for 
e —» v transfer from Na* to eight simple gases were also de­
termined by Hertel et al.23 The deactivation of metastable 
Hg(63P2) by ten species, with product states determined from 
the spectra of light emitted from the region of intersection of 
crossed molecular beams, was investigated by Liu and Parson.24 

Vibrational deactivation rates of the v4 = 1 level of the (A, 1A2) 
excited electronic state of formaldehyde were measured for ten 
buffer gases. Cross sections range from 100 A2 (self) to 20 A2 

(Ar, O2) for V4 = 1 — 0.305 

2. Condensed Phases 

Thus far we have distinguished three types of energy transfers: 
v - * R, T, v —- v (inter and intra species) which involve sub­
stantial redistributions of internal energies, and v —- v\ (intra-
molecule, via gentle collisions), which leave the internal energies 
of the target molecules substantially unaltered. There is a fourth 
class, the collisionless redistribution of energy in highly excited 
polyatomics (v —*• vr). A cogent question is whether such dis­
tinctions are meaningful for energy-transfer processes in con­
densed phases. An affirmative answer is indicated by a variety 
of experiments. The time scales are determined by the magni­
tudes of the terms which internally couple the intramolecular 
oscillators relative to those which couple them to the charac­
teristic vibrations of the bulk specimen. At one extreme, the 
vibrational relaxation time in liquid N2-CO mixtures (77 K) is 
radiatively dominated at 56 ± 10 s, but the CO •+* N2 vibration 
equilibration time is of the order of 1 /its.25 Infrared emissions 
from CO trapped in noble gas matrices were recorded by Dubost 
and Charneau.26 For highly purified samples the fluorescence 
decay times were found to be 20.6 ms in Ne and 14.5 ms in Ar. 
They concluded that radiationless relaxation was unimportant 
because the CO oscillators are weakly coupled to the lattice 
vibrations, but long-range dipole-dipole interaction results in 
fast v-v transfer. A very large number of diatomics and simple 
polyatomics were investigated in Ar matrices by Legay and 
co-workers;27 they found a wide range of coupling parameters 
with the lattice. Energy transfer within isolated (02)2 dimers, in 
solid neon host (4.2 K), were studied via high-resolution spectra; 
vibrational energy transfer times are ~14 ps from one O2 (

1A9) 
to another.313 

In polyatomic liquids at room temperature vibrational relax­
ation occurs at the (1-10) picosecond time scale.28'29 The 
shortest times are associated with rapid dephasing of the os­
cillating molecules without loss of vibrational energy (v—- v\). 
A theoretical analysis of vibrational relaxation in liquids was 
presented by Oxtoby and Rice.30 Chandler and Pratt31 developed 
a classical statistical mechanics formalism which describes how 
intermolecular forces alter the average intramolecular structures 
of nonrigid molecules, and how these forces affect the equilib­
rium constants of chemically reacting species. 

Exploration of state distributions generated by visible or ul­
traviolet laser pulses of picosecond duration, via frequency and 
time shifted probing picosecond pulses, opened a time domain 
which is three orders of magnitude shorter than is electronically 
accessible. The large organic molecules which have been 
studied show very rapid (1-10 ps) vibrational relaxation times 
within excited electronic or ground states, as well as rapid in­
ternal conversion between singlet states, and intersystem sin­
glet-triplet crossings.32 However, electronic states at surfaces 
of solids pumped by localized chemiexcitation (radical recom­

bination or CO oxidation) are not always effectively coupled to 
the frequency spectrum of the bulk materials, such that their 
radiative lifetimes are shorter than internal relaxation times; 
characteristic emission spectra were observed.33 

There is now a large body of data on v-R- T energy transfers 
from molecules in highly energized states, at or above the critical 
levels for unimolecular reaction. An exhaustive summary and 
analysis has been prepared by Tardy and Rabinovitch.34 Ef­
ficiencies for deexcitation are primarily derived from the mea­
sured shift in the falloff curves, i.e., the dependence of (k^/k") 
values on the pressures of the added, nonreactive gases. 
Sickman and Rice35 first called attention to the disparity between 
the low efficiencies for vibrational relaxation derived from sound 
dispersion (and similar types of measurements which operate 
at low levels of vibrational excitation) and the near unit ef­
ficiencies for deexcitation of critically energized molecules. 
Since absolute values for Z( */Crftrcai ~* Vsubcriticai) afe difficult to 
obtain, most of the experimental results for the added foreign 
gases are expressed relative to the reacting substrates; these 
factors range from «0.2 for monotomic species, 0.2-0.6 for 
diatomic and small linear molecules, to 0.5-1.1 for polyatomics. 
The magnitudes depend somewhat on the substrate but correlate 
best with the boiling points of the chaperone species. Estimates 
of the mean energy transferred per collision are sensitive to the 
model used to deconvolute the experimental results. Here also 
the magnitudes correlate with the structure of the chaperone 
species. (AE)'s range from 0.5-1.0 kcal/mol for monotomic 
chaperones, 1.5-2.0 for small linear molecules to 3-15 kcal/mol 
for polyatomics. Values of (AE) increase somewhat with in­
creasing total energy in the excited state but (possibly) vary in­
versely with temperature. 

3. Intramolecular Energy Transfer 

Discussions of intramolecular energy redistribution (v—*• vr) 
constitute a significant portion of unimolecular reaction theory.36 

Two characteristic times must be considered under collisionless 
conditions: Tn the mean time required for dispersal of localized 
excitations, and T£, the mean time which passes, in highly en­
ergized molecules (E > E*), before a threshold amount E* ac­
cumulates, via intramolecular random fluctuations, at the re­
action site to generate the transition (T) structure. [Since these 
terms are not sufficiently explicit and are sometimes misinter­
preted, refer to the following section.] Note that all the critical 
experiments were performed with samples which were excited 
well above the threshold for conversion, with E* > 30fl7". Then 
Te = 1 ps. In the semiclassical limit of RRKM theory, 

(vr1 = ** = iW(nV)~1 <1> 
I= 1 \ I= 1 / 

v* is a geometric-mean frequency which spans the R and T 
spaces; s is the number of coupled harmonic oscillators required 
to represent the vibrations of the reacting species; v^ are the 
oscillator frequencies of the energized molecule; while v* are 
the characteristic frequencies of the transition state. It is gen­
erally asserted that 

T < - i ( £ ) - , - f i ^ j = ^ (2) 
P(E) 

where p(E) is the density of states in the E layer for R at Rf, and 
p*(E- E*) is the corresponding expression for the T configu­
ration. For a system which is close to a Boltzmann distribution, 
treated classically,37 

/ E* \ i - ( s > 
< T , - W 1 + 

(3) . . vibrational heat capacity < s > « _ 

During the past four decades kineticists extracted useful 



generalizations from carefully designed experiments with highly 
energized reactants produced within relatively narrow energy 
bands by "chemical activation". More recently developed 
techniques permit the exploration of entirely new portions of 
phase space. For example, highly energized molecules can be 
prepared by multiphoton absorption in the infrared; nonther-
malized distributions occur in shock initiated reactions, and re­
action cross-sections for state selected reagents can be esti­
mated from studies of reactive scattering with molecular beams, 
from a variety of ion-molecule reactions, and in highly exoergic 
systems which chemiluminesce and provide media for lasing. 
In the following sections we shall also consider examples which 
do not conform to the above generalizations for intra v—*• vr 

energy transfers. Intramolecular energy transfer in electronically 
excited molecules, gas phase, was reviewed by Lee.305 

C. Assumptions—Sometimes Stated and Often 
Implied 

Given the above definitions and time scales, it is interesting 
to examine the models generally implied during discussions of 
s-s graphs. Of primary concern to most chemists are structural 
features of the reactants which affect rates in a relative way. 
The arguments imply energetic considerations; entropic factors 
are introduced to account for departures from expected rates. 
Chemists draw graphs to show a sequence of "minimal energy 
structures"; they rarely incorporate analyses based on molecular 
dynamics. [Lest there be any doubt as to the essential difference 
between (s-s) conversions and the dynamics of a chemical 
transformation, the reader is directed to the brief report by Wang 
and Karplus38 which shows typical trajectories for the insertion 
of singlet methylene into molecular hydrogen. These trajectories 
were obtained by integration of the equations of motion on a 
CNDO potential energy surface for five atoms.] Furthermore, 
most chemists talk as though: 

(a) Theyconsider a single molecular event; i.e., they follow 
the fate of a single activated molecule, or of a fragment, or of 
a pair of colliding species in strong interaction. 

(b) For each type of molecular event a unique potential energy 
surface exists; however, one quickly replaces this multidi­
mensional surface by a one-dimensional (lowest potential) path, 
which connects the sequence of smoothly varying geometries 
from reactant to product. The complex atomic motions are 
collapsed unto a single reaction coordinate (s) (refer to Figure 
3). 

(c) There is a unique configuration (T) characterized by a 
unique total internal energy [E?]; E* is associated with the 
highest point along this minimal potential energy path, measured 
from ER. 

(d) Reactions occur only when the reactant accumulates a 
threshold internal energy, E* (exclusive of the translational 
energy of the center mass of the entire unit, and its overall ro­
tational energy). 

(e) The "driving force" for reaction is the condition that Ep 
be more negative than ER, but the rate is determined by the 
magnitude of (ER - E*). 

The ingenuity demonstrated by those concerned with the 
exploration of reaction paths is admirable. They ascertained the 
qualitative features of V(s) functions by plotting rational (s-s) 
graphs, and they were successful in evolving predictive rules 
by considering an array of closely related curves for a sequence 
of reactions involving different (electronic) substituents, or initial 
configurations, or locked-in geometries, or the consequences 
of isotopic substitutions. These chemical procedures are cur­
rently being augmented by orbital symmetry correlation 
schemes, and approximate MO calculation for assumed se­
quences of structures. Thus, the shapes of the potential functions 
along the s coordinate, in the transition region, have been esti-

Chemical Reviews, 1978, Vol. 78, No. 2 151 

REFERENCE STATE: The separated atoms 

PRODUCT SPACE 

(a function of 
several nuclear 

motions) 

Figure 3. Potential energy representation for an (s-s) graph. V(s), the 
generalized internuclear potential, is the lowest electronic energy path 
which connects the reactant and product spaces. Note: Figures 1 and 
3 demonstrate quite distinct aspects. In the former, there is no clue as 
to the cause of, or the magnitudes of, the probabilities for transition from 
one cell to another; that information must be derived from the solution 
of the dynamical equations on an appropriate potential energy surface. 
In the latter, the s path represents the intersection of two hypersurfaces, 
for which the ordinate is an energy scale, and the abscissa is a special 
scale. The complete surface is needed to solve the dynamical prob­
lem. 

mated for selected types of reactions.39 Occasionally such 
calculations indicate that the s coordinate for a minimum po­
tential energy path does not follow the most direct structural 
conversion from R to P; that is, there are significant exceptions 
to the assumption that (s-s) conversions follow a path of minimal 
displacement of atomic coordinates. 

Consider now the above list of assumptions. It is evident that 
assumption (b) does not apply to photoexcitation which propels 
the reactant to an excited electronic state, or to reactions, such 
as the unimolecular decomposition of dioxetanes, wherein the 
products are generated in excited electronic states. The latter 
reactions involve two, possibly intersecting, potential energy 
surfaces. More important, there is a serious difficulty with any 
model which focuses on single molecular events and then 
applies postulate (e). In the absence of perturbing collisions, any 
sufficiently energized molecule or reacting pair is constrained 
to remain at its specified energy level [ER = ET = EP], irre­
spective of the space it happens to be in. In the absence of ad­
ditional information, the probability for finding a molecule, or an 
interacting pair, in some designated portion of the E layer [R, 
T, or P] depends only on the total number of cells in that region 
(Figure 1), since the prior expectation for cell occupancy is 
uniform. [One could argue that 2E layerp(p,q)dp&q}P space is larger 
than SE layerp(p,q)8p8q\R space merely because (E9 - Ep) > E* 
is greater than (E- En) > E*; but this is not necessarily the case 
for all exoergic reactions.] 

The obvious response is to reinterpret (a). One imagines—not 
a single event—but a representative event which is charac­
teristic of a narrow group of molecules immersed in a macro­
scopic assembly of similar molecules, at a specified tempera­
ture. Then the "driving force" is produced by the much larger 
population of sufficiently energized reactant species which drift 
toward T than of product species, which drift in the opposite 
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direction, because (E? — ER) is less than (E? — Ep). In the same 
spirit one should reinterpret assumption (c): T is symbolic of a 
class of configurations of similar structure with electronic energy 
in the vicinity of E?. A further refinement is to note that in a 
thermalized system the net rate of conversion R —*• P is the 
difference between the (total) unidirectional fluxes: 

f E - p ' (E R -E?) . 

^»p*(EP -£?) 

-p(ER) exp(-ER//cT) dER 

-s: P(EP) 

1P(EP) eM-Ep/kT) dEP (4) 

At this point additional (and crucial) postulates are implied: 
(f) All forms of molecular energy are assigned equal effec­

tiveness, be they the relative translational energy of a colliding 
pair, internal rotation, or molecular vibrations. In Figure 3 there 
is a single ordinate, and no distinctions were introduced for the 
partition of energy among the various degrees of freedom. The 
only dynamics included is the one-dimensional translation of the 
representative point through the T region, but this detail cancels 
out in all quantitative treatments.40 

(g) It is also assumed that (/,/) transitions are much more 
probable, and hence occur very much more frequently, than 
(s-s) conversions; T£ » rr; r^-y. When this applies, each stack 
of states, R and P, is maintained close to its Boltzmann distri­
bution, and only small corrections need to be made for the de­
pletion of populations in high E layers in the vicinity of T due (s-s) 
conversions.41 Obviously, assumptions (f) and (g) are coupled; 
thus, if the latter is valid, then the measured rates of R -*• P are 
not sensitive to the partition of energy among the reactant 
states. 

The following very simple argument emphasizes the signifi­
cance of assumption (g). Consider the five-state model (used in 
discussions of unimolecular reactions): 

R f = ^ R t 

T£ R ^ Tr P 

Rt ; ^ = ± R# . T . P» ^=± Pt 

K-4 
P t ^ ^ P 

(5) 

[K1, K _ I , K4, K_4 each include the pressure of the ambient gas.] 
Under steady-state conditions for all transient species (R f, T, 
Pf). 

d[P]_ 
jf V K - , / 1 + 1/K-|1 

[R] (6) 

Then, when MK-IT£ « 1, i.e., when (y) transitions occur much 
more frequently than (s-s) conversions, the rate of production 
of the P species is given approximately by the product of the 
"equilibrium" concentration of R f ( = K 1 / K _ 1 ) [ R ] ) and r/~1. This 
gross rate carries no information on either the dynamics of ex­
citation or of conversion: Rf - * T - * P*. Below we shall discuss 
experiments devised to measure specific cross sections for such 
steps. In the "fall-off" regime, when 1/K—,T^ > 1, d[P]/df is 
limited by the R —>• Rt step. Then, the gross rate is affected by 
the depletion of population of highly energized Rt states (close 
to E*), for which the steady-state levels are below the high-
pressure (Boltzmann) values. The assertation that r^ - 1 is pro­
portional to the ratio of state densities (under assumption (g)) is 
plausible but it remains to be validated. Approximate potential 
surfaces are generally used to compute state desnities, not for 
solving the difficult dynamical problem for (s-s) conversions. 

D. The Characteristic Intervals of Chemical 
Kinetics 

At this stage it should be evident that the basic operational 
parameters in kinetic processes are the instantaneous state 

populations and the characteristic times which control changes 
in these populations. The following comments may prove helpful 
in utilizing the symbols we introduced (refer to section VII). The 
smallest time units which are significant for structural changes 
are the periods of molecular vibrations ( 1 0 - 1 3 - 1 0 - 1 4 s). For 
bimolecular processes there is a second basic interval, the mean 
time between collisions (TC) to which a target molecule is 
subjected. It is dependent on the ratio (ti/T)vz and inversely 
proportional to the density of the ambient gas; (3 X 10 - 1 0 /Pa t m) 
s is typical. One should not forget that in all experiments one 
deals with an exponential distribution of collision intervals (and 
of the corresponding free paths) so that a substantial fraction 
of molecules suffer collisions during considerably shorter pe­
riods. For intermolecular vib-rot-transl energy transfers, 
TV^*R,T« ( 1 0 - 1 0 4 ) T C , while for inter vib-vib transfers, Tv-,v 

« ( 3 - 3 0 0 ) T G . Little is known about the efficiency for intramo­
lecular vib-vib redistributions which are assisted by "gentle" 
collisions. We estimate T1^10 « ( 0 . 1 - 2 ) T O , since r c 's are cal­
culated on the basis of translational momentum transfer cross 
sections, whereas cross sections for vibrational dephasing may 
be an order of magnitude larger. Approximate expressions for 
Tr and Ti were given (eq 1 and 2); numerically they are 1O - 1 2 

and (1O - 9 -1O - 6 ) s for a typical hexatomic molecule, respec­
tively. 

In discussions of energy partition in energized molecules (or 
in strongly interacting pairs), the terms localized and random 
properly refer to the distribution of representative points in phase 
space for a macroscopic sample, not to a reaction site in the 
molecule. This dictum applies to experiments conducted either 
under single or multiple collision conditions. To emphasize this 
concept consider a few (idealized) techniques of the many used 
to "prepare" systems so as to initiate reaction. 

Case a. Expose a sample to a heavy dose of monochromatic 
infrared radiation, such that many molecules are propelled to 
a highly excited but unique vibrational state (in the E layer), which 
can be described by a specific combination of normal modes. 
For each of the molecules in that group the representative point 
resides in a closely bunched group of cells, and the corre­
sponding distribution is a spike which persists until collisions or 
other perturbations destroy this localized condition. Note that 
all the atoms in these molecules move with finite amplitudes and 
fixed phases relative to each other. If similar (adjacent) states 
were thus populated, the initial distribution would be sharply 
peaked around the most popular cell. The same type of repre­
sentation applies when molecules are placed in excited elec­
tronic states by absorption of monochromatic UV photons. 

Case /3. Inject a micromole of CD2's into an equivalent amount 
of 

F 2 C = C - -CF, 

\ / 
CH2 

thus generating a highly energized bicycloaddition product, which 
(we imagine) is initially excited at the deuterated end. Here also 
there will be a period during which the representative points for 
the mixture are localized in a small region of the E layer, sym­
bolically represented by 

F F 

F!V/°" 
CD2 

XT' 
CH2 

Case y. Imagine crossing a molecular beam of H3CNC with 
an energetic beam of He (or Xe) atoms, such that their relative 
kinetic energy (rke) in their center of mass system is 40 kcal 
m o l - 1 . (E* for isomerization is 37.85 kcal mol - 1 . ) Classical 
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trajectory calculations show42 that the mean vibrational exci­
tation of the isocyanide molecules is somewhat less than 1.6 
kcal mol - 1 and that characteristically nonuniform distributions 
of energy among the vibrational modes are induced. 

To describe the evolution of these systems one must first 
answer several questions: (1) Are the anharmonic oscillations 
which comprise the reactants sufficiently tightly coupled such 
that without the imposition of external perturbations, after some 
short time (rr), the spiked distributions drift (1/e) of the way 
toward a uniform (random; when each cell is assigned equal 
probability for being occupied) distribution? The rr's are 
somewhat different for the R and P spaces (eq 1); indeed, it is 
conceivable that for each mode of excitation there may be 
several characteristic times depending on the location of the 
initial spikes in the R and P spaces. The magnitudes of the vi­
brational or electronic coupling constant (Xc) are critical.307 

Rice43 briefly summarized the results of analytical and numerical 
studies for model systems as follows. Let the motion of n non­
linear, coupled oscillators be determined by the Hamiltonian 

# = W W 1 ' ] + Acl4p<n>;g<n>] 
where H0 describes the harmonic, weakly coupled case. Then 
there is a threshold value, Xc > X*, for which a random distri­
bution of vibrational excitation is rapidly attained; for Xc < X* 
some periodicity in molecular motion remains (i.e., the wandering 
of the representative points is thereby circumscribed in phase 
space). A similar but more specific formulation was developed 
by Brumer and Duff.44 They calculated the minimum critical 
energy which a coupled set of anharmonic oscillators must have 
so as to exhibit rapid intramolecular energy flow. In case a, an 
intriguing, currently debated question concerns the minimal 
number of IR photons which must be absorbed by molecules 
(relative to the number required for fragmentation) to bring them 
within the anharmonic, tightly coupled regime, for rapid vibra­
tional energy redistribution.45 

(2) For tightly coupled systems, what is the mean time (re) 
required for a sample initially in a uniform distribution to attain 
some specified spike distribution, due to random intramolecular 
fluctuations? The latter may be representative of a particular 
conformation, which we recognize as one of several possible 
T states. Thus, in case (8, rr refers to the mean time for ran­
domization of the chemiexcitation energy, and T£ is the mean 
time for the accumulation of sufficient energy in the 

F 
— C CF2 

V/ 
CH2 

end of the molecule to eject a CF2 from the CH2 terminus. This 
corresponds to a recognizably different but entirely similar spiked 
distribution to the one originally synthesized. 

(3) What characteristic rr's are appropriate for the nonrandom 
distributions generated by many {s-s) conversions, i.e., for 
molecules immediately after passage through the T region? This 
question did not appear in conventional kinetics discussions until 
recently. It is now a dominant problem, first, because it is rec­
ognized that in some systems substantial wandering back and 
forth through the T region (prior to randomization) may occur, 
and second, in many cases the nascent state populations can 
be measured and found to be nonrandom so that "energy dis­
posal" has become a challenging topic for both theoretical and 
experimental investigations. 

The experimental evidence for very short TV.R'S is based on 
early chemiexcitation studies of Kistiakowsky and Butler,46 and 
recently amplified by Rabinovitch's carefully designed experi­
ments, illustrated as case j3.47 Indirect analyses4530 of the de­
pendence of the isotopic fractionation 32S/34S during multi-
photon absorption by SF6, on the pressure, laser power, and 
specific irradiating frequency, is consistent with the assumption 

of rapid randomization (rr < 1 ns) for SF6*"' [nhv » D0(S-F)] 
—- SF5 + F. Molecular beam studies of the translational energy 
distributions of fragments resulting from multiphoton dissociation 
of SF6 also indicate that an RRKM treatment is satisfactory.48 

In other words, the most probable path followed in phase space 
by a highly energized molecule depends only on the E layer but 
not on its previous history, whether excitation was a conse­
quence of molecular collisions or the absorption of radiation; 
however, the distribution of population among and within E layers 
is a sensitive function of the mode of excitation. Contrast low 
levels of photon excitation (H3BPF3(Sc3) + H3B -*• B2H6 + PF3), 
when the orthogonality of normal modes appears to be re­
tained.49 

A partial answer to question 3 is that the probabilities for 
transition R - * T(T^, B

_ 1 ) , and P -*• T(TV IP~1) are symmetrically 
related: 

,,-> T£,fC\E) _ . , , - ,-»> _ TI,P~1(E) / 0 .„,> 

Tr1R ^E) Tr,p \E) 

This merely restates the proposition that, for a random distri­
bution of representative points in either the R or P spaces, the 
diffusion rate to T is directly proportional to the relative numbers 
of accessible cells in each of these delineated regions. Because 
the process is random, the fraction of the originally excited 
molecules which remain in R (for example) after time f is, 

A/R(f) = A / R ( f 0 ) e x p ( - ^ ) (7) 

(the random life assumption). Equation 7 applies to bimolecular 
processes, wherein long-lived intermediates are generated, as 
well as to strictly unimolecular conversions. However, dynamical 
factors may restrict the nascent distribution so that partition is 
not random. In all cases, emergence from any E(>E*) layer in 
either the R or the P spaces occurs through the intervention of 
collisions. If there are dynamical constraints which selectively 
limit the rates of filling of cells, either through intramolecular 
processes or by preferential intermolecular energy transfer, then 
several Tr(p;(7)initiai are needed, and the above purely statistical 
arguments (eq 2' and 7) must be replaced by detailed dynamical 
calculations. 

E. Occurrence of a Reaction and Its Degree of 
Advancement 

Several of the designations in Figure 1 were inserted because 
of chemical convenience; they are strictly arbitrary. There are 
no inherent distinctions in that model between R, T, and P 
spaces; neither are there differences between (/,/) and (s-s) 
transitions. Nevertheless, when one focuses on a single repre­
sentative point for an energized molecule and follows its random 
walk, he finds that the vast majority of its hops can be unequiv­
ocally classified as being either one or the other type. On rare 
occasions only will the point wander about for a significant period 
in T space, for there are relatively few cells in that ambiguous 
region. However, in the strict application of this model the 
question whether an R -»• P transformation had occurred is not 
meaningful. Imagine that for some reaction all the interstate 
transition probabilities are known (/</—/) and the initial population 
distribution (A/0, A/0, . . .) is specified; then one could solve for 
the time evolution of the populations of all the states. Indeed, 
if the transitions were first order in the populations [the reactants 
are highly diluted, and the (s-s) conversion is intramolecular, 
or if one of the reactants is present in very large excess], a 
formal analytical solution is available for the set of coupled dif­
ferential rate equations: 

N,(t) = A1+ Se /Zexp(-Xzf) (8) 

Here the decay parameters \z are the roots of a secular deter-
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minant, which includes all the /c's. This model provides no basis 
for a discussion of when a reaction "has occurred", it is 
meaningful only to inquire how close the population of the fth 
state is to its equilibrium value. After a sufficient time post-
initiation, all population will approach their equilibrium values 
with the same longest time constant (1/X0), characteristic of the 
system: 

[A/,(f) - W1(CO)] = A1+ B10 exp(-Xof) (9) 

To most chemists the distinction between the smoothed-out 
time-path of an individual phase space point and the statistical 
evolution of a reacting system is not sharply delineated because 
averaging over the ensemble is introduced at different stages 
in the various formulations of chemical kinetics. According to 
the prevalent use of absolute reaction rate theory, "over the hill 
is out". It is assumed that after a negligible initial transient all 
states are filled to their Boltzmann levels. The net rate is then 
determined by the averaged flux of representative points that 
reach the T region, with translational vectors directed toward 
the product space; this terminates consideration of their fates. 
One must assume that both the geometric and dynamic struc­
tures of the transition state are known so that its partition function 
can be calculated. In 1939 Hirschfelder and Wigner50 presented 
a refined analysis of the transmission process. 

A clear-cut but purely formal criterion for reaction is incor­
porated in Slater's theory for unimolecular reactions;51 here 
averaging is introduced midway in the analysis. He proposed that 
one select a distinctive interatomic distance or bond angle which 
is substantially altered during the conversion from reactants to 
products (CJ1); then, he expressed its magnitude as a linear 
combination of normal mode amplitudes. One must also specify 
a critical value for its extension (g-io)- Slater showed that for a 
system in a Boltzmann distribution the minimum total energy (e0, 
set equal to the measured high-pressure activation energy) 
which the molecule must have to attain ^1 o is 

«o = 9102ZSa11,
2 

where a-i,, are the coefficients in the expansion of the mean 
amplitude of the Q-I coordinate in terms of mean amplitudes of 
normal coordinates, (Qn)- Slater's model was tested for cases 
where E*/RT > 40 and failed because it limits the deposition 
of vibrational energy into orthogonal states which are super­
positions of normal modes. He postulated that while collisional 
excitation generated essentially uniform distributions of ener­
gized states, some rr(p;q)B were very long, so that R -»• T 
transitions occurred only from selected regions in R space. The 
concept that the criterion for reaction, for instance, an amplitude 
of the fluctuating distance between two atoms, is dependent on 
the partition of energy among the normal modes, rather than on 
the total energy content, is intriguing. He solved for the mean 
time for first extension beyond some specified limit of a critical 
internal coordinate, with zero time set at the instant the excited 
molecule was last involved in a collision. This may be a good 
representation when (E*/RT) is small,51d as in a conformational 
change, or when vibrational energy is injected via a small number 
of photons; it clearly is not applicable to chemical activation, 
whereby much energy is injected in a geometrically localized 
manner. 

The sharpest criterion for reaction appears in trajectory cal­
culations, and in the corresponding quantum mechanical scat­
tering processes. First, numerous individual events are examined 
and the results of large numbers of trajectories are combined 
in appropriately weighted proportions, to represent a real system. 
A Monte Carlo procedure for selecting random combinations of 
initial states provides optimum sampling of states from the 
reactant space. The position and momenta parameters at the 
trajectory termini show whether an event should be classified 
as nonreacted (elastic or inelastic) or reacted, and show the 
partition of the total energy between translation, rotation, and 

vibration.52 There seems to be no difficulty in deciding whether 
trajectory termini are in the reactant or product spaces, pre­
sumably because for total energy somewhat above E? there are 
many more cells which are clearly either in the R or P categories 
compared with those in T space. Generally smoothed state-
to-state cross sections are summed and weighted by a 
Boltzmann distribution of initial populations in R space. While 
such calculations are limited to reactions involving a small 
number of atoms (3-8), they do provide insight as to the signif­
icance of initial energy partition in the reactants, and the manner 
of energy disposal in the products. However, serious questions 
remain whether classical mechanics provides an adequate ve­
hicle for such calculations.53 

The proper solution for a kinetic analysis based on trajec­
tories, but one which is seldom used,54 is to insert the statistically 
deduced transition probabilities from initial states to final states 
into a master equation, and to solve for the relaxation parameters 
of the system, as indicated by eq 8. Since relations between the 
K'S and X's are complicated, most writers by-pass this route and 
argue as follows. Assume that the relative population in the fuzzy 
T region is negligible, so that the net rate of production of the now 
well defined product species is, 

where N ? and N p
2 are the time-dependent state populations, and 

K('£>) is the state-to-state transition probability (/ in R space; z 
in P space) which includes the concentration of chaperone 
species. If one further assumes that within the R and P spaces 
the transitions are very rapid (r(-.y and rr are small), such that 
Boltzmann distributions of state populations are approximately 
maintained even in the vicinity of the T region, then 

^; — £ R \ . » , P . .,p / Ez — Ep^ 
N "M-11^)--"''-"''^-^ 

A / R = K 

¥'[|^)*(-^)I" 
-[1'0"K-^)I"'"'""-*-"' 

(11) 

Note that the bracketed terms [K,]R and [Kr]P, which under this 
assumption (but not in general) are functions of the temperature 
only, measure the total unidirectional fluxes. These can be much 
large than the phenomenological forward and reverse rate 
constants, k, and k„ respectively, although their ratio is equal 
to Keq.

55 

An instructive example which illustrates the difference be­
tween flux coefficients and phenomenological rate constants 
is provided by the three-state case:56 

K1 K2 

K-1 K-2 

The steady-state condition on B, (B)55 = (K1A + K_2C)/(K-I + K2) 
leads to: 

_<M r ^ i j J L _ [JJ=I^S- Ic - M _ ^c (12) 
df L K - 1 + K2J LK-I+ K2J 

To calculate the flux, an arbitrary boundary must be inserted 
either between A and B or between B and C. If the latter is as­
sumed, the flux into C is 

TK1 + K-2(C/A)\ „ „ . 
fl(B — C) = K2(B)53 = \- ~ ' M = JiA 

K_1 + K2 

where the flux coefficients 3i is defined by the above equation; 
it is evidentally time dependent. The flux out of the C state is 
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K-2C = Jl'C. These flux coefficients must satisfy two conditions: 
first, (JtA - JVC) must be equal to (kfA - krC), which is the 
overall rate for the reaction; second, at equilibrium (Ji/Ji') must 
equal the equilibrium constant. In this simple example, it can be 
readily shown that the two conditions are satisfied. Were the 
boundary placed between A and B, 

fl(A—B) = K1A = JiA, and f l (B-A) = K-,B 

Thus the unidirectional flux coefficients are not uniquely defined 
and may be time dependent. Finally the values of Ji and JV are 
always greater than /c( and kr, respectively. Since at equilibrium, 

Um1^(JiZJV) = K1K2ZK-^-Z = k<Zkr 

JiZk, = 1 + K2ZK-! = JVIkx 

A quantitative example incorporating a large number of states, 
as in the dissociation of a diatomic molecule, was described by 
Bauer et al.57 

Discussion of criteria for completion of a reaction and mea­
sures of its degree of advancement generally imply collapsed 
categories of states, when mean lifetimes within any one cat­
egory are longer than the lifetimes within any one state. One 
must question whether this is the case when E*ZRT is small 
(5-20), particularly for gas-phase reactions. 

//. When a Single Energy Pool Is Adequate 

In the preceeding section we called attention to the signifi­
cance of the several time constants which characterize all re­
acting systems, and emphasized that their magnitudes determine 
the adequacy of the models used to represent the dynamical 
behavior of macroscopic samples. Below we briefly listed five 
broad categories of evidence which indicate that in most, but 
not all, macroscopic systems at moderate gas pressures, or in 
liquids, the kinetic relations are well represented by a model in 
which all the internal energy of the energized molecules may 
be lumped into a single pool, because either re » r„ or rapid 
energy redistribution is maintained by collisions so that re » 
Ti-*!. Generally, conventional kinetics is characterized by: 

Tr < rv~^v < Tv-^-RJ < T£ (Or Tbimol). 

A. Implications of the Arrhenius Expression 

That for most elementary reactions the Arrhenius dependence 
of rate constant on temperature is experimentally verified at first 
sight seems remarkable. This relation not only states that there 
is a single temperature (i.e., within the precision of our mea­
surements all energy pools have relaxed to the same Boltzmann 
distribution before any significant reaction occurs, and that during 
the course of the reaction this distribution is perturbed to an in­
significant extent), it also specifies the dependence of reaction 
rate on internal energy, K(E;E*). Slater51 argued via use of a 
Laplace transform, that if: 

K[T;E*] = f K(E;E*)P(E;T)dE—v*exp(-E'/RT) (14) 

where P(E; T) is the internal energy distribution function in sta­
tistical equilibrium with a translational temperature, and E* is 
the theshold energy for reaction; and if, P(E; T) is the Boltzmann 
distribution, then 

n*(E — E*\ 
K(E;E*) = re~\E) = „ • 4 i - J__—i for E > E* 

A general experimental test of eq 2" in the context of eq 14, 
for polyatomic molecules for which E*IRT ^ 30, was made on 
the following basis. Since P(E; T) incorporates p(E) in its nu­
merator while K(E\E*) has the same function in the denominator, 

K[ T;E*\ should be independent of all molecular features which 
change p(E) without altering E*, for instance, by increasing the 
number of oscillators but not changing the nature of the reaction. 
This is indeed the case for a sequence of cis-trans isomeriza-
tions, dehydrohalogenations, etc.58 

B. Success of RRKM Theory for Unimolecular 
Reactions36 

All formulations of unimolecular reaction theory at high 
pressures incorporate the assumption that all states remain 
populated according to a Boltzmann distribution appropriate to 
the measured translational temperature. The fact that they ac­
count adequately for a large body of data validat.es the as­
sumption that a single energy pool need be considered. In 
quantitatively reproducing the decline of the first-order rate 
constant with sample pressure, on the basis of the number of 
effective oscillators, the RRKM formulation additionally supports 
this proposition for the case where 

T/—y (intermolecular transfers) > re 
» Tr (intramolecule transfers) 

However, under these multicollision conditions, it is not always 
clear whether a test confirms the statistical nature of intramo­
lecular energy redistribution or merely the statistical nature of 
the activation process. 

Extension of RRKM theory to the unassisted decomposition 
of energized ions (designated quasi-equilibrium theory,59 QET) 
has been generally successful in explaining the observed par­
tition of product ions among the possible reaction channels. The 
lifetimes of the parent ions which currently can be explored 
cover the range from «1 ^s, when conventional electron impact 
is used to generate the ions, to (50 ns-5 its) when ionization is 
induced by charge exchange with inert gas ions (Ar+, Kr+, Xe+) 
within a strong homogeneous draw-out field60 and down to (1 
ps-10 (is) for ionization by very strong electric fields [109-1010 

V/cm].61 In most of the experiments, particularly those using 
electron impact sources, the ions are generated in imprecisely 
specified distributions of internal energy. In contrast, charge 
exchange produces ions which are approximately monoener-
getic; pnotoionization leads to excitation of specific states. The 
observed product distributions for a very large number of ion 
fragmentation studies are adequately explained by QET; i.e., the 
assumption that by rapid radiationless transitions (rr < 1 ps) the 
combined electronic and vibrational excess energy in the initially 
excited states is randomized among the vibrational levels of the 
ground electronic state. Then the rate constant for any selected 
channel is given by the ratio of the density of states computed 
for the corresponding transition structure, to the density of states 
for the energized parent species. Some very interesting results 
were obtained with a field ionization technique61 which permitted 
the recording of the different time histories of several products 
(say, C3H7

+ and C3H6
+) generated upon the decomposition of 

the parent (C4H10
+), which was produced with a broad distri­

bution of internal energies. 

C. The Kinetic Isotope Effect 

Predictions of changes in rate constant due to isotopic sub­
stitution rest on calculations of ratios of partition functions for 
the normal and substituted species, both for the reactants and 
the postulated transition states. The generally satisfactory 
agreements between theory and experiment62 therefore point 
to the presence of a common temperature for all molecular 
states which are counted in these partition functions. The most 
telling arguments are based on correct predictions of secondary 
isotope effects which are entirely a consequence of the popu­
lation distribution among the rotational and vibrational states. 

validat.es
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Figure 4. Schematic sequence for partially averaged reactive cross 
sections. 

D. Estimation of Rate Parameters for Elementary 
Steps 

A very general argument for the adequacy of a single energy 
pool in the analysis of most reactions is the transferability of rate 
constants for similar transition states, and the concurrent esti­
mation of rate constants by empirical extension from analogous 
structures.63 Clearly such a procedure would not apply to dis­
tinctly different classes of phase space distributions; for ex­
ample, the transfer of preexponential factors from conversions 
in which the most effective activation is derived from the relative 
translational energy of a colliding pair, to reactions which require 
substantial vibrational excitations. 

E. Model Calculations 
The dynamics of dissociation of N2O, O3,

64 and HC2CI,65 and 
the isomerization of H3CNC,66 have been extensively modeled 
via trajectory calculations on reasonable potential surfaces; both 
harmonic and anharmonic functions were tested. For the tri-
atomics several of the conclusions presented by Bunker are the 
following. 

(a) The normal mode description becomes inadequate when 
the vibrational amplitudes are large enough for dissociation to 
occur; also, to account for the low-pressure rates strict har-
monicity must not to be assumed. 

(b) Overall, RRKM theory is checked to within a factor of 2 
or better. 

(C) The random-life assumption (eq 7) is verified, except when 
(E*IRT) is low. Vibrations of sufficiently energized molecules 
of any size undergo complete intramolecular energy exchange 
in «10 ps (except when the excitation is initially injected in X-H 
stretching vibrations). 

(d) Upon dissociation of highly energized triatomic molecules 
less than half of the energy in excess of that required for bond 
breaking appears (on the average) as vibrational energy in the 
product. 

There is an apparent disagreement between the results of 
trajectory calculations for chloroacetylene,65 which show that 
vibrational energy redistribution is nearly complete within 0.45 
ps for sufficiently energized molecules (150-200 kcal mol-1), 
and photodissociation experiments67 which indicate that a 

nonrandom state distribution persists for a much longer time. 
Theoretical studies43 show that there may be a critical energy 
below which rr is greater than T£. Finally, Monte Carlo calcu­
lations for energized H3CNC suggest an intrinsic non-RRKM 
behavior for excitation energies as high as 70 kcal mol -1.68 

///. When Several Energy Pools Are Indicated 
A. Molecular Rate Parameters vs. Ensemble 

Rate Constants 
The phenomenological rate equations conventionally used 

to describe reacting systems, and to express the time depen­
dence of species concentrations, incorporate complex averages 
of state-to-state cross sections (section II.E), which in turn are 
characteristic of individual molecules or of pairs of molecules 
in close contact. For the symbolic reaction A + R -»• P + Q, /c, 
and kr should be obtained either by solving for the relaxation 
parameters, a Ia eq 8, or by empirically fitting the left member 
to the calculated right member: 

*r 
1 

Ke, 
[A] [R] [P] [Q] = (total flux), - ttotal flux)r (15) 

That there are temperature-dependent, concentration-inde­
pendent, but medium-sensitive phenomenological "rate con­
stants" which do reproduce a large body of kinetic data appears 
remarkable. Inevitably one is led to inquire whether it is possible 
to relate more closely than is indicated in Figure 4 these ex­
perimental quantities to cross sections derived from single-
collision experiments, where partial or complete state selection 
is achieved. Since most chemists are more concerned with 
comparative rates for a group of similar reactants undergoing 
a specified type of conversion, rather than with accurate values 
for the rate constants, one may argue that the approximation /c, 
* * k, is equivalent to the assumption that for a specified reaction 
type these two kinetic parameters are proportional to each other; 
this is plausible. Intuitively one may also argue that for sufficiently 
large (E*/RT) ratios, when the populations of states in the vicinity 
of the T region is miniscule, the net reaction R —* P is approxi­
mated under steady-state conditions by the forward flux in the 
low-lying states. Clearly in any experiment, wherein the system 
is extensively perturbed, either externally or due to rapid reaction 
(re very short), such that the state populations deviate sub­
stantially from a Boltzmann function, eq 14 does not apply. 
However, in a formal manner it may be extended to systems 
wherein the various groups of states are individually charac­
terized by distinct temperatures; then69 the generalized form of 
eq 14 is: 

K[T;E].-. E'q] = Y. « , f . " Kq(Eq;E'q) Pq(Eq) P(g,T,dEq dg 

(16) 

This states that the energy deposited in the qrlh pools for con­
version R -»• P differ in utilization efficiency, each characterized 
by a specific threshold E'q; P(g, T) is the relative translational 
energy distribution at T, and o>Q is a weighting factor, since there 
are various momentum and symmetry restrictions on the ease 
of transfer of energy between pools. Whether eq 14 or eq 16 
applies, the interesting question is what geometric and dynamic 
molecular features determine the shapes of the n(Eq; E'q) func­
tions and the magnitudes of the E*,'s? 

To a practical chemist the principle of parsimony in devel­
oping models may justify a "leap of faith" which correlates 
molecular structures directly to phenomenological rate con­
stants. However, there are many who find it intellectually at­
tractive to study in detail kinetic phenomena in terms of state-
to-state transitions. Indeed, for some applications, such as the 
development and utilization of chemical lasers, this approach 
is practically rewarding. Fortunately current developments in 
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laboratory techniques, use of large and fast computers, and the 
preoccupation of theoreticians with the very difficult molecular 
scattering problems, provide the means for indepth investigations 
of kinetic events on a molecular level. The key words are; studies 
under single-collision conditions; however, analysis of the effects 
of perturbations which generate controlled departures from 
Boltzmann distributions also provide a means for probing dif­
ferent portions of phase space, even in polycollision experi­
ments. In section IV we shall discuss theoretical developments 
which support the concept that several energy pools may be 
needed to account for energy requirements and/or disposal in 
reactions, particularly when the products are viewed under 
nascent conditions. Section III is a summary of selected ex­
periments which demonstrate the need for multipool models. 

It so happens that among the available experimental tech­
niques, diagnostics for state selected product distributions in 
exoergic reactions are the easiest to implement, and are cur­
rently well developed. Next in difficulty are experiments with 
state selected reactants, in the exoergic direction. State se­
lectivity for endoergic reactions are most difficult to perform with 
useful levels of specificity, because the overall exponential 
temperature dependence of rate constants tends to overshadow 
the fine structure due to structural or dynamic features. Even in 
trajectory calculations for systems with substantial endoergicity 
most of the trajectories prove uninteresting (hence the overall 
computation is expensive) because only a small fraction of the 
initial combinations of parameters leads to reaction. Conse­
quently, conclusions regarding reactions in the endoergic di­
rection are optimally derived by applying detailed balance to the 
reverse reactions. This must be performed with care for pro­
cesses which involve partial state selection either in the R or P 
spaces.70 

In the usual derivation71 one starts with the principle of mi­
croscopic reversibility, and averages over states in statistical 
equilibrium. From this it follows that the ratio of the forward to 
reverse rate constant for a reaction, as written, is the corre­
sponding equilibrium constant, at the translational temperature, 
T. For a state selected reaction 

A + BC(v,J)->- AB(v',J') + C 

K(V1J-*v',J'\ T) = /2J'+ 1\ /VV/2 

K(V',J'-+V,J;T) \2J+1/\ti/ 

Xexp[ - A E ° -^ + ^] (17) 

AE0 is the difference in zero-point energies between the prod­
ucts and the reactants: M = MAMBC/(MA + /WBC), and GV%J is the 
vibrational-rotational energy of that state for the reactants above 
their zeropoint level. Expressions have been derived70,72 for 
various combinations of collapsed initial or final states. 

The following are representative samples of reaction types 
for which there is experimental evidence that all pools do not 
contribute equally, nor is there a unique threshold energy. For 
highly exoergic reactions with low E*'s, this inequality appears 
in a form of a nonuniform distribution of populations among 
states in the nascent products. 

B. Ion-Molecule Reactions 
Extensive reviews have been prepared by Koyano73 and Lias 

and Ausloos.74 Consider first the unimolecular decomposition 
of highly energized ions. In the technique developed by Baer and 
co-workers75 the ions are generated (photolytically) in specified 
internal energy states, and the kinetic energies of the products 
are determined by "photoelectron coincidence spectroscopy". 
Thus, absolute fragmentation rates and kinetic energy releases 
can be measured for well-characterized excited species, energy 
partitioning in the products of ionic decompositions was also 
investigated by Franklin76 who utilized a simpler but less precise 

apparatus. A more refined method was recently described by 
Ossinger and Weiner.77 Kinetic energy distributions from uni­
molecular decay (assuming QET) based on a Langevin collision 
model for the reverse reaction were derived by Klots.78 There 
are sufficient results to date to indicate that the assumption of 
a single energy pool is an oversimplification. A minimum ad­
dendum is to postulate either that: (a) when (E — £°>) is large, the 
transition state configuration dissociates directly during a time 
less than rr,P; hence the fragments fly apart with internal energy 
distributions which correspond to T space, rather than P space, 
or, (b) in the preparation of the excited R state, in some in­
stances, two noncommunicating electronic states are involved.79 

The latter applies to the dissociation of the singly charged ions 
of benzene, 1,2-dichloroethane, monochloroethane, and pro-
pargyl chloride. In the loss of X (=CI, Br, I) from C3H3X

+ two 
paths are indicated, leading to different isomeric forms of C3H3

+ 

with significantly different kinetic energy releases. On the other 
hand, the rates of loss of X from C6H5X

+ are in good agreement 
with QET.80 The fragmentation rate of C4H6

+ ( -C 3 H 3
+ -I- CH3) 

is over two orders of magnitude faster than predicted were 
randomization rapid,81 as is the loss of HCN from C6H5CN+, but 
the role of angular momentum in determining the kinetic energy 
release in the fragmentation of C4H6

+ is qualitatively accounted 
for by the Klots theory.82 In their study of the fragmentation of 
vibrational^ excited C4H6F2

+, generated by photoionization of 
vinyl fluoride (C2H3F

+ + C2H3F), Williamson and Beauchamp83 

found that reaction cross sections for all three channels 
(->-C3H5

+; -"C3H4F+; -"C3H3F2
+) decrease with reactant in­

ternal energy. For the production of C3H3F2
+, 0.18 eV of vi­

brational excitation is sufficient to reduce the reaction probability 
by 75%. 

Franklin76 found many cases wherein the measured kinetic 
energy release departs significantly from values derived on the 
basis of a statistical model. A typical example is the fragmen­
tation of: C3F8

- —* F - + C3F7, for which the average transla­
tional energy of the fluoride, when plotted against the excess 
energy in the parent, is consistently a factor of 2 higher than that 
predicted from 

I €trp#(Ev,tr - €tr) d€tr 

C % > - ^ ^ H * {18) 
CE u, r- •.J, (classical) S 

J P*(£v,tr - «tr) d«tr 

where p# is the density of vibrational states in the transition 
structure; EV]fr is the excess vibrational and translational energy 
possessed by T over that of the fragments in their ground states; 
and (s — 1) is the number of vibrational modes in T. However, 
classical trajectory calculations84 for the fragmentation of var­
iously energized CO2

- (-*CO + O -) give average translational 
energies in good agreement with those observed for low excess 
energies (<25 kcal/mol), but they also fall below the observed 
values for higher excess energies. The measured kinetic energy 
release distributions during the decomposition of monoenergetic 
CH3I+ [-*CH3

+ + I (2P3Z2)] and CD3I+ 8S were correctly pre­
dicted by QET, formulated in terms of the Langevin model for the 
reverse association reaction,78 when the precursor ion energies 
were less than 0.65 eV. The experimental values fell sharply 
below the theoretically predicted averages (contrast CO2

- case) 
at higher excitations, possibly due to the accessibility of another 
product channel [CH3I+ — CH3 + I+ (3P2)]. All the dissociation 
rates were too fast to be measured except for CD3I+ at its 
threshold; there T^~1 » 107s - 1 . This is consistent with the as­
sumption that rapid radiationless transitions occur between the 
excited electronic state and the vibrational ladder of the ground 
electronic state. However, note that in the photodissociation of 
neutral CH3X (X = Cl, Br, I), energy is partioned in a highly 
nonstatistical matter.86 The translational energy distribution of 
the products (C2H2

+ + HF) from metastable C2H3F
+'v) is char-
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acterized by an average value of 0.5 eV (half-width «0.2 eV), 
which is 0.69 ± 10% of the total available energy.87 

The apparent dichotomy wherein, on one hand, QET accounts 
well for the observed product distributions88 computed for ra­
tional transition structures (with appropriate E] values), while, 
on the other hand, the partition of energy among the product 
species does not follow from the ratio of state densities, also 
occurs for uncharged, highly energized radicals generated by 
chemiactivation (see below). Indeed, there are indications that 
energy release in the exoergic direction is rarely distributed 
uniformly among all accessible states. Perhaps the two probes 
for product states (composition and structure vs. energy partition) 
are sensitive to different averages over the distribution of 
reactant species in the E layer. One formal approach is to in­
troduce an "effectiveness function", w(p;q;E), as a measure of 
the relative probability that a representative point at a given (p\q) 
in layer E will reach T during r̂ ,R (i.e., the TriR's are p and q 
dependent). The utility of such a function could be tested by 
assigning discrete values to w for selected localities {py;qy). 
Then the relative amounts of products (P11P2) which emerge from 
any two reactive channels (via transition states T1 and T2) is 

^(fiy;^y;E)p\(\E- E\\;py,qy)dE 

N(P2) J* OO 

o>2(pyqy\E)p'2(\E- E2\;py,qy)dE 

(19) 

When T1 and T2 are structurally and energetically similar, as is 
generally the case, the corresponding "effectiveness functions" 
will be even more so. The above ratio then reduces, approxi­
mately, to Je1-

00P1
-(E - E1') dE//e 2 .°° p'2(E - E2') d£, which 

we interpret, possibly incorrectly, as a consequence of a uniform 
a) function. However, for estimating the mean value of any dy­
namical quantity, such as the disposal of kinetic energy via 
channel 1, it is necessary to evaluate: 

(«tr(1)> = 
_ 7 *S° 

^py,qy\E)p\(E- etr)detr 

y Jo 

(20) 

i(py,qy\E)p^E- etr)detr 

which is sensitive to the form of the "effectiveness function". 
Equation 20 allows a residuum of reaction dynamics to be re­
tained in the phase-space formulation. 

Ion-molecule reactions as bimolecular events are well suited 
for study of the comparative control of reaction rates by trans­
lation vs. vibrational excitation, since the rke of the reacting pair 
is determined by the controlled draw-out field in the ion source. 
Furthermore, the ions can be prepared in known states by 
monochromatic photoionization. A useful compilation of data 
has been published by Honma, et al.89 For exoergic proton 
transfers from vibrational^ excited ions there is little effect of 
vibrational energy content on cross section. Thus, for H2

+(V) + 
H2 — H + H3

+ there is a slight increase with vfor high rke, but 
at low rke the trend is reversed; then there is a slight decrease 
with increasing v[o-(H2

+;v = 4(/Cr(H2
+;v = 0) s 0.8].90 Simi­

larly893 there is no marked v dependence for: 

NO+ (v = 0—4) + /-C4H10 — HNO + C4H9
+ 

C3H4+(*;v) + NH3 — C3h3 + NH4
+ 

(* from allene, propyne, cyclopropene) 

NH3
+(V) + H2O — NH4

+ + OH91 

CH4
+(V) + CH4 — CH5

+ + CH3
92 

Clearly, the total energy content is not the determining kinetic 
factor for these H atom transfers. A merged-beam study of D2

+ 

+ N — D + DN+ over the range of rke from ~0.005 to 10 eV 
showed93 a net conversion of internal to translational energy at 

initial kinetic energies less than 0.9 eV, and a reverse flow at 
higher rke's. For NH3

+ {v2 with v = 0—11) + NH3 — NH2 + 
NH4

+ the relative cross section decreases with increasing vi­
brational energy of the reactant ion, and this trend is independent 
of the draw-out voltage: <T(EV)/<T(V = 0) falls from unity to 0.4 for 
V (0 — 1.5 eV).91 For more complex reactants, in which ran­
domization in long-lived complexes is presumed to be most 
readily attained, the cross sections increase with decreasing 
vibrational energy. This is most marked in94 

C4H8
+(V) + C4H8 — iC8H16+i<v> — C7H13

+ + CH3 

In general one may anticipate that reactions which are strongly 
exoergic (energy release during the early stages of the encounter 
serves to force the product ion-molecule pairs apart) lead to 
short lifetimes and high relative translational energies. 

Exoergic reactions wherein an atom migrates from a vibra­
tional^ excited molecule to an ion are characterized by dramatic 
increases in cross section with vibrational energy content for 
rke's in the thermal range:95 

N2(V) + O + — N + NO+ k(v= 2)1 k{0,1)« 40 
/c(6-11)/fc(0,1)«350 

For the rke « 9 eV the relative enhancement due to vibrational 
excitation is considerably diminished.96 The rate constants for 
the three reactions, O+ + O2 — O2

+ + O, O+ + N2 — NO+ + 
N, and O+ + NO — NO+ + O, are small at room temperature 
(20, 1.5, and 0.8 X 1O-12 cm3 molecule-1 s~\ respectively) 
but increase by as much as three orders of magnitude with in­
creasing rke, over the range 0.04-5 eV.97 Raising the vibrational 
temperature of N2( v) from 300 to 6000 K increases the branching 
ratio (a//3) from 0.69 to 0.82, for 

N9
+ + He 

N2(V) + He+ 

N+ + N + He 

but has little effect on the overall rate coefficient.95 In contrast, 
the cross section increases with v for H2(v) + NH3

+ — H + 
NH4

+.98 

The transfer rate of a charged atom in an endoerglc reaction 
from a vibrational^ excited molecule ion appears to be sub­
stantially augmented by vibrational excitation.99 

H2
+(V) + He(Ne) — H + HeH+(NeH+) 

These cross sections have a threshold at v = 3 (v = 2 for Ne) 
at zero rke; at higher V1S there is no rke threshold, and u rises 
rapidly with v. The dependence the cross section on total energy 
for v = 0-5 is illustrated in Figure 5. When the rke exceeds 18 
eV, a becomes almost independent of v. Since a reasonably 
good potential energy surface is available for HeH2

+ system, 
trajectory calculations on the effectiveness of reagent vibration 
(v = 0 to 5) proved instructive.100 The computed cross sections 
do reproduce the experimentally derived energy dependence. 
A similar increase with v(4-10) has been observed101 for 

02+(a4nu , v) + O2 — O + O3
+ 

An example of an endoergic ion-molecule reaction in which (via 
intermediate complex formation) translational energy is effi­
ciently converted to internal energy, at low rke, is: C + - I -D 2 - * 
CD+ + D.102 The cross section declines sharply at the threshold 
(0.42 eV), passes through a broad maximum, and decreases to 
zero at about 22 eV. Thus it appears that at the higher energy 
the reaction switches from intermediate complex formation to 
an impact type collision. 

The above citations comprise a small sample of a growing 
group of ion-molecule reactions for which the search for a 
unique K(E;E') function may not be meaningful. 
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Figure 5. Dependence of the reaction cross sections for H2
+(V) + He 

->• HeH+ + H[A£° = +0.8 eV] on the total available energy, for se­
lected vibrational excitation (cf. R. B. Bernstein, lsr. J. Chem., 9, 615 
(1971), and ref 105, Figure 1.4). 

C. Sensitivity of Rate Parameters to Translation, 
Rotation, and Orientation 

The ideal experiments wherein one measures for each pair 
of reactants a large number of state-to-state cross sections for 
elastic, inelastic, and reactive collisions are difficult to perform, 
costly, and enormously time consuming. In addition, were such 
data available they would challenge the ingenuity of the compiler 
for presenting the essential conclusions in a manner which is 
both detailed yet comprehensible. Of course, the results of 
currently performed extensive trajectory calculations for systems 
which incorporate a relatively small number of reactant atoms 
simulate these ideal experiments, and the results are presented 
in the form of bar graphs and/or smoothed functional repre­
sentations for final state distributions. The triangular contour 
graphs introduced by Polanyi for summarizing classical trajectory 
calculations103 convey in an effective manner the disposal of 
energy in P space, for specified initial conditions in R space 
(thermal distribution; specific rotational or vibrational excitation, 
etc.), or vice versa. A particularly interesting pair of such graphs 
is shown in Figure 6. Obviously translation, rotation, and vibration 
are interlocked by the dynamic constraints imposed by the po­
tential energy surface. Nevertheless, it is interesting to review 
selected experiments which demonstrate sensitivity of reactive 
cross sections to rke of the collisions, and to the rotational ex­
citation of the reactants; additionally, corresponding inferences 
(via detailed balance considerations) can be developed from the 
observed partition of exothermicity into the translational and 
rotational energy sinks of the products. An argument is presented 
in section IV, as a basic postulate, that at a specified total energy 
(from a single E shell) a reaction follows a path of maximum 
entropy gain when all states react with equal a priori probability. 
In the following we are concerned with systems which relax but 
not necessarily along maximum entropy paths. 

7. Total Kinetic Energy (Center of Mass Coordinates) 

In discussing experiments on the effects of rke of the reac­
tants on the state of the products it is useful to differentiate be­
tween collision dynamics and reaction dynamics. The former 
concerns the shape of the collision orbit for a pair of bodies 
during their approach and recession from the small volume 
wherein interesting chemical transformations can occur. With 
few exceptions such problems are adequately treated via 
classical mechanics and a central force field, i.e., an interaction 
potential which depends only on the instantaneous separation 

v \ F + HCt(v°0) 
ir^\\\v'.3(i<..o.25: 

o.s I.2 i.seV 
eV 

HF (vl J ')+Ct-

Tp°OT = 1700 K -

78CK 
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Figure 6. Triangle graphs which summarize the disposal of energy in 
the products [F + HCI(v = 0, 1) - • HF (V1J) + Cl] (ref 214). The 
classical trajectory calculations lead to a continuum of magnitudes, 
shown by the contours which connect equal values for the unidirectional 
rate constant; these must be assigned to the nearest quantized (v7 and 
J) level. The dashed (—45°) lines permit interpolation for the residual 
translational energy. 

(r) of their centers of mass. Reaction dynamics refers to the 
complex motion executed by all the atoms over the duration of 
the collision (when the reactants reside within a sphere of radius 
approximately 2-3 times the sum of the viscosity radii of the 
pairs). This is a much more difficult problem which requires a 
quantum mechanical solution on a multidimensional potential 
surface; however, it is generally approximated by a classical 
mechanics solution on an approximate surface. In the usual 
trajectory calculations a minimum of computer time is allocated 
to the collision regime, so as to emphasize the reaction re­
gime. 

For a pair of point particles the well-known equations of 
motion completely chart the collision orbit for elastic encoun­
t e r s ; 1 0 4 ^ effective potential Ve„(r) = V(r) + Vi^(O2Ir2) in­
corporates the centrifugal barrier, which arises from the orbital 
angular momentum (ixbg). Note that in molecular beam experi­
ments, while one can specify the magnitude of <7(i.e., rke) by 
velocity selection and by setting the angle of incidence of the 
beams, b is not susceptible to experimental control. For en­
counters between rotating molecules which have finite exten­
sion, the conservation condition applies to the sum of the 
components of angular momentum of rotation which lie in the 
plane of the collision orbit and the orbital angular momentum. 
The chore of unscrambling state-to-state cross sections from 
scattered product intensities of crossed beam experiments, even 
for resolved angles and beam velocities, is therefore an involved 
undertaking, particularly for inelastic and reactive colli­

sions 105 

There are many exoergic reactions which have no threshold; 
then the cross section decreases with increasing rke. Thus for 
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Figure 7. Total reactive cross section vs. rke of the reactants for K + 
CH3I - * Kl + CH3: • (ref 111), derived from direct integration of re­
active differential cross sections; • , indirect values from angular dis­
tribution of (nonreactive) scattered K. 

singly charged ion-molecule encounters, where V(r) oc r - 4 

(attractive potential), <TR-^.P <* (V 2^g) - 1 ' 2 . For neutral-neutral 
collisions this dependence is shown by alkali atom's and diatoms 
reacting with the halogens.106 Product ions are generated with 
very little rke, and except for the pair (K2 + I2) the products are 
exclusively M + , + M + X - + Y - . 1 0 7 However, when halogen 
atoms are abstracted by alkaline metal atoms from the halogen 
acids or from alkyl halides, the cross sections start at zero and 
rise with increasing rke.108 Cross sections for the exothermic 
reactions, K + SF6, GCl4, and SnCI4, appear to be independent 
of rke but sensitive to the stretching vibrations of the halides.109 

In the fluorine transfer reactions, K + CsF, RbF, the total scat­
tering cross sections (ffnonreact + ffreact) are large («100 A2) for 
3 < Erke ^ 8 kcal m o l - 1 . The ratio (cr/atotal) is small and in­
creases with rke for CsF (1.8 kcal endoergic); in contrast, it is 
close to 1/2 and decreases slightly with rke for RbF (1.5 kcal 
exoergic).110 The cross section of the exoergic reactions, Cl + 
Br2 —• CIBr + Br, increases with rke, 11 A2 at 6.8 kcal/mol, and 
14 A2 at 14.7kcal/mole.308 

All endoergic reactions have thresholds, and their magnitudes 
depend on the state of internal excitation of the reaptants. For 
simple systems, at the threshold (E,"r), the cross section for each 
product state is concave upwards with c <* (1 — E'jEXr)

s, where 
s = 1-3. The total reactive cross section rises to a maximum, 
levels off, and declines as new product channels are opened; 
an interesting example [K + CH3I] is illustrated in Figure 7.111 

The unit exponent (s = 1) applies to a spherical interaction po­
tential. The separation at the turnaround point (rm) for the colli­
sion is determined by the impact parameter and the total kinetic 
energy in the center of mass coordinates, 

W = V(rm) + (1/W)(£>2/£) (21) 

If one specifies a range for reaction, r*, such that at larger dis­
tances no reaction occurs [this is equivalent to setting V(rm) = 
0 for rm> r*], and if the potential for reaction is known for all 
rm< r*, then the maximum impact parameter at which reaction 
occurs is b* = r* [1 — V(O/1Z^MS2]1/2- T n e reaction cross 
section is: v 

(TR^P = 7T(to*)2 = 7T(r*)2 [^ - E^V2Hg2] (22) 

On this basis OR- . P = 0 for V2MS2 < K, and s = 1. Note that in 
Figure 7 the peak at 4 kcal/mol is followed by a slow decline at 
higher rke; this suggest that the impact-type collisions penetrate 
deeply enough to sense an attractive chemical well for rm < 

: Thus, the indicated overall spherical potential is 

V(r) = e, 
(«1 ~ e2)(r*)z 

, for r < r* (23) 

with C1 = 4.2 kcal m o l - 1 ; t2 = 1 0 kcal m o l - 1 ; r* = 0.45 nm. 
When the attacking atom is Rb, scattering data suggest that the 

maximum in the reactive cross section lies below 0.12 eV; the 
integrated o> then decreases with rke, reaching a minimum at 
«0.9 eV, and rises slightly with further increase.113 The threshold 
for the simplest of all reactions, D + H2 —* DH + H, was found 
to be 0.33 ± 0.02 eV; <r(rke) is slightly concave (to 0.55 eV).114 

Redpathand Menzinger115 found an appreciable upward cur­
vature over the range 4 < Etr < 9 kcal/mol for the chemilumi-
nescent reaction: 

NO(2n3 / 2) + O2(1A1) — NO2(
2B) + O2(3S9-) 

Tang et a l .1 1 6 measured chemiluminescent reaction cross 
sections for B + N2O —• BO* + N2 (a increased by a factor of 
10 over 1 < rke < 4 eV) and Ho + N2O — HoO* + N2 (a in­
creased by a factor of 2); within experimental error s « 1. 

Attempts to drive highly endoergic reactions via supersonic 
molecular beams generally failed even though in the center of 
mass coordinates the rke greatly exceeded the previously es­
tablished activation energies. This is not unexpected when no 
long-lived complex is produced, since one anticipates a low 
efficiency for conversion of large chunks of kinetic to vibrational 
energy in a single event. The cross sections for dissociation of 
TICI via hard collisions are small (0.01 A2 at 6 eV117). The most 
striking example is the negative result obtained by Anderson and 
Jaffee118 for the reaction: Hl(seeded supersonic beam) + Dl —* 
HD + 21. The cross section for HD production was less than their 
sensitivity limit («0.01 A2) even for rke up to 113 kcal m o l - 1 . 
The reaction H + F2 - * HF1 + F has a low activation energy. 
With the "arrested relaxation" technique, Polanyi et al .1 1 9 found 
that as the mean reagent translational energy was increased (H 
atoms from a tungsten oven, up to 2800 K), the excess (above 
threshold) energy was channelled into product translation + 
rotation; the peak in the product vibrational excitation shifted 
from / = 6 to v1 = 5. These results are in agreement with pre­
dictions based on semiclassical trajectory calculations. For the 
complementary reaction, F + H2 -*• HFT + H, the large recoil 
velocities of the hydrogen atoms could be measured via their 
Doppler shifted fluorescence excited by Lyman a radia­
tion.120 

The functional dependence of the cross section on the total 
kinetic energy can also be derived, by applying detailed balance 
analysis to the reverse reaction, from measured kinetic energy 
disposal in the products. Translational energy releases from 
exoergic reactions were measured for a few systems via mo­
lecular beams, and (for about eight reactions) were inferred from 
energy balance considerations in "arrested relaxation tech­
niques". On an a priori basis, if one assumed equal probability 
that the nascent product species terminate in any state com­
patible with a total energy content of the collision pair, then, 
since the translational modes have the highest density of states, 
followed by rotation, while the vibrational modes have the lowest 
densities, one would anticipate that the sequence in the parti­
tioning of energy releases follows the same order. Indeed, this 
is illustrated by the reaction: Cs + SF6 -»• CsF(v) + SF5. 
Herschbach and co-workers121 found that all three modes have 
comparable Boltzmann temperatures, in accordance with the 
statistical model, and thus concluded that a relatively long-lived 
intermediate complex was formed (7"tr = 1190 ± 150 K; 7"rot = 
1050 ± 200 K; 7"v = 1120 ± 90 K] . The schematic represen­
tation is 

SF6 + C s - ^ JSF6 • Cs| — JF5S • • • FCsj — SF5 + CsF(v) 

An interesting contrast in kinetic energy disposal is presented 
by the pair: K + I2 — Kl + I (Figure 8a) vs. K + CH3I - • Kl + CH3 

(Figure 8b). The effect of reagent translation on product internal 
energy distribution in A l - I - O 2 - * AIO+ + O was investigated by 
Pasternack and Dagdigian.309 

In the deactivation of Hg(3P2) by various colliders,243 the 
functional form a « 1 - [V(r*)/E t r ] was found satisfactory. 
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Figure 8. Comparison of product translational energies: (a) K + CH3I 
- • Kl + CH3; (b) K + I2 — Kl + I [of. A. M. Rulis and R. B. Bernstein, 
J. Chem. Phys., 57, 5497 (1972), and ref 105, Figure 4.24; K. T. Gillen, 
A. M. Rulis, and R. B. Bernstein, J. Chem. Phys., 54, 2831 (1971), and 
ref 105, Figure 6.16]. 

However, with NO, the initial energy dependence and final state 
distribution were shown to be highly nonstatistical. The measured 
dependence of a branching ratio on rke for an electronic energy 
transfer" was somewhat higher than that predicted on the basis 
of the corresponding Franck-Condon (F-C) factors.122 

Ar(3P2i0) + N2(X1S9
+. V-O)-* Ar(1S0) 

+ N2(C
3II,; / = 0, 1, 2, 3) 

For rke's over the range 0.08-0.20 eV, <r(\/ = 0)/.<x(i/ = 1) = 
3.5 ± 0.2. However, from previous measurements the indica­
tions were that at rke »0.03 eV this ratio was about 5. The an­
ticipated value based on F-C factors is a constant at 1.9. The 
suspicion is that the relative cross section decreases with rke 
and approaches 1.9 at large values. 

2. Available Rotational Energy 

As indicated in the preceding section, the selective utilization 
of rotational energy for augmenting R —* P conversions is cir­
cumscribed by the restrictions that the total angular momentum 
be conserved in every event. In A + BC -»• AB + C reactions, 
the rotational state of the diatomic product is therefore sensi­
tively dependent on the masses of the reagents and on the im­
pact parameter.123 Most of the current information on rotational 
energy utilization is derived from studies of rotational energy 
disposal, either from scattered intensities of crossed beams or 
from fluorescence measurements under "arrested relaxation" 
conditions. The rotational state populations for the systems Rb 
+ Br2, Rb + HBr, Cs + CH3I, and Cs + CCI4 were determined108 

by passing the scattered beams of the alkyl halide products 
through a quadrupole electric field analyzer. The exoergicities 

of reactions with the halogen acids are modest (4.2-8.6 kcal 
mol-1) and the fraction of that which appeared as rotation in the 
products ranged from 11 to 31 %. The exoergicities for reactions 
with Br2, CH3I, and CCI4 are large (37-50 kcal mol-1) but only 
2-5 kcal mol - 1 was channeled into rotation; 80-90% of the 
exoergicity appeared as vibrational excitation of the alkali ha­
lide. 

The technique of "arrested relaxation"124 has provided in­
teresting data on the distribution .of products among vibra-
tional-rotational states in highly exoergic reactions, and by in­
ference the optimum distributions for the corresponding reverse 
reactions. The reactants (for example, H + Cl2 —• HCIf + Cl) 
are injected for rapid mixing into a large low-pressure vessel, 
such that the nascent products suffer few if any collisions prior 
to radiating (HCIT -*• HCI + hv). The distribution of product 
molecules among the various vibrational-rotational states can 
be estimated from the recorded intensities of the chemilumi-
nescence spectrum. The results of these experiments are 
summarized in Table II. The most direct study of the effect of 
reagent rotational excitation on product energy distribution was 
presented by Douglas and Polanyi125 for F + H2(V = 0;J) -+ 
HF(v\/) + H. Control of the initial rotational states of the hy­
drogen was achieved by using normal H2 at 77 and 209 K, and 
P-H2 at the same two temperatures. Channeling of reaction 
exoergicity into vibration was somewhat higher for the reactants 
in J = 0, 2 (70 and 69%, respectively) compared with J = 1 
(67%). These mean fractional allocations of exoergicity to 
product distributions are not reproduced by four different clas­
sical trajectory calculations, all of which predict a monotonic 
decrease with increasing J. This may indicate the presence of 
incorrect features in the potential energy surfaces which were 
used for these trajectories. The effectiveness of rotational energy 
of the CsF molecule upon its reactivity with K was measured in 
crossed molecular beams, over a range of rke 3-6 kcal/mol.126 

The reactive branching fraction was previously determined for 
a rotationally thermalized CsF beam.110 At a given total energy, 
rotational excitation is significantly less efficient than hard col­
lisions in promoting reactive decay of the intermediate complex 
(CsFK)1. In the reaction between H atoms and NO2 (-*OH + NO) 
in crossed molecular beams,127 the relative populations of OH 
in various rotational states were measured for v = 0 and v = 1. 
High degrees of rotational excitations were observed; the re­
corded distribution was analyzed on the basis of a surprisal 
function, as discussed in the section IV. 

Earlier investigators found unexpected rotational distributions 
in electronically excited products. Brenner and Carrington128 

recorded the chemiluminescence spectrum of CH(A2A; v = 0) 
generated in the reaction between C2H2 and O; these experi­
ments were carried out at reagent pressures of 0.1 to 8.5 Torr 
in an excess of N2, Ar, or He. The spectra indicated a rotational 
state population which was a superposition of two Boltzmann 
distributions, one at 1200-1400 K (presumably the nascent 
products) and another at the temperature of the reactor, due to 
relaxation by the ambient gas after 10-30 collisions. The rota-
tion-vibrational distribution of CN(X3S+), produced by photolysis 
of CICN at X > 160 nm, was monitored by laser induced fluo­
rescence.129 The extent of collisional relaxation during the in­
terval between production and reradiation was controlled by the 
total pressure and the delay between the photolyzing flash and 
the laser pulse. At a pressure of 0.07 Torr and a delay of 2 ,us, 
the recorded distribution had an population peak at J « 66-70; 
after 25 /u,s rotational relaxation was complete. 

3. Reactions between Oriented Molecules 
In section I we called attention to the distinction between the 

dynamics of a reaction, as executed by closely coupled atoms 
during an R —»• P conversion, and the corresponding {s-s) graph 
for the process. The large body of qualitative and quantitative 
kinetic data on the effects of substituents on type reactions in-
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TABLE II. Energy Partition in Nascent Products9 

Reaction 
Available energy 

(kcal/mole) (U) (fj) <o Vibrational state distribution 

H + F2 = 

H + Cl2 

D + Cl2 

H + Br2 

D + Br2 

D + I2 = 

D + IBr = 

D + ICI = 
H + ICI = 

= HFt + F 

= HCIt + Cl 

= DCIt + Cl 

= HBrt + Br 

= DBrt + Br 
Dlt + I 
J DBrt + I1 

lDlt + Br 
DIt + Cl 
HCIt + I " 

H + F2O = HFt + FO 

H + CI2O = HCIt + CIO 
H + CI2S = HCIt + CIS 

H + CI2S2 = HCIt + CIS2 

, HCIt+ Br 
H + BrCI + 

(HBrt + ci 

H+ O3 = OHt + O2 = 

H + NO2 = OHt + N 0 c 
H + CINO = HCIt + NO6 

F + H2 = HFt + H 
F + D2 = DFt + D 

F + HCI = HFt + ci 
Cl + HI = HCIt + I 

Cl + Dl = DCIt + I 

106 

48.5 

49.6 

43.7 

51 (rs)d 

44 (rs) 
54 (rs) 

38 (rs) 
30 (rs) 
55.8 

-93 

-70 
-48 

-51 

53 

33 

77.1 

31 
68.5 

34.7 
34.4 

~0.5 

0.39 

0.40 

0.56 

0.69-
0.72-
0.72-

0.68-
0.76-

0.6 

>0.32 

>0.30 
>0.35 

>0.36 

0.55 

0.58 

0.90 

0.3-0.5 
0.5 

0.66 
0.66 

0.07 

0.10 

0.05 

0.2 

0.09 

0.12 

»0.03 

0.2-0.3 
0.07 

0.081 
0.076 

0.54 

0.50 

0.39 

0.31 
0.28 
0.28 

0.32 
0.24 
0.2 

0.36 

0.30 

0.26 
0.27 

(C1 = 0.2 
Zc4 = 0.65 
(C1 = 0.28 
k4 = 0.08 
(C1 = 0.1 
(C4 = 0.88 
(C1 < 0 . 1 
(C4 = 1.00 

(c2 = 0.3 
(C5= 1.00 
(C2= 1.00 
(C5 < 0.08 
(C2 = 0.37 
(C5 = 0.27 
(C2 = 0.19 
(C5 = 0.23 

(C3 = 0.5 
(C6 = 0.95 
(C3 = 0.92 

(C3= 1.00 
(C6 = 0.05 
(C3 = 0.89 

Bimodal rotational distribution (nil = ' 
(V1 = 0.30 
(c4 = 0.81 
(C7 = 0.75 
(C1 = 1.1 
(C4 = 0.71 
(C1 = 0.3 
(C4 = 0.4 
(C1 = 1.0 
(C4 = 0.4 

(C4 = 0.92 

(C1 = 0.13 

/C4= 1.00 
(C1 = 0.27 
(C4 = 0.45 

(C2 = 0.63 
(C5 = 0.96 

(C2= 1.4 
(C5 = 0.45 
(C2 = 0.9 
ks = 0.1 
(C2= 1.6 
kB = 0.1 
(C2 = 0.80 

(C5 = 0.40 

(C2 = 0.36 

(C5 = 0.79 
(C2 = 0.45 

(C3 = 0.79 
(C6= 1.00 

(C3= 1.00 
(C6 = 0.22 
(C3= 1.00 

(C3= 1.00 

(C3= 1.00 

(C3 = 0.85 

(C6 = 0.30 
(C3= 1.00 

2n3/2 l 1 /2 spin states equal population 
(c<6 =* 0 (c9 = max (C10 

< 7 % of Etot remains in 
Fluorescence from i/ = 
(C3 = 0.82 
(C6 = 0.48 
(C1 = 0.31 
(C1 « 0.3 

(C4 = 0.96 
(C7 = 0.10 
(C2 = 1.00 
(C2 < 0.7 

= 0 
O2 

3,2, 1 
(C5= 1.00 

(C3 = 0.48 
(C3= 1.00 

-35 
33.9 

34.0 

0.70 

0.71 

0.13 

0.14 

0.17 

0.15 

(C4 = 0.72 
(C1 ~ 0.7 
(C1 = 0.18 
(C4 = 0.74 
(C1 ~ 0.08 
(c4 = 0.68 

Ac2 = 1.00 
(C2 = 0.32 

(C2 = 0.12 
(C5= 1.00 

*3 

'0.15 
• 1.00 

(C3 = 0.33 
(C6 = 0.05 

Cl + HBr = HCIt + Br ~17 t(obsd) 
Br + HI = HBrt + I ~18 t(obsd) 

8 T. Carrington and J. C. Polanyi, Chem. Kinet. (MTP Int. Ser.), 9 (1972). * M. A. Nazar, J. C. Polanyi, and W. J. Skrlac, Chem. Phys. Lett., 29, 473 (1974); 
see also Faraday Discuss. Chem. Soc, No. 62, 319 (1977). c J. C. Polanyi and J. J. Sloan, Int. J. Chem. Kinet, Symp. 1, 51 (1975).d rs = reactive scat­
tering. 

directly led to the discovery of specific features in the corre­
sponding potential energy surfaces. These are often expressed 
in geometric terms and assigned to selected orientations in the 
T structures. This is the basis for the concept of favorable vs. 
unfavorable "steric" factors. One recent example is the analysis 
of the stereochemical consequences of correlated rotations of 
"molecular propellers" as expounded by Mislow.130 Chemists 
also refer to more or less favorable directions of approach in 
bimolecular encounters. The supporting evidence is derived 
mostly from reactions in solutions, and curiously no role is as­
signed to the solvent unless it participates directly in the reaction, 
nor is the influence of solvent packing considered, although such 
an effect is unavoidable in condensed phases. There is still a third 
sense in which "orientations" is used—the directing effect of 
substituents attached to the substrate, on the relative fractions 
of several possible products which are generated, for example, 
the free radicals additions to olefins.131 This is due to an ener­

getic factor, that is, the control of the shape of the potential 
energy surface by the specific substituents. 

For gaseous reactions there are very few experiments 
wherein the mutual orientations of the reacting molecules enter 
explicitly in the discussion. Kinetic data obtained at moderate 
or high pressures are casually interpreted by introducing an ar­
bitrary (p) factor; this accounts for those measured cross sec­
tions which are less than the kinetic theory (viscosity) derived 
values. Clearly, discussion of orientation effects has meaning 
only when the duration of a collision (i.e., the time during which 
the colliding pair remains within a sphere of radius approximately 
two collision diameters of each other) is significantly less than 
the rotational period of the lighter molecule, or of the internal 
rotation of any group close to the reaction site. In computational 
modeling of bimolecular events careful examination of both 
reactive and inelastic trajectories may indicate that the proba­
bility for reaction or for energy transfer is orientation dependent. 
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However, the few examples which have been published dem­
onstrate that the collision process is dynamically complex, such 
that a variety of mutual orientations are imposed on the reactants 
during collision.38 One could argue that while the relative ori­
entation of the approaching molecules at large separation 
predetermines the portion of phase space which is swept out 
by the collision event, the relative orientation at closest ap­
proach, and hence in the T region, generally will be set by the 
shape of the potential energy surface. Possibly more significant 
factors than the mutual orientation are the rotational angular 
momenta of the pair and the impact parameter. 

Study of reactive collisions in crossed "oriented" molecular 
beams provides the possibility for ascertaining whether selec­
tivity of initial orientations is a crucial factor. Such experiments 
are difficult to perform because of the low signal levels available 
when one selects the reagents on the basis of their rotational 
state (J;m), vibrational state (v) as well as rke. However, the 
experiments which have been performed proved most inter­
esting.132 Partial selection of molecular orientations of sym­
metric rotators in molecular geams was achieved with inhom-
ogeneous hexapole electric fields (CH3I, f-Bul, CHCI3, and CF3I). 
These were then crossed with a beam of potassium atoms and 
the product intensities (KI;KCI) were measured as a function of 
scattering angle. For the alkyl iodides a significantly higher in­
tensity was recorded for orientations with the I atom closest to 
the potassium, compared with orientations when the R group 
pointed toward the metal. However, for the latter orientations 
the reactive cross section was not zero. There was no difference 
between the head/tail encounters of K with CHCI3, while CF3I 
showed a larger reactivity for orientation with the CF3 end di­
rected toward K. In none of these was the scattering indicative 
of a long-lived complex. Preliminary results of trajectory cal­
culations for (Rb + CH3I) in oriented crossed beams,133 in which 
a six-particle potential was used, were not entirely satisfactory. 
Bunker and co-workers searched for a surface which reproduced 
the main observed features, including the scattering angle dis­
tribution and the head/tail reactivity ratio. They tested over 30 
surfaces and at last found one which appeared to account for 
most but not all of the data. An extended review of scattering 
from oriented molecules, covering experimental procedures, 
data, and interpretations was prepared by Reuss.134 

At this stage one may conclude that steric factors are indeed 
significant, but molecular interactions are more complex than 
those deduced from the ball-stick models. The question whether 
directional attractive or repulsive forces between a colliding pair 
reorients the approaching molecules so as to facilitate (or hinder) 
reaction cannot be answered by experiment. Classical trajec­
tories for some systems indicate that such reorientations do 
occur.135136 In solid matrices, at low temperatures (20 K), 
molecules in particular orientations do show preferential reac­
tivity.310 

D. Vibration Energy Pools 

In the preceding sections we discussed the characteristic 
times associated with several types of transitions undertaken 
by the representative points for a molecular event, in its ran­
dom-walk through phase space. That these transitions are strictly 
random, in that the probability for the occurrence of any specified 
event is entirely independent of the preceding or following 
events, is an assumption of considerable significance. Except 
when intramolecular energy flow occurs, the driving forces for 
this wandering of the representative point are molecular cplli-
sions, and the probabilities for the various types of jumps which 
can occur are controlled by the potential energy surface for the 
interacting pairs of molecules. A reasonable but unproven 
postulate is that, subject to total energy and momentum con­
servation, small hops are more likely than large ones. When one 
applies this to an (s-s) conversion he is merely restating an old 

dictum: the states which most probably precede or immediately 
follow transition states are similar in structure and in energy 
partition to the T states. This postulate provides the clue for the 
inadequacy of the purely statistical treatment in which the 
probability for an R —*• P conversion is merely dependent on (E 
— E*)R; it does suggest that a weighting function, such as was 
incorporated in eq 16 and 19, is required to provide for param­
eters which are missing in the statistical formulation but would 
appear as a consequence of a completely dynamical calcula­
tion. 

Consider now the typical three-center reaction 

\ R # «.„.. T --> p#/ 

\ 
A + B C —>-\ |A.. . .B. . . .cS/—* A B + C 

wherein the displacement of C is substantially exoergic and 
requires a low Ei,. The states of R# which most frequently feed 
into T have relatively little translational and vibrational energy 
when measured from ground level of (A + BC). This applies to 
T and by symmetry to P*, i.e., when C is still close to AB. Thus, 
on their separating there is little kinetic energy in their center 
of mass coordinates. However, relative to the ground state of 
the product system (AB + C) these products are energized; 
consequently this energy must be incorporated in AB as vibra­
tional excitation. Qualitatively, one concludes that the highest 
probability path which accounts for energy partition in the 
products is low rke and high vibrational content. It follows that 
for the reverse endoergic process (displacement of A by C) the 
T states of highest probability incorporate little rke of the par­
ticipating species (AB + C) and the large £ l must be comprised 
of vibrational energy in AB. Thus, vibrational excitation is of little 
use for the left to right conversion but is particularly effective 
for the right to left transition. This argument is not novel. An early 
discussion of energy distribution among reagents and products 
for three-center reactions was given by Polanyi,137 and for 
four-center metatheses by Bauer and Resler.138 In the following 
paragraphs we summarize experimental results for many re­
actions which were investigated under single collisions condi­
tions (molecular beams or arrested relaxation techniques). 
During the past 5 years this work has been documented and 
analyzed in detail by prolific reviewers.139 

1. Abstraction and Displacement Reactions with H, X, 
or M Atoms 

As a class, the reactions of the hydrogen halides have re­
ceived the most attention because the vibrational energy content 
of the products can be ascertained from their chemilumines-
cence in the infrared (indeed, many of these reactions generate 
chemically lasing media), and the vibrational energy content of 
the reactants can be controlled with the available lasers. From 
Table III of bond dissociation energies140 one may readily select 
combinations of (atom + diatom) for which an abstraction step 
is substantially exoergic, and thus likely to produce vibrational^ 
excited diatomic products. For H2 + X - * HXf + H (X limited to 
F and CN) the nascent product contains a substantial portion of 
the total available energy as vibration (50-70%) (Table II). 
Furthermore, within the vibrational energy pool the population 
distribution among the states is inverted; i.e., more nascent 
products are channeled into higher v states than into the lower 
ones. Reactions which generate HF* are utilized for efficient 
chemically powered lasers since high inversion ratios are thus 
generated and the v —*• (v — 1) transition matrix elements are 
substantial.141 The report by Perry and Polanyi142 illustrates the 
currently attainable selectivity in measuring state-to-state rate 
constants via arrested relaxation for the four reactions: F-I-H2 

(D2;HD). In the products the mean fractions of the available en­
ergy which appears as vibration are 0.66, 0.67, 0.59, and 0.63. 
The corresponding fractions for rotational excitation are 0.083, 
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TABLE III. Approximate Bond Dissociation Energies140 (For Estimating 
Exoerglcltles in Atom Transfer Reactions) 

TABLE V. Relative Vibrational Populations [RH + F - » HF( v) + R]151b 

CN Cl Br 

CN 
F 
Cl 
Br 
I 

Li 
K 
Cs 
Ba 

Cl3C 
H3C 
F6S 

143 
[ ] 

(105) 
(91) 
(81) 

119 

37.0 
59.5 
67.2 
66.4 

137 
117 
120 

(136) 

106 
(108) 

(78) 

57.3 
51.6 
49.7 

111 
101 
104 

(111) 

70 
81 

45.5 
41.9 35.6 

100 83 
90.5 78 
99.5 80 
98 97 

50 
67 54 

(CH3)20 

(CHs)2S 

(CH3J3N 

H2O 

H2O2 

H2S 

NH3 

N2H4 

PH3 

CH4 

C2He 

SiH4 

3 

3 

3 

1 

4 

4 

2 

(5) 

5 

3 

3 

4 

10 

12 

8 

10 

10 

7 

93.3 

11 

4 

8 

12 

119.2 

89.5 

91 ± 1 

104 ± 2 

76 ± 2 

80 

103 ± 2 

98.2 

(80) 

98.71 

96.311 

100.6^1 

121.4±I 

89.011 

91.7: 

109.9±| 

85_12 

78.2+4 

103.411 

101.011 

86.81s 

H 

129 
135 
102.3 
86.6 
70.4 

103.2 

90 
102.7 

TABLE IV. RH + F — HF( v,J) + R151a 

Highest level R-H 
Reagent v J bond energy 

Bond energy 
plus threshold 

energy % Ev 

45 
36 
49 
40 
57 
49 
64 
32 
52 
44 
57 
48 

50-61 
36-46 
(-30) 
(-20) 

49 
45 
58 
55 
63 
60 

49-55 
44-50 

0.076, 0.125, 0.066. [Note that while it is convenient to list and 
discuss mean values for energy partition among the vibrational 
rotational and translational energy pools, the distributions among 
the individual states have been determined143 and provide 
checks for theoretical analyses.] Variation of the temperature 
of the reactants from 77 to 1316 K, shows that enhanced reagent 
translation results in enhanced product translation plus rota­
tion. 

Lasing by HCNT has been demonstrated144 but this system 
has not yet been incorporated into practical devices. Concur­
rently, halogen atom abstractions of the type H + Y2 —* HY+ + 
Y (Y = F, Cl, Br, I) have been extensively studied. Also, vibra­
tional^ excited products which are either totally or partially in­
verted are produced in the displacement: X + HY - * HXT + Y 
(provided the atomic number of X is less than the atomic number 
of Y145). However, studies of the displacement of CN by F and 
of the heavier halogens by CN have yet to be reported. Douglas 
et al.146 estimated (from the depletion of chemiluminescence) 
the effects of controlling reactant energy on specific state rate 
parameters, for three endoergic (v = 0) reactions: HCI(V = 1-4) 
+ Br; HF(V= 1-6) + Cl; HF(v= 1-6) + Br. xend0(v) exhibited a 
threshold at the vibrational level for which 5v ib « £*; for <?vib 

Nascent (corrected) distribution 
Substrate v= 1 v= 3 

CH4 

C2H6 

C(CH3)4 

CeHsCH3 

0-CeH4(CH3)2 

p-C6H4(CH3)2 

1,3,5-C6H3(CHs)3 

1,3,5-C6D3(CHs)3 

C6H6 

CH3CN 
C6H6OH 

0.22 
0.119 
0.166 
0.281 

0.170 
0.689 
0.387 
0.680 

0.65 
0.521 
0.708 
0.391 

0.359 
0.311 
0.330 
0.242 

0.13 
0.363 
0.132 
0.309 
0.309 
0.309 
0.309 
0.430 

0.283 
0.065 

0.027 
0.027 
0.027 
0.027 
0.047 

0.013 

> E* the major path for depletion of the excited reactant is H 
atom transfer rather than deexcitation. This work is an experi­
mental confirmation of classical trajectory predictions that in 
endoergic reactions, vibrational excitation is efficiently utilized 
for crossing the activation barrier. 

For the essentially thermoneutral reaction: 

and for 

H + DCI(HCI) — > - HD(H2) + Cl, 

DCI + H — V D + HCI 

there are confusing experimental results and contradictory 
calculations; hence it merits brief mention. Of special interest 
is the effect of controlled vibrational excitation of the halogen 
acid in augmenting these rates (see next section). For the ab­
straction path, the forward and reverse reactions were investi­
gated in a discharge flow apparatus attached to an EPR spec­
trometer, to follow atom concentrations. The 1968 results which 
indicated that the ratio of (kalk-a) « (2-3)Keq(a) has now been 
rectified.147 It appears that the atomic Cl reacted with the HCI 
on the walls, probably to generate HCI2, which confused the 
stoichiometry. For the displacement reaction, there appears to 
be a difference of several orders of magnitude in the reported 
measured preexponential factors of /cd. Molecular beam data 
(A » 1013 148) are in conflict with photochemical experiments 
(A * 1010). The larger value is supported by trajectory calcula­
tions for the H2CI system, with k& > k&

U9 Recent extended 
calculations by Dunning150 for colinear states show a barrier of 
« 8 kcal/mol for abstraction (H • • -H • • • Cl) and »25 kcal/mol 
for exchange (H • • • Cl • • • H). The abstraction of H(D) atoms by 
F and Cl from hydrogen bearing species [F + HR —* HF* + R] 
has been extensively investigated.151 The spectrum of R's 
covered is shown in Tables IV and V. For several cases the 
partition of energy in the HF is illustrated in Figure 9. 

Moehlmann and McDonald152 estimated (from arrested-re-
laxation infrared-chemiluminescence spectra) the partition of 
energy in the products generated by F atom abstraction of hy­
drogens from several olefinic and aromatic substrates. Their data 
indicate that approximately 40% of the exothermicity appears 
as vibrational excitation of the HF(V), with the v = 1 state most 
likely to be populated. Of special interest were their estimates 
of the relative cross sections for substitution vs. abstraction, 
based on the recorded emission by the monosubstituted fluo­
rides. Their results are summarized in Table Vl. Note that the 
ratio of cross sections for substitution vs. abstraction can be 
large; for instance, it is 14 for a symmetrical dichloroethylene 
and 3 for monobromobenzene. One is directed to the intriguing 
question as to the partition of exothermicity between rke of the 
fragments [RFT + (H;CH3;X)] and the internal energy of the RFf 
residue. These investigators later repeated the F substitution 
reactions153154 wherein they compared the observed vibrational 
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TABLE Vl. Abstraction vs. Substitution [F + RH — HFt + R and — FR + H]152 

Substrate 

Ethylene 
Propene3 

Vinyl chloride 
Vinyl bromide 
jjem-Dichloroethylene 
c/s-Dichloroethylene 
Benzene 
o-Xylene 
oChlorotoluene 

a Propene: v = 4 attained 0.02. 

V = 1 

0.44 
0.33 
0.40 
0.37 
0.49 
0.43 
0.42 
0.43 
0.43 

(Abstraction) 
Relative populations 

v= 2 

0.32 
0.32 
0.36 
0.38 
0.24 
0.31 
0.30 
0.26 
0.26 

TABLE VII. Characteristics of the Fluorine Substitution Reactions154 

Reaction 

I. F + C2H3-H 
F + C2H3-CH3 

II. F + C6H5-H 
F + C6H5-CH3 

III. F + C2H3-CI 
F + C2H3-Br 

IV. F + C6H5-CI 
F + C6H5-Br 

Density of 
states in 

products3 

10 
550 
2 X 104 

3 X 106 

1.2 X 105 

4 X 106 

2.3 X 109 

1.0X 1012 

(EM),b 

kcal mol 1 

4 
14 
7 

14 
25 
40 
25 
40 

v = 3 

0.02 
0.17 
0.04 
0.07 
0.03 
0.04 
0.07 
0.09 
0.09 

Exit 
channel 
barrier 

Yes 
Yes 
Yes 

No 

No 

U 

0.38 
0.33 
0.41 
0.44 
0.35 
0.38 
0.41 
0.40 
0.40 

Translational 
energy 

distribution 

Nonstatistical 
Nonstatistical 
Nonstatistical 

Statistical 

Statistical 

Ratio of cross s 
substitution to at 

3 
0.2 
4 
2 
14 
7 
3 

<0.2 
<0.2 

Complex 
lifetime, 

s 

> 5 X 10~12 

> 5 X 10~12 

> 5 X 10~12 

> 5 X 10- 1 2 

ections: 
jstraction 

Vibrational 
energy 

distribution 

Nonstatistical 

Statistical 

Statistical 

Statistical 

a Number of vibrational states in a 1 cm 1 wavenumber interval. b Average product internal energy = (available energy) - (average recoil energy). 

3 LO 

IO 20 30 
Energy ,kcal mole"' 

Figure 9. Relative vibrational populations from F + RH —• HF(V) + R-
Abstracted from D. W. Setser and H. W. Chang, J. Chem. Phys., 58, 
2298(1973). 

energy distributions in various substituted olefinic and aromatic 
compounds with those which would be obtained had the products 
exhibited statistical partitioning of energy. Nonstatistical distri­
butions were found only for the olefinic substrates, in which F 
replaced H or CH3. For displaced Cl, Br, and for all the aromatic 
substrates, statistical vibrational distributions were generated; 
see Table VII. 

Farrar and Lee165 examined the production of chemically 
activated C2H4Ft in crossed beams of ethylene and F atoms. 
From the observed symmetric angular distribution of product 
species they concluded that the addition complexes had lifetimes 
of several rotational periods, and from the recoil velocity dis­
tributions deduced that « 5 0 % of the total available energy ap­
peared in rke of the product species (H + H2C=CHF). Similar 
results were obtained for 

F + C4H8 
C4H7F + H 

C3H5F + CH3 

o.5r 

Ba »HC{ 

3a *HSr 

Ba » H I 

20 

I I I I 
2000 3000 

Figure 10. Distribution of BaX vibrational states from Ba + HX —• 
BaX(Z) + H (ref 158a). 

The latter case is of particular interest, for if one considers the 
products of the decomposition of the nascent C3H8F* there is 
sufficiently rapid redistribution of energy for the weaker bonds 
to break even through they are far removed from the site of initial 
excitation; however, recoil energies were found to be much 
higher than those predicted had statistical redistribution occurred 
during the lifetime of the transient complex. 

Chlorine and bromine substitutions in four vinyl bromides 
showed both statistical and nonstatistical behavior.156 These 
reactions have large cross sections, 20-35 A; the product 
translational energy distribution for (Cl + H2C=CHCH2Br - * 
CICH2CH=CH2 + Br) was markedly nonstatistical. In three other 
cases (quoted in ref 154 and 155) the populations in one par-
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TABLE VIII. Cross Sections and Energy Disposal1588 

Reaction 

B a + HF 
Ba + HCI 
Ba + DCI 
Ba + HBr 
B a + HI 

Exoergicity, 
eV 

0.55 
0.48 
0.42 
0.61 
1.26 

• <E„>/eV 

0.06 
0.13 
0.12 
0.22 
0.22 

(Ej)M 

0.07 
0.09 
0.09 

(K) 

0.12 
0.28 
0.29 
0.36 
0.18 

(tj) 

0.13 
0.18 
0.20 

(fxr) 

0.75 
0.54 
0.51 

Simon H. Bauer 

ReI (T 
(scatt 

chamber) 

0.12 
0.60 
0.40 

(1.00) 
0.67 

ticular vibrational mode of the products appear to be highly en­
hanced. 

There are several interesting interhalogen displacement re­
actions which are exoergic; these were investigated in crossed 
molecular beams.155b'157 From velocity analysis it appears that 
the exothermicity is largely channeled into vibrational excitation. 
Two of the cases studied [Cl + Br2; Br + I2] have modest ex-
oergicities. Experiments with F as the attacking atom would il­
lustrate the effect of mass and the larger exoergicity. 

Another sequence of abstraction reactions, where the at­
tacking atom is an alkali or an alkaline earth metal, was studied 
by recording the intensity of scattered metal atoms by the 
halogens, halogen acids, and alkyl halides. Reference to the 
lower half of Table III provides estimates of the large exoergi-
cities which are involved. A detailed analysis of product state 
distributions from the reaction Ba + HX -»• BaXf + H was pre­
sented by Zare and co-workers;158 it is illustrated in Figure 10. 
The observed disposal of exothermicity is summarized in Table 
VIII. Less detailed data on energy partition in the alkali metal 
bromides of K, Rb, Cs (M + Br2 -» MBr? + Br) were mentioned 
in the previous section; between 81 and 90% of the available 
energy appears as vibrational excitation. For the reactions HF 
(v = 1-5) + Na — NaF + H, and HCI (v = 1-4) + Na — NaCI 
+ H, Blackwell et al.159 found a strong dependence of the rate 
on the vibrational state of the reagent for excitation above the 
threshold (the corresponding AE0's are +13.5 and +6.2). This 
is indicative of a potential energy surface with the crest in the 
exit valley. Pasternack and Dagdigian160 reported their prelim­
inary studies of the reaction between M + BrCN (M = Ca, Sr, Ba). 
They also used laser-induced fluorescence to analyze the 
product states. The dominant pathway is the production of the 
monocyanide, with relatively little (or none) of the bromide. The 
fluorescence lifetimes of the MCN's were determined but not 
the partition of exothermicity. Schmidt et al.161 studied the ab­
straction of Cl atoms from CCI4 by Ba (->• BaCIf + CCI3) in a 
crossed beam experiment. Energy disposal of the product 
species was determined from the intensity of laser-induced 
fluorescence. The fraction of exothermicity which appeared in 
vibration was 0.75 ± 0.3, in rotation 0.04 ± 0.02. The vibrational 
state populations in the BaCI is narrow, with the maximum ap­
pearing at v = 43. In the reaction Ba + CF3I —• BaI+ + CF3, the 
vibrational state distribution is bimodal, with peaks at v « 27 and 
47. Two reaction paths are indicated.311 Finally, Behrens and 
co-workers162 found from recoil velocity spectra of products 
from crossed beams of Li with SnCI4, PCI3, and SF6, that the 
reaction proceeded through a long-lived complex, with energy 
equipartitioning in a loose transition state. 

2. Elimination Reactions 

Highly energized alkyl halides (molecules or radicals) have 
been prepared via half a dozen routes. When sufficiently excited 
the substrates dehydrohalogenate, either through a three-center 
(a-a) or a four-center (a-fi) transition state. The results of early 
kinetic investigations of (a-/3) eliminations which were thermally 
induced are accounted for by RRKM theory. The objective of 
several recent studies was to establish empirical procedures 

for estimating activation energies; these are well documented163 

as are the experimental excursions to the high-temperature 
range utilizing shock tube techniques. In the present context, 
the significant questions revolve around the partition of the 
product olefins between cis and trans structures, the distribution 
of energy between the eliminated HX and the organic residue, 
and the disposal of excitation energy within each of the prod­
ucts. 

Consider first (a-a) eliminations. In variously substituted 
ethanes this channel competes with the (a-j3) channel when the 
threshold for the former is lowered by 1,1-dihalogen substitution. 
Then the nascent organic residue is a carbene, which rearranges 
preferentially to a cis olefin. The case of 1,1,2-trifluoroethane 
was analyzed in detail by Holmes et al.164 The highly energized 
ethane resulted from the recombination of CH2F with CDF2 

radicals which were generated during photolysis of mixtures of 
1,3-difluoroacetone and 1,1,3,3-tetrafluoroacetone-d2. 

HFf + CHF=CDF (cis and trans) 

DFt + CH,=CF, 

-CH2F + -CDF2 — • |H2C CF2)* 

| ( a - « ) 

DF + CH2F CF 

CHF=CHF (cis and trans) 

It appears that 78% of the available energy (which is 77 kcal/ 
mol) is released in the olefin fragment for the (a-a) channel. In 
iCH2CI-CDCI2}# the internal energy distribution appears to be 
consistent with statistical partitioning of the excess energy. 
These disposal patterns contrast with (a-f3) eliminations wherein 
the energy is channeled into translation and rotation of the 
products, and into vibrational energy of the HXt 

Holmes and Setser166 estimated the redistribution of energy 
in the products resulting from the insertion of 1CH2 into a C-H 
bond in chlorocyclobutane, followed by a four-center HCI 
elimination. If not collisionally stabilized the three highly excited 
methylchlorocyclobutanes («109 kcal/mol) undergo ring rupture 
to produce ethylene and propylene, or eliminate HCI to generate 
vibrational^ excited methylcyclobutane. The latter is sufficiently 
energized to isomerize into substituted pentadienes. From the 
observed product distribution, the known activation energy for 
HCI elimination, and the reported fraction of available energy 
which appears as vibration in the ejected HX, these authors 
concluded that «30% of the total energy appears as rke or as 
rotational energy of the products; i.e., «57% is retained in the 
olefin fragment. 

Gleaves and McDonald166 recorded the infrared chemilumi-
nescence from chemically activated halocarbonyls generated 
by 0(3P) addition to the corresponding olefins. In the two cases 
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studied the elimination site is displaced from the newly formed 
bonds by one and three C-C bonds, respectively. They found that 
the vibrational state distribution of the ejected HCIt was the same 
when oxygen was added either to 3-chlorocyclohexene or to 
5-chloro-1-pentene. This indicated that the excess energy in the 
adduct was randomized in a time less than is required for reac-
cumulation of the activation energy at the four-center elimination 
site, independent of the molecular geometries. However, the 
HCI(v) distribution is highly nonstatistical (N2 > N1): the relative 
populations (AZ2 = 1) are N1 = 0.83; 0.94; N3 = 0.60; N4 = 0.20; 
N6 = 0.05. 

The addition or insertion of 0(3P) atoms followed by HFf 
(four-center) eliminations was also reported by Lin.167 CHF and 
HCF2 radicals were produced by successive photodetachment 
of Cl atoms from HCFCI2 or HCF2CI (or of bromine atoms from 
HCFBr2). Then, insertion following by elimination produced HF 
lasers. 

0(3P) + 
CHF — |HFCO)# — HF^ + QO 
CHF2 - * |HF2COj* — HFt + FCO 

AH° = -181 kcal/mol 
AH0 = -103 kcal/mol 

The vibrational energy distributions in nascent HFt from 
CH3CF3" [ -CF 3 + CH3] and from CH2CF2* [-CH2CF2 + Hg* 
(63P1)] were studied by Clough et al.168 in a fast flow system. 
From the chemiactivated CH3CF3", the elimination of HF(v) with 
v = 1—"4 was observed. The upper value corresponds closely 
to the activation energy for the reverse step: CH2CF2 + HF —»• 
CH3CF3*. Thus, it appears that of the 72 kcal/mol which the 
radical pair, H3C-CF3, incorporates (measured from CH2CF2 + 
HF level), 30 kcal was statistically distributed prior to the HFt 
elimination. They found that K(V)/K(V= 1) = 0.43 for v = 2, 0.13 
for v — 3, 0.033 for v = 4. Analysis of the energy partition in 
CH2CF2* produced by the e-e transfer from Hg(63P-i) rests on the 
assumption that all of the 112 kcal (3Pi-1S0) was transferred to 
electronic plus vibrational energy of the olefin. The observed 
relative rates of production of the excited HF*v) are K(V)/K(V = 
1) = 0.40 for v = 2, 0.21 for v = 3, and 0.072 for v = 4. Here 
also, the distribution is accounted for by assuming that the vi­
brational excitation is a consequence of energy release during 
the displacement of HFt from the HC=CF residue. 

Hydrogen or deuterium fluoride elimination lasers from highly 
energized species, produced by radical recombination, were 
first reported by Pimentel and co-workers;169 stimulated emis­
sions were recorded for v = 1—«-0 and v = 2—*1, but no v = 
3—*2 was detected. Also, HF, HCI, HBr laser emissions were 
observed upon photoexcitation of a variety of substituted olefins; 
these were summarized by Berry.139d The experimental ob­
servations suggest the sequence: selective excitation of the 
substituted olefin to a vibronic state, 1(7r,7r*), which rapidly de­
cays («10 - 1 3 s) by direct predissociation to products in their 
ground electronic state. However, the populations of HX<"> are 
nonstatistical (i.e., they are inverted). 

It is worth noting that chemically activated fluoroalkanes can 
be prepared via chain fluorination170 

F2 =2F 

F + C2H6 

CpHc + Fp 

HFt + C2H5 

- C2H5F* + F 

•+ C,H. + HFt 

The exothermicity of the last step is 69.4 kcal/mol; this is more 
than that required for HF elimination; i.e., a substantial part of 
the exothermicity of the addition of F to the ethyl radical is re­
tained as vibrational energy in C2H5F*. The application of detailed 
balance arguments to the reverse (HX insertion) reaction 

suggests that laser augmented addition of HX(v,) to substituted 
olefins should occur at or somewhat above room tempera­
ture. 

3. Other Insertion and Elimination Reactions 

The production of vibrational^ excited diatoms in highly 
exothermic reactions was first demonstrated by Norrish and 
co-workers in the mid-1950's and reviewed by Basco and Nor­
rish171 

uv 
XO2 — > - XO + O (X = Cl, N, O) 

(to) 

O + XO2 — 02
(v) + XO, etc. 

Here attention is directed to the recent experiments wherein it 
was demonstrated that highly nonstatistical vibrational state 
populations were produced in many cases, sufficient to initiate 
stimulated emission of characteristic radiations. Perhaps the 
most dramatic case is the attack of CS2 by oxygen atoms. The 
initial stripping of one sulfur atom (—>-CS + SO) is followed by 
CS + O -» COt + s (AH° = -85.1 kcal mol-1), generating a 
high level of vibrational excitation in the carbon monoxide. 
Emissions from v = 18 have been observed, and a low-pressure 
flame laser has been demonstrated.172 The maximum population 
of CO(v) appears at v= 12. However, there is substantial dis­
agreement among several investigators as to the relative nascent 
populations in the v 5= 6 range. Kelly173 suggested that these 
differences can be reconciled if one assumes that the various 
experimental configurations produced differing contributions 
of excited CO via: CS2 -* COt + s2. Hudgens et al.174 studied 
in a molecular beam experiment the reaction between 0(3P) and 
CS2 and CS, utilizing the technique of arrested relaxation of in­
frared chemiluminescence. Indeed, they found that the reaction 
proposed by Kelly does generate vibrational^ excited CO. A 
similar but considerably less efficient laser can be made utilizing 
the reaction between oxygen atoms and C3O2.

175 A partially 
inverted CO population is probably generated by: 

„ „ discharge „ „ , „ „ 
C3O2 ^ C 2 O + CO 

„ discharge 
O2 ^ * 2 0 

C2O + O - * CO1 + c o AH° = -160 kcal/mol 

Strieker and Bauer found that the net low gain is due to ab­
sorption (within the lasing medium) of CO radiation by the C2O 
and C3O2 species. In the spin-forbidden reaction 

0(3P)+ C3O2(1Sg+)-* 3CO(X1S+) AH0 = -115 kcal/mol 

the three CO's leave with about 16% of the total available en­
ergy, in a near-statistical population distribution.176 A list of other 
reactions which lead to inverted or partially inverted CO popu­
lations is given in Table IX, assembled by Lin.177 In the attack 
of COS by 0(3P) and 0(1D) Shortridge and Lin178 found that of 
the total available energy only 11 % for 3P and 4% for 1D are 
channeled into vibration of the CO; the maximum population 
appears in the v = 0 state. 

A very interesting application of a carefully controlled CO 
probe laser permitted Lin and co-workers to diagnose the dy­
namics of the reaction of 0(3P) atoms with allene, methylac-
etylene, and 1-(2-)butyne.179 With allene, the CO(v,) generated 
has a vibrational temperature of 5100 ± 100 K, compared to 
2400 ± 200 K for that from methylacetylene. The mean vibra­
tional energy contents of the COT were found to be 6.8, 2.3,1.0, 
and 1.1 kcal/mol, respectively, in good agreement with pre­
dictions based on a statistical model; i.e., the energy appears 
to be randomized in the transition states. The distribution of COt 
resulting from the two reactions: 
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TABLE IX. Chemiexcltatlon of CO and HF Lasers1 

Pumping process 

I. Bimolecular reactions 
a. 0(3P) + CS — CO + S 

0(1D) + CN — CO + N(2D) 
0(3P) + CN — CO + N(4S) 
0(3P) + CH — CO + H 
0(3P) + CSe — CO + Se 
0(3P) + CF — CO + F 

b. 0(3P) + C3O2 — 3CO 
0(1D) + C3O2 — 3CO 
0(3P) + C2H2 — 2CO + 2H 
0(3P) + CH2 - > CO + 2H 
CH + O2 — CO + OH 
CH + NO — CO + NH 

c. O + C H F - HF + CO 
O + CHF2 — HF + FCO 
O + CH2F — HF + HCO 

II. Photodissociation reactions 
OCS + hi> (A > 165 nm) — 
CH2CO + hv (X > 165 nm) 

a M. C. Lin, Int. J. Chem. Klnet, 

-AH0, 
kcal/mol 

85 
64 
74 

176 
118 
129 
115 
160 
122 
75 

159 
105 
181 
103 
114 

C O + S 
— CO + CH2 

5, 173(1973). 

Transitions 
(Av) 

(14,13) —(3,2) 
(13,12) —(5,4) 
(13,12) —(5,4) 
(18,17) —(3,2) 
(18,17) —(7,6) 
(14,13) —(2,1) 
(11 ,10 ) - (7 ,6 ) 
(13 ,12 ) - (5 ,4 ) 
(13,12) —(12,11) 
(9,8) - (5,4) 
(14,13) —(2,1) 
(6,5) - (3,2) 

(13,12) —(7,6) 
(8,7) — (4,3) 

(1'3>CH, + O, 

CH, + CO, 

(D 

(2) . 

HCOOHt COM + H9O 

H2C-

O 
/ \ 

-C=O C0<w> + H2CO 

was investigated by Hsu and Lin,180 who found values for v < 
13 and w < 4. In reaction 2 the vibrational population was close 
to that expected for randomization in the [H2COCO] long-lived 
intermediate. A similar calculation for (1) predicted a hotter 
distribution than that observed, suggesting that it is produced via 
several channels. The addition of 0(3P) to cyclooctene181 pro­
duces a biradical intermediate, with 20-40 kcal/mol of vibra­
tional energy. Intersystem crossing (T1 — S0) and a very rapid 
internal H-atom transfer generate cyclooctanone with 118 kcal 
of excitation, but with an estimated lifetime of ^ 6 5 s. From its 
IR emission spectrum the authors concluded that in this large 
molecule all the vibrational modes (of widely different character) 
were populated according to their statistical weights. 

Mixtures of H2 and O3 when flash photolyzed in a laser cavity 
emitted stimulated IR radiation, which was identified as P1 

transitions of v = 3—2, 2—1 and 1—0 of OH<v>.182 There are 
two pumping reactions: 

0(1D) + H2 — H + OHt a n d H + O3 — OHt + O2 

Jensen183 summarized the current status of IR laser emissions 
derived from metal-atom oxidation reactions. The metallic va­
pors were generated by exploding wires in atmospheres of the 
oxidizers [O2, F2, NF3 ] . 

The final citation pertains to the vibrational energy distribution 
produced in NO during the reaction of N(4S) with molecular 
oxygen.184 Upon correcting for the v-vquenching of the nascent 
population of NOt 5y the excess O2, the authors concluded that 
24% of the NO molecules were produced in level v = 2 (which 
degraded to v = 2 — 7); the nascent populations in v = 3—7 
were respectively 16, 25, 23, 70, and 5%. 

4. Photodissociation and Recombination Reactions 

It is not surprising that products of molecular fragmentation 
are often generated with substantial energy content when dis­
sociation is a consequence of excitation to an electronic state 
which is well above a bond dissociation energy. The series XCN 
(X = Cl, Br, I, CN) is a current favorite. The state distributions 
of the product CN (X2S+) were determined from its laser-induced 

fluorescence spectra.185 Of special interest in the present 
context are the results reported by Kawasaki et a l .1 8 6 on the 
partition of energy in the photodissociation of molecular beams 
of four aryl halides. The average translational energy of the 
fragments ranged from 17.4 to 11 kcal/mol and was independent 
of the frequency of the light absorbed. The authors propose that 
the electronic but not the vibrational energy was transferred to 
the carbon-halogen bond, and that 5-10 vibrational quanta were 
excited in the aromatic rings by the repulsive force of the de­
parting halogen atoms. 

The vibrational energy content of HCIt produced by photoe-
limination from various chloroethylenes is highly nonstatistical; 
indeed, flash-photolyzed mixtures of chloroethylene and argon 
(1/100 at 50 Torr) with X > 1550 A are lasing media.139*197 

Dissociation of CF2CI2 and CF2Br2 can be induced by short du­
ration pulses of a focused CO2 laser beam. Under collision-free 
conditions the CF2(X) fragments were found to be vibrational^ 
excited.188 Their state distributions, as measured by recording 
the UV laser excited fluorescence spectra, correspond to vi­
brational temperatures 790 K for CF2Br2 and 1050 K for 
CF2CI2. 

A number of atom-atom and atom-diatom recombination 
reactions (assisted by a third body) were observed to generate 
association products in excited vibrational states, as anticipated 
in all formulations of diatom recombination theory. Chen and 
co-workers189 recently found a case where the exoergicity (~15 
kcal/mol) was channeled into the chaperone molecule: 

F + O 2 + H F - F O 2 + HF(V= 1) 

Finally, in the associative electron detachment reaction 

O - + CO — C0 2 t + e~ 

Bierbaum et al.190 confirmed that most of the exothermicity («92 
kcal/mol) remained in the molecular product (as suggested by 
the low translational energies observed for e_ ) by recording 
strong IR emissions at 4.3 ^ m , when they injected CO into a 
stream carrying O - ions. 

E. IR Laser-Induced Reactions 
1. On Distinguishing Vibration-Specific from Thermal 

Effects 

The current development of state-specific analytical tech­
niques, in which lasers and electronic data processing proce­
dures are playing dominant roles, have opened new vistas to 
kineticists in their exploration of nascent population distributions. 
The experimental results show that many "simple reactions" 
generate a wide range of distributions; for a significant fraction 
the nascent products are not partitioned statistically. It is plau­
sible to postulate that in an exoergic reaction the nascent P# 
distribution reflects that present in the T states, which in turn 
reflects the distribution in the R* states. Detailed balance con­
siderations provide a parallel argument for the reverse process 
(endoergic). In the following paragraphs we have briefly sum­
marized the reported experiments in which selectively excited 
vibrational states were utilized. 

Consider first the challenge which well-designed experiments 
must meet. Suppose a procedure is available for selectively 
exciting a particular mode in one of the reactants of a bimole­
cular process to a high overtone vibration. [This is not a trivial 
task, even when precisely tuned high-powered lasers are 
available, because the everpresent vibrational anharmonicity 
takes the absorbing species out of resonance. But it can also 
be achieved in a variety of other ways: by controlled electron 
impact; by excitation to a higher electronic state and relaxation 
to high vibrational levels in the ground state; by prereaction which 
generates species in excited vibrational state, etc.] One must 
now measure the reactive cross sections for a sample thus 
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prepared, and compare it with those of a sample in complete 
statistical equilibrium at the temperature which characterizes 
the translational and rotational degrees of motion. At this point 
there appear both practical and conceptual problems. First, such 
an experiment must be performed under conditions where the 
half-time for reaction (~re or 1 / K [ X ] ) is significantly less than 
that for v-R-T equilibration ( T , - . , ) . Otherwise, the energy in­
jected into vibrations will merely raise the temperature of the 
mixture and the augmented rate will be a consequence of ther­
mal heating. This can be managed by careful experimental de­
sign, i.e., perform the reaction at low pressures, use diluents 
which transfer energy to the walls as rapidly as vibrational^ 
energy is absorbed by the reactant, etc. Every kineticist is also 
aware that careful design is required to minimize confusion of 
the primary step, which may be selectively augmented, with 
subsequent steps in chain reactions, and to correct for hetero­
geneous effects produced at the walls and by reactive impurities. 
Obviously, experiments with molecular beams under "single 
coll ision" conditions are inherently free from these limita­
tions. 

Second, were the reaction rate accelerated by vibrational 
excitation exactly to the extent which would be accomplished 
by the same amount of energy injected into rotation and/or 
translation, the experiment would demonstrate that a single 
energy pool provides an adequate description of the process; 
i.e., all regions of phase space In E layers, at and above E*, are 
strongly coupled. It is therefore necessary to compare the rel­
ative cross sections for various modes of energy injection, not 
merely to demonstrate that laser irradiation augments rates. In 
turn this raises the next question: if the intramolecular redistri­
bution time (T1.) is comparable or somewhat slower than the 
reaction half-time, then a full description requires the use of 
several vibrational energy pools, each associated with a specific 
mode. 

During the past decade many papers appeared wherein the 
authors claim to have demonstrated vibrationally enhanced re­
action rates induced by absorption of IR radiation. If their sole 
evidence was that their derived product distribution (in complex 
reactions) differed in some measure from what was obtained 
under strictly thermal conditions, the argument is invalid. Product 
distributions generated by complex mechanisms depend sens­
itively on the presence of heterogeneous components, and on 
the temperature profile in the reactor, both spatial and temporal. 
With laser radiation this is rarely known even with modest pre­
cision. The following is a partial list of sufficient (but not nec­
essary) criteria for proposing that specific vibrational excitation 
was effective: (a) demonstrate isotopic specificity; (b) demon­
strate conversion of only one component (the absorbing 
species), in a mixture in which other species can undergo par­
allel reactions with closely equal activation enetgies under 
thermal conditions; (c) suppose a reactant (or a pair of reactants) 
follows two or more reaction paths with different rates (if specific 
vibrational excitation, corrected for different high power ab­
sorption coefficients, accelerate the two routes by different 
amounts, it follows that specificity of excitation had been re­
tained); (d) drive the system out of equilibrium, in a direction 
opposed to that which it would follow due to a rise in tempera­
ture; (e) time resolve the production of reaction products with 
a resolution comparable to the mean collision time, and dem­
onstrated these differ from thermally driven cases, (f) For re­
actions driven by single photon absorption, substantially different 
augmented rates developed by different portions of a single 
absorption band (corrected for absorption coefficient) indicate 
specificity. This criterion breaks down for multiple photon ab­
sorption since the mean high power absorption coefficients can 
differ substantially for closely adjacent spectral intervals. 

Obviously the demonstration of enhancement of vibrational 
excitation is more direct for diatomic and triatomic species than 
for polyatomic reactants. In the following selected summary, 

references to "strange" results which were obtained under 
thermal or mixed thermal-vibration-specific conditions are not 
included.312 The reader is directed to several reviews: Berry;191 

Birely and Lyman;192 Aldridge et a l . ;1 9 3 Kimel and Speiser;194 

Smith;195 and Wolfrum.196 First let us dispose of two interesting 
reports which involve electronic as well as vibrational excitation 
for simple molecules. The data reported by Whitson et al .1 8 4 on 
the reaction N(4S) + O 2 - * NO(v = 2-*7) + O were mentioned 
in the preceding section. Electronically excited NO2 oxidizes CO 
at room temperature;197 the relative photoaugmented bimole-
cular rate constants increased by a factor of 10 when the irra­
diating wavelength was changed from 600 to 450 nm. The rate 
constant under thermal excitation is198 

kb = 1012-1 exp( -27 600/fiT) m o l - 1 cm3 s~1 for T > 1000 K 

= 1011-8 exp( -27 700/RT) m o l - 1 cm 3 s _ 1 for low Ts 

Attempts by Karl and Bauer (1974, unpublished) to induce this 
reaction at room temperature by irradiating mixtures of NO2 + 
CO with a cw HF laser (»200 mW absorbed by » 5 Torr equi-
molar N02/CO) were not successful. 

Balykin et a l . 1 9 9 utilized Ar + ion laser coincidences with I2, 
to study selected ortho-para conversions. The former absorbs 
the 514.5 nm line while the latter absorbs 501.7 nm. They found 
irradiation conditions under which photopredissociation of the 
ortho molecule generated atoms (quantum yield from the B3 I I0+U 

state was » 1 0 - 5 ) which associated with a para molecule to 
generate transient I3 complexes. Dissociation, with equal 
probability, to the ortho and para forms led to a net conversion 
of the latter to the former. In the presence of 2-hexene, the 
(electronically) selectively excited I2 molecules, either the ortho 
or para forms, added directly via a bimolecular process, while 
the unexcited species did not, thus leaving substantially en­
hanced mole fractions of the unexcited form. This contrasts with 
the thermally induced addition, which follows a radical chain 
mechanism, so that no selectivity can be established. 

2. Excited Diatoms 

Table X is a partial list of reported infrared laser augmented 
reactions of diatomic reagents. Since these have have been 
extensively discussed during the past two years brief comments 
on several reactions (in sequence, as listed) will suffice. In many 
of these experiments the diagnostic was the infrared fluores­
cence of the excited diatom. Its decay is a consequence of many 
factors, of which the reaction of interest is only one; hence, 
consider in addition to the indicated reaction, v -R-T quenching, 
diffusion, reactions with impurities, and reaction (hetero-
geneously) on the cell walls. Failure to unscramble these factors 
in every case led to ambiguous estimates of the augmentation 
factors. 

The metathesis reaction H2
(v) + D2 = 2HD (and by symmetry, 

D2
(v) + H2 = 2HD) differs from the others in the first group in 

several important respects.203 The measured activation energy 
(shock tube technique203") for the thermal reaction is about 40 
kcal/mol. However, via stimulated Raman excitation of H2

1 and 
subsequent "ladder climbing" to v > 4, which can undergo an 
exchange reaction, a sufficient population is developed to 
generate detectable HD (mass spectrum), even though the 
translational and rotational distributions remain at room tem­
perature. The fact that all theoretical calculations of potential 
energy surfaces for 4 H atoms, for selected T structures, show 
barriers above 110 kcal/mol poses a dilemma which awaits 
resolution. In the laser-induced exchange, HF(1,) + D2 <=* HD + 
HF,210 the reaction mixture could not be maintained at room 
temperature; indeed, in the illuminated core of the reaction cell 
temperatures in the range of 1100-1300 K were generated. 
Careful unfolding of the extent of conversion as affected by laser 
power, total pressure, and composition led to a classical rate 
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TABLE X. Laser Augmented Reaction Rates (Diatomics) 

Excited 
Species 

H(/> 

[Ev-1 
11.9 kcal] 

OHO 

[£v- i 
10.2 kcal] 

HFC) 

[5 , -1 
8.3 kcal] 

HClC) 

[5 , -1 
8.2 kcal] 

HBrO 

CNO 

CQC) 

Rea­
gent 

H' 
F 
Cl 
Br 

O 

D2 

O 
Cl 

H2 

HBr 
CO 
CH4 

O3 

H 

CI1Br 

D2 

Na 
Ba 

H' 

D2 

F 

Cl' 

Br 

O 

Na 
K 

C4He 

Br' 
H 

I 

0(3P) 

O2 (3S-
CH4 

/C 2 H 2 

IC2H4 

S 

Product 

HH' 
HFt 

HCI 
HBr 
OH 

2HD 

O2 

HClT 

H2O 
H2O 
CO2 

H2O 
( H O 2 + O2 

{ H + 2O2 

( 0 H + 0 2 + 0 

H2 

HCI1HBr 

D F + HD 
NaF 
BaFt 

H'CI 
H'H 
DCI + HD 
HFt 

HCI' 

HBr 

OH 

NaCI 
KCI 

(CHa)3CCI 

HBr' 

H2 

HI 

COt + N ( 4 S ) 

COt + N(2D) 

) NCO 
HCN + CH3 

products 

CS 

AH3Oo 
(kcal/ 
mol) 

0 
-32 .6 

+ 1.2 
+ 16.7 

+ 1.9 

-16 .6 
- 0 . 9 

-14 .7 

-31 .0 
-18 .5 
-14 .7 
-38 .0 

+8.7 
+25.4 

+32.4 

+ 13.5 

O 
- 1 . 1 

-32 .7 

O 

+ 15.18 

+0.9 

+6.2 
+0.96 

O 

+ 16.2 

-73 .9 

-18 .7 

- 4 
-15 .2 

+80.5 

" thermal 

Log A 

-10.57 

-10 .5 

-10 .8 

6.6 

- 11 .1 

- 1 1 

£a 

7.6 
2.1 
5.5 

19.7 
9.4 

«40 

5.1 

<0.8 
( 0 - 8 ) 

3.4 

>20 
3.5 
8 

1.0 

>16 

6.3 

1.7 

«0 

Comments 

K ( 1 ) / K ( 0 ) ~ 1.5 X 103 

£trans more effective than Evib 

K(1)/K(0) ~ 40 (interp. not clear-cut) 
K ( 1 ) / / C ( 0 ) ~ 7 X 102 

Negative results suggest Ev not effective; 

sensitivity « 5 0 % 
Exchange measurable for v > 4 

K ( 1 ) / K ( 0 ) » 2 - 3 

Reagent vibration is preferentially 
channeled into product vibration 

(42); K(1))/K(0) < 2 

K(I)IK(O) = 9 

Augmentation suggested, but not clear-cut 
K(WK(O) < 4 

K(9)/K(0) « 103 

/C(4) /K(0)« 102'7 

K(1)/K(0) = 5 X 108; K(3)/K(2) = 3 X 10 S 

Enhanced rates for vib excitation 
(V= 1 - 6 ) 

Equipartition best accounts for data 
Substantial enhancement (v = 1 —• 5) 

Product retains 64% of reactant Ev 

<C(1)/K(0) « 1 

No exchange obsd for HCI (v = 6) 

Tirana more effective than E^, v enhances 
rate (AEV reactants channels into AEV 

product) 
Exchange vs. deexcitation have not been 

unscrambled 
K(2)/K(0) « 1010; 35CI selective; K(4)/K(2) 

=* 10 
K(S)I K(2) = 3.6 
K(WK(O) = 300 ± 100 

Substantial enhancement (v = 1—»4) 
<C(1)/K(0) « 100 [£„approx. 10X more 

effective Etr] 
HCI (v= 6) add at room temperature 

Quasi-classical Monte Carlo calculations 
Vib excitation enhance both abstraction 

and exchange 
K(2 + 3)/K(0 + 1) =* 109 

Cross section slightly increases with v = 

1-6 
Cross section decreases with v 
K(V+ 1)/i£(v) = 0 . 8 f o r 0 < v < 7 

K(I-A)IK(O) « 2.3 

W-A)IK(O) =* 2 

\K(-\-S)IK(0) ^ 5 

K(V+ 1 ) / K ( V ) « 1 0 4 f o r 6 < v< 14 

Ref 

200 

201 

202 

203 

204,205 
206 

205 
204 
205 
205 
207 
208 

209 
146 

210 
159 
158b 

150 
211;212 

213 
214 

215 

216 

217 

159 
218 

219 

220 

221 

222 

222 
223 
223 

224 

NO'" O3 NO2(
2B) 

NO2(
2A1) -47 .7 

K(WK(O) = 5.7 

K(1) > K(0); independent «(1) cannot be 
extracted 

225 

expression for a reaction with four active square terms: 

d[HD]/df= /V-t[HF]0[D2]0 

kt = Z(E*/RT)s-T-\s)exp(-E*IRT) 

with s « 2, E* «» 55 kcal/mol; T (gamma function). 
The dependence of product state distribution on the extent 

of excitation of the reagent, in 

OH (v < 9) + Cl = O + HCI(v' < 11) 

was investigated by Blackwell, Polanyi, and Sloan.206 With the 
prereaction, H + O3 — OH( v = 6-9) + O2, high v levels were 
populated; using H + NO2 -«• OH(v = 1-3) + NO, the OHt w a s 

produced in low vibrational levels. The course of reaction with 
chlorine atoms was ascertained from the depletion of OHT 

chemiluminescence, and the corresponding growth of emission 
from HCIt. Their data demonstrated that vibrational excitation 
of the reagent was preferentially converted to vibrational exci­
tation of the product (Figure 11). 

Between HCI(V> and H three processes can occur: v-R-Tre-
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TABLE Xl. IR Laser Augmented Reaction Rates (Small Polyatomics) 

Excited 
Species Reagent Products 

A Z T 3 O O , 

kcal/mol 
'fthei 

Log A Ea 
Augmented rates 

Comments Ref 

0 3 t (001) 

N2O(OnO) 

OCS 
CaH4 

CH3F 
CH3F 
CH3F 
CH3Br 
N2F4 

O2(1A9) 
NO(X2II) 
NO 

NO 

SO(X3S-) 

Ba 
Sm 

O 
O 
D 
Cl2 

Br 
Cl 

2O2 + O 
NO2(B

2B2) 
NO2(A2B,) 

NO2(X2A,) 

(SO2(X1A1) 
{ (33B1) 
I (A1B,) 

BaO 
SmO 

S O + CO \ 
CH3 + CHO) 
DF + CH3 

CH2FCI + HCI 
CH2F 

2NF2 

1.4 

-4.8 

-47.6 

1-106.6 
-33.0 
-22.0 

-26 
-23 

+20 

/c(001 )/k(000) = 38 
/c(001)/k(000) = 5.6 

-12.15 2.33 /c(001 Vk(OOO) = 5.6 

-11.90 4.18 /c(001)/k(000) 17' 
I 9.5 

-11.60 2.1 
(-13.3) 3.9 /c(010)/k(000) = 2.5 
-12.77 4.2 

<7(0/?0)/<r(000) ~ 4-5 
Vib enhanced for low rke only (<5 kcal/mol) 

k*l /c(0) s 1 

No significant enhancement for (2^3; i/-,; v4) 

!

Enhancement via 
Vibrational excitation 

indicated 
Augmented dissociation rate 

228 
228,229 

228 

230 

231 

233 
234 

235 
236 
237 
238 
239 
240 

OH1Iv HCY1 (v 

'n 
0 

0 

0.5 -I.C 

DEPLETION 
0.5 I.O 

FORMATION 

Figure 11. Correlation of vibrational energy distribution in the product 
with initial excitation of reactant: OHf(V/) + Cl - * O + HCIT(i/). 

laxation, at which the atomic species are particularly effective, 
H-atom abstraction, and H-atom exchange. Because of dis­
crepancies between several experiments for the v = 0 state, 
and difficulty in unscrambling these processes, further study of 
this system is indicated.150 The two papers by Brooks and co-
workers218ab are complementary. The abstraction step, K + HCI 
- * KCI + H, is endoergic for the v = 0 state. With crossed mo­
lecular beams they demonstrated that excitation to (v = 1) in­
creased the reactive cross section by about two orders of 
magnitude. Later they investigated the dependence of the cross 
section on the rke of the colliding pair, covering the range 
2.1-12.1 kcal/mol (center of mass coordinates). It was evident 
that an equivalent amount of transiational energy was not as 
effective as vibrational excitation for accelerating this reaction. 
In their analysis, the authors were careful to decouple the sta­
tistical from the dynamical factors. 

Vibrational^ excited CN(X2S+, v) was produced by photo-
lyzing C2N2, and their state distribution monitored by time-re­

solved infrared laser absorption spectroscopy.222 In spite of the 
fact that a single vibrational quantum exceeds the reported ac­
tivation energy for attack by oxygen atoms, excitation to v g 6 
has little effect on the rate constant. At v = 7, a second channel 
is opened: 0(3P) + CN(X2S+, v = 7) — C(3P) + NO(2II) and the 
rate of disappearance of CN*1"*7' exceeds that for v = 6. In 
contrast, the rate of reaction of CN[v = 1-*-7] with O2 de­
creases with increasing v. The last entry in Table X is of par­
ticular interest.225 That vibrational excitation of the NO facilitates 
transfer of an oxygen atom from O3 to the excited species was 
not generally anticipated; this suggests that the collision complex 
has a sufficiently long lifetime to permit energy transfer, but with 
a low probability since the augmentation factors are about equal 
for [NO(i/ = 1) + O3] as for [NO(v = 0) + O3(OOI)], while the 
energy content of the former is about twice that of the latter 
pair. 

3. Excited Small Polyatomics (Table Xl) 

The discovery of the laser-augmented rate for (03
t + NO) by 

Gordon and Lin,226 which they observed through the enhanced 
chemiluminescence of the 2B states of NO2, precipitated a flood 
of research activity which is still continuing. A concensus has 
been reached that all the vibrations of ozone are involved, not 
merely the initially excited (001), but there remain differences 
between investigators as to the detailed interpretation of the 
experimental observations. The dark reaction was investigated 
by Clough and Thrush.227 Gordon and co-workers232 recently 
determined the temperature dependence of the laser-induced 
chemiluminescence of NO2(

2B12) and found an "activation 
energy" which is 1.33 ± 0.10 kcal/mol less than that for the dark 
reaction (4.18 kcal/mol). That is, 44% of the vibrational content 
of the O3(OOI) was utilized in the activation process; the 
preexponential factor was essentially unaltered. However, Cool 
and Hui2290 found that there was a small reduction in the 
preexponential factor, as well as a decrease in the effective 
activation energy due to laser excitation. 

Wolfrum and Kneba236 found no enhancement of the slow 
reaction D -f- CH3F —>• DF + CH3 upon vibrational excitation of 
the methyl fluoride {v1tvA;2v3), even though that state is above 
the activation barrier. Qualitatively, this is in agreement with 
calculations on model potential energy surfaces. In their study 
of the laser induced reaction between CH3Ff and Cl2 [C-F 
stretch at 1050 cm - 1 strongly absorbs the P(20) line of the 9.6-M 
CO2 laser], Earl and Ronn237 utilized laser pulses greater than 
100 MW/cm2 and up to 800 MW/cm2, at which 20% conver­
sions were noted. The reaction sequence under these high flux 
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conditions (1019 photons for 3 X 1013 molecules) is unknown; 
indeed, the most logical mechanism is neither of the two they 
proposed. The next two reactions listed in the table were carried 
out under cleaner conditions. Mixtures of CH3F and Br2 (0.07 
Torr, 100 0C) were exposed simultaneously to 10 W at the P(20) 
line, and to a mercury vapor lamp which photolyzed the Br2.238 

The following chain reaction was initiated: 

Br + CH3Ft - » HBr + CH2F 

CH2F + Br2 - * CH2FBr + Br 

A threefold increase over the thermal rate was observed under 
conditions where the estimated maximum temperature rise was 
quite small. Manuccia, Clark, and Lory239 found (79BrZ81Br) se­
lectivity in the laser augmented reaction of H3CBr* + Cl, the 
latter generated by a microwave discharge in a flowing (Cl2 + 
Ar) mixture prior to passage into the reaction cell. The mecha­
nism is parallel to that given by the Russian workers. With R(14) 
of the 10.6-n CO2 band and the reactor at - 1 0 0 0 C, 79Br in the 
CH2BrCI product was enriched by 3 % ; with P(10) the product 
was enriched in 81Br. The successful design of this experiment 
illustrates the necessity for taking into consideration the several 
time scales for concurrent processes. Clearly isotopic selectivity 
is destroyed when fast near-resonant v-v transfer excites the 
nonabsorbing species. However, pressures were adjusted so 
that collisional deactivation was somewhat faster than near-
resonant energy transfer for the nonabsorbing molecules. In 
contrast, the steady-state population of the absorbing species 
was established by balancing collisional deactivation with laser 
excitation (i.e., used a high laser flux). 

4. Laser-Augmented Rates for Large Molecules 

Interest in "laser-induced chemistry" (LIC) is currently growing 
at an exponential rate. Experiments with gaseous absorbers are 
most often performed at pressures ranging from 1 0 - 1 to 102 

Torr. The reactants are exposed to short pulses (»200 ns) of 
focused CO2 laser radiation, either free running or line selected, 
at 107-108 W c m - 2 . Generally, fragmentation occurs, but oc­
casionally intramolecular isomerizations are also observed. The 
experimental design focuses on selection of types of conversion 
which are of special interest; hopefully, these could be controlled 
by choice of irradiating frequency, reactant pressure, and the 
presence of a radical scavenger. A growing fraction of reports 
cover studies of LIC under collision-free conditions. While the 
literature is already extensive, the current high level of activity 
mitigates against the preparation of a coherent summary and 
no such attempt is made here. However, for classifying chemical 
conversions on the basis of whether they involve single vs. 
multiple energy pools, it is instructive to consider several types 
of LIC processes. Obviously, for conversions resulting from 
excitation to electronic states via visible or UV radiation the use 
of lasers introduces no principles which differ from those de­
veloped by photochemists during the past half century. The 
distinctive features involve higher specificity in state selection 
(monochromaticity), and higher levels of excitation made pos­
sible by the brilliance of laser sources. In assessing these de­
velopments one should not overlook the tremendous impact of 
novel detection and data logging devices on the variety of ex­
perimental designs now available in the area of photochemistry. 
An additional feature of high brilliance sources is the possibility 
of studying nonlinear optical processes. 

The most novel aspect of LIC involves vibrational excitation 
within the ground electronic state. Since v—»-R,!relaxation for 
large molecules is generally fast, separation of thermal from 
vibration-specific effects is often difficult to demonstrate. The 
criteria listed in section III.E.1 must be applied. When T£ is longer 
than T/—;, the system is thermalized, so that conventional 
thermodynamic constraints apply. Nevertheless "unexpected 
chemistry" may appear because one can generate large tern-

Figure 12. Temperature profiles and convective circulation (calculated 
for incompressible flow) in a vertical cell, irradiated with a coaxial laser 
beam. The cell is 1 cm in diameter and 2.5 cm long, filled with 5 Torr 
of SF6 and 95 Torr of Ar. The program was run assuming an exponential 
decaying function for 10 W in (at the bottom) and 5 W out (at the top). 
The laser beam was assumed to have a Gaussian shape of the form 
exp(— RIA). The walls and windows were maintained at 300 K. This 
system attained steady state in about 125 ms, the time to reach one-half 
of the steady-state heat balance (Qn « 00Ut) in about 10 ms. The left 
diagram shows the isotherms (concentric cylinders) attained in 150 ms, 
and the temperature distribution along the center line at 19 and 150 ms 
from the instant the beam was turned on. The right diagram shows the 
streamline flow developed at 150 ms and the dependence of vertical 
flow velocity on radius. Precaution: The mean temperatures estimated 
from the extent of conversions of selected reactons indicate that the 
calculated temperatures are overestimated owing to the assumption 
of incompressibility of the fluid. Calculations which take into account 
density changes generated by the temperature profiles (compressible 
flow) are very difficult to make. Qualitatively, substantial radial flow 
would be induced so as to mix the material along the central streamline 
(which is at high temperature) with the colder material in the surrounding 
cylinders and thus reduce the effective temperature, (calculations 
performed by John Schuster and W. O. McLean, Department of Thermal 
Engineering, Cornell University). 

perature gradients in reaction cells and permit rapid quenching 
of reactions under strictly homogeneous conditions. One can 
also generate periodic thermal cycling in the reacting mixture. 
The significance of such temperature-time sequences has been 
generally overlooked, and the consequent unexpected product 
distributions tend to be ascribed to "specific" excitations, even 
when the experiments were performed in the 102 Torr pressure 
regime.241 Inspection of streamline flows and temperature 
profiles, set up at steady state, due to convection generated by 
heating of the central core in a vertical cell (while the walls are 
maintained near room temperature), should make one hesitate 
to claim that the product distributions in such experiments, were 
they thermalized, would match what one would observe in a 
conventionally heated reactor. The reader is directed to Figure 
12 which illustrates the complex temperature-time history of 
a sample under typical laser irradiation, in the high-pressure 
regime (p > 5 Torr). 

When the system is not thermalized one may roughly cate­
gorize three distinct levels of excitation. 

f f : at this extreme, molecules absorb a few quanta such that 
their internal dynamics is still represented by a normal mode 
approximation. In the absence of external perturbations, such 
as molecular collisions or very strong electric fields, no energy 
redistribution occurs. Three atom encounters, A + BCf, belong 
to this group. Another example in this category is the highly 
specific, self-scavenging reaction of trifluorophosphine adduct 
of borance.49242 The mechanism proposed is: 

H3B:PF3 <=± H3B + PF3 (fast) 

H3B + H3BPF3t(3i/3) — B2H6 + PF3 

£*: This is an intermediate case, where the energy content 
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TABLE XI I . LIC Which Involve Bimolecular Reactions" 

Absorbing 
species 

CI2CS 

ICI 

N2F4) 
SF 6 J 
SF6 

H3CBr 

O 2 (X 3 S") 

Reagent 

/ C = C N - M CH3 CH3 

H H 
C = C ^ (c,tr) 

Br Br 

H2 

SiH4 

Cl 

/C2 (CH3J4 

(olefins 

I rradiat ing 
laser 

X 4705.5 
X 4657.9 

CW dye 
X 5145 

C O 2 ( 1 0 . 6 A 0 

pulse 
CO2 (10.6,U) 

pulse 
CO2 

(CW laser) 

dye— 
intracavity 

Products 

HCl + ^C C C ^ 

I C! 
H Cl 

C = C ^ (ICI* dissoc?) 

Cl H 

Chemi luminescence 
(Uv, vis, IR) 

S? (B3Z11 -» X3Sg~) 
SiF4 ; HF 
HCI + H2CBr-

JZ C—0OH 

L addition products 

Comments 

[e excitation] reagent p * 1 Torr, 
quantum yield « 0.5, 3SCI/37CI 
selective 

[e excitation] trans isomer 
enriched 37CI 

Light pulses initiate explosive 
reaction 

Residual SF6 enriched in 34SF6 

lsotopically selective for Br (79/81) 

[e excitation] 
Selective production of hydro­

peroxide 

Ref 

244 

245 

246 

243 

239 

247 

a Wedid not list processes in which a second reagent was added merely to serve as a scavenger of the primary dissociation fragments pro­
duced by M<t>P. 

is below the critical energy for reaction but considerably above 
the range for the application of normal modes. The partition of 
energy between vibrations of various symmetries and vib-intemal 
rot is significant. Such molecules react only when involved in 
bimolecular processes but in the absence of a considerable 
amount of excitation (via the absorbed laser radiation) there 
would be no significant reaction. There are very few members 
in this group (Table XII). Most of the currently reported investi­
gations are in the last group. When excitation attains such levels 
that the absorbing species react rapidly prior to an encounter 
with a second reagent, then the system is in the novel regime 
of multiphoton processes (M$P). 

E*: At this extreme the molecules absorb coherently con­
siderably more than the critical energy (E*) required for disso­
ciation or isomerization. Even though the phase of the vibrational 
mode is initially locked onto the laser radiation field, because 
of the presence of a very high density of states (>108 cm -1) 
above the level of the fourth or fifth vibrational harmonic, the 
injected vibrational energy is rapidly randomized with a char­
acteristic time Tx < 1O-9 s. Above E* each level of excitation 
has a characteristic lifetime (rg) which depends on (E* — E*).48 

The statistical theory, which requires only knowledge of the 
density of energy states for the various branching ratios, satis­
factorily accounts for the observed product distributions.45* What 
is generally lacking is knowledge of the population distribution 
among the excited states. Thus, the various type of experiments 
may be characterized as follows: 

Conventional kinetics 
LIC-lethal regime (E* - E") collision-

free case 
LIC-sublethal [ £ * * % £ ' ] 
LIC—n.m. regime [& « 3-6 hv] 

Tr < Tv,v< Tv,RT< T / ( T W ) 
T AT mi) < T / < Tv,v < TVfRT 

T AT ml) < TbI < TViV < TvfiT 

TbI < Tmi < Tvy < TV,RT < T 

The specificity demonstrated by the trifluorophosphine de­
composition49 is a strong argument that at low vibrational ex­
citations the energy remains highly localized. Consider the fol­
lowing facts: 

(a) The band pumped by the 10.6-/U CO2 laser is.nominally 
assigned to the symmetric stretching of the PF3, whereas the 
B-P bond is broken. 

(b) The efficiency for decomposition depends sensitively on 
which of the CO2 rotational lines is used. Energetically they are 
practically identical. 

(c) For the same power input, and very nearly equal high 
power beam absorption coefficients, the extent of decomposition 
of D3BPF3 is «30% greater than that of H3BPF3. 

(d) There appears to be no difference in decomposition rates 
of H3

10BPF3 and H3
11BPF3, whereas there is a significant 10/n 

isotope effect of D3BPF3. 
(e) These observations are in direct accord with the calcu­

lated mean amplitudes for the B-P separation, on the assumption 
that a normal mode analysis is applicable up through the third 
harmonic. 

For intermediate levels of excitation no experiments have yet 
been successfully designed to test the extent of intramolecular 
energy flow. However, there are several computer simulations 
of classical models which provide some insight into this question 
(section IV). The fact that isotopic selectivity can be achieved 
merely demonstrates that under carefully controlled conditions 
some bimolecular conversions occur more rapidly than v-v 
energy transfer, even in the presence of high concentrations of 
atomic and molecular fragments. This is illustrated by the ex­
plosive reaction between SF6 and SiH4, initiated by single pulse 
of a CO2 laser.243 There is a threshold for this process. A mini­
mum of «7 J must be deposited within 1 jus at a total gaseous 
pressure of 10 Torr. The spectral and temporal distribution of 
emitted chemiluminescence depends sensitively on the fuel to 
oxidizer ratio and on the pulse energy. The principal emission 
is due to S2(B

3Su- -* X3S9
-); and in the upper electronic state 

vibrational temperatures range from 3000 to 13 000 K. The lu­
minosity peaks sharply at p(SiH4)/p(SF6) = 1.0 ± 0.05. On each 
side of the maximum of the emission vs. composition curve, at 
ratios of 0.95 and 1.22 for a 12-J pulse, the residual SF6 is en­
riched in the 34S isotope. The observed fractionation factors at 
these compositions are 8 ± 2. The separation between the two 
sharply peaked optimum compositions increases with increasing 
pulsed energy (Figure 13). 

The discovery Of M$P at E*, being a truly novel phenomenon, 
has generated an extensive literature during the past three years, 
covering theoretical analyses,248-250 computer modeling,251 

and laboratory studies conducted with a variety of gases, in flow 
reactors at low pressures and in crossed molecular beams. The 
experimental parameters have now been fairly well established: 
one must work in a "collision-free" regime, wherein a sufficient 
number of photons are deposited in a time less than the mean 
time between molecular collisions; the optimum frequency of 
the incident radiation for M$P is shifted somewhat to the low side 
of the optical absorption maximum; the extent of conversion 
scales with the total energy deposited, rather than with the flux; 
experimentally there appears to be a threshold but the level for 
various absorbers is still being debated.252 The development of 
a unified theory for the absorption process has not faired as well. 
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C.8 LZ 1.6 

p(Si H4)/p!SF6) 

Figure 13. Dependence of chemiluminescent intensity and isotope 
enrichment factor on fuel/oxidizer ratio: T = (34S/32S) in residual 
SF6/(

34S/32S) in reference cell 
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Figure 14. The population distribution in SF6 at various times, calculated 
for a 100-ns, 200-MW/cm2 rectangular laser pulse excitation. Initially 
only the ground level is populated, but the laser excitation, being a 
stochastic process, soon distributes the population over many levels. 
As time goes on, the population is continuously pumped up and the 
distribution curve shifts to higher energies. Correspondingly, the average 
excitation energy, {n)hv, also increases with time. At f ~ 30 ns, the 
high-energy tail of the distribution curve clearly extends beyond the 
dissociation level. As the laser excitation drives the population distri­
bution upward, the dissociation yield increases. Above E0 the depletion 
of state populations is dominated by the dissociation rate. This accounts 
for the abrupt cutoff at about n = 40. 

Both quantum and classical formulations have been presented 
based on models which seem trivially simple compared to the 
molecules tested in the laboratory. A central feature of the ab­
sorption process is the retention of coherence between the 
molecular vibrations and the radiation field. The quantum me­
chanical problem requires formulation of the absorption process 
as the time evolution of the molecule-incident field complex, to 
deduced probabilities for transition from the ground vibrational 
state to various excited states. This is difficult to do for coupled 
anharmonic oscillators which are embedded in a potential 
function appropriate for real molecules. 

The significant difference between the lethal laser excitation 
and thermal excitation in conventional unimoiecular rate studies 
appears in the state distribution of populations from which re­
actions occur. Both types involve the same molecular r r 's and 
T / S . This was analyzed by Grant.251b To emphasize their point 
we reproduced one of their computed curves (Figure 14), which 
shows the population distribution at various times produced by 
a 100-ns rectangular pulse at 200 MW c m - 2 . This is based on 
a phenomenological model for the multiphoton dissociation of 
SF6. 

T range 
kilodegrees 

(Kelvin) 

0.4-2.0 
0.4-1.4 
0.3-2.0 
0.4-2.0 
1.2-4.5 
0.2-2.5 
0.3-1.8 
0.3-2.0 
0.2-2.0 
0,4-1.4 
0.5-1.4 
0.3-1.9 

(Low T) 

EJR, 
kcal/deg 

6.0 
4.0 
0 
5.0 

15.0 
0 

2.0 
4.0 
2.0 
6.0 

15.0 
2.6 

(High T) 

EJR, 
kcal/deg 

7.5a 

7.5 

1.5 
7.0 

30.0 
4.0 
3.5 
3.5 
5.0 

15.0 
20.0 

~ 3 0 * 

TABLE XIII. Blmolecular Reactions (gas phase) Which Show 
Arrhenius Graph Curvature (abstracted from ref 253b) 

Reaction " 

H + CH4 — H2 + CH3 

H + CgHg *• H2 T C2H5 
H + HBr — H2 + Br 
O + H2 — OH + H 
O + CO2 - • CO + O2 

OH + CO — CO2 + Hc 

OH + H2 — H2O + H 
OH + OH — H2O + O 
OH + CH4 — H2O + CH3 

CH3 + C2H3 ""* CH4 4- C2Hs 
CO + NO2 — CO2 + NO 
Al + CO2 -» AIO + CO 
a Illustrative data by J. C. Biordi, J. F. Papp, and C. P. Lazzara, J. Chem. 

Phys., 61, 741 (1974). b A. Fontijn and W. Felder, ibid, 67, 1561 (1977). 
c W. C. Gardiner, D. B. Olson, and J. N. White, Chem. Phys. Lett., 53, 134 
(1978). d The reaction Cl + CH4 -> HCI + CH3

 8 shows non-Arrhenius be­
havior (communication from F. Kaufman). " M. S. Zahniser, B. M. Berquist, 
and F. Kaufman, Int. J. Chem. Kinet, 10, 15 (1978). 

The challenge of M1I1P is clear. Diagnostic techniques are 
needed for measuring vibrational state distributions in the upper 
levels with nanosecond time resolution. Dynamically realistic 
models of coupled anharmonic oscillators must be analyzed so 
as to provide appropriate descriptions of the transition of intra­
molecular motions from one applicable to orthogonal normal 
modes at low excitation, to the complete washing out of the lo­
calized (spiked) distributions at very high levels of excitation. 
Nevertheless, while the information developed to date based on 
LIC is incomplete, there is sufficient evidence that in many re­
actions the pre-T and post-T distributions are not statistical; that 
is, several energy pools must be considered to provide an ade­
quate description of the sequence of (s-s) transformations. 

F. Do Conventional Kinetic Experiments Indicate 
Multiple Energy Pools? 

1. Nonlinear Arrhenius Graphs 

The striking nonstatistical population distributions, which were 
found for the nascent products from highly exoergic reactions 
and the variously augmented rates experimentally observed 
when some reagents were pumped by specific IR laser radiation, 
were recognized only after "state-selective" preparative and 
analytical techniques were developed. The question whether 
under such highly nonequilibrium conditions the apparent acti­
vation energy is quantitatively related to the conventionally 
measured activation energy is hardly pertinent. However, if one 
performs experiments under conditions which depart measurably 
but not extensively from a Boltzmann distribution (indeed, to a 
greater or lesser extent this is the case for all kinetics experi­
ments, except for rates derived from spectral line shapes at 
equilibrium; refer to the Appendix), the quantitative features of 
the temperature coefficient of the rate constants for elementary 
steps do prove to be informative. When data became available 
over large enough temperatures ranges, for several apparently 
straightforward reactions, the Arrhenius plots were found to be 
nonlinear, well outside the limits of experimental error253 (Table 
XIII). To account for the observed In k vs. 1/ f plots, on the basis 
of eq 14 one has the choice of either modifying the K{E;E") or 
the P(E; T) functions. 

The hope that one could deduce K(E;E") from eq 14, via a 
Laplace transform, using the observed Tdependence of K(T;E*), 
is doomed to disappointment. First, to obtain an inversion which 
is sufficiently informative the experimental function must be 
known with very high precision over an extended temperature 
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Figure 15. Variation of the Arrhenius slope with the reduced temper­
ature for assumed threshold shape functions (ref 255). 

range, so as to provide a significantly sensitive measure of the 
integrand. (Note the parallel situation for the attempted Laplace 
inversion to determine the density of energy states.254) Second, 
in view of the possibility that eq 16 may provide a better de­
scription, it is a strong assumption to place the entire onus of 
the departure of K( T) from the accustomed Arrhenius form upon 
the functional dependence of K(£). Even so, one is merely de­
ferring the problem. Molecular dynamics must be invoked to 
account for whatever form is deduced for K(B1E"). Nonetheless, 
it is interesting to note briefly several reports covering this ap­
proach. Since a Laplace inversion is not practical, LeRoy255 and 
Menzinger and Wolfgang256 tested, by direct integration over 
a Boltzmann distribution, a variety of functional forms for K(E;E*) 
[they prefer to use the cross section E-O-(EiE*)]. Indeed, they 
clearly illustrated the sensitivity of the local slopes of log In K VS. 
1 / !"curves to the shape of a(E) at the threshold. However, one 
may well question whether a close correspondence between 
an observed k{ T; E*) and one of the curves shown in Figure 15 
unambiguously implies the corresponding K(E;E*). Inspection 
of eq 16 suggests a plethora of situations which could lead to 
curvature of Arrhenius plots. An illustration of the effect of en­
hanced rate due to vibrational excitation (for a hypothetical two 
level case) on the overall rate was presented by Polanyi and 
Schreiber.257 Clearly, in the absence of additional information 
the unfolding of the product of the cross section and distribution 
functions generally is not unique. The direct approach is to study 
experimentally highly perturbed but known non-Boltzmann dis­
tributions. Even then the results will not be as clear-cut as are 
investigations with state-selected reagents. 

2. Diatom Dissociations 

The most direct procedure for calculating a phenomenological 
rate constant, as was indicated above, is to insert state specific 
transition probabilities into a master equation and to soive for 
the time evolution of populations (eq 12), treating each significant 
state as an independent species. Extensive applications of this 
approach have been published relative to dissociation of di­
atomic molecules; the objective was to account for the universal 
observation that the experimentally derived activation energies 
were 10-30 kcal/mol less than the corresponding spectroscopic 
values.258 Here the focus was not on curvature of Arrhenius plots 

Figure 16. Computed vibrational state populations in a dissociating 
diatomic gas. Note the plateaus which extend from «10 - 6 to «10 - 4 

s, at levels below the Boltzmann values. Under nondissociating con­
ditions vibrational relaxation occurs in «1 ^s (ref 57). 

(they are straight lines within substantial experimental errors) 
but on the magnitudes of their slopes. The cause was ascribed 
to "depletion" of the upper vibrational states below their 
Boltzmann level, to the effects of the centrifugal barrier, and to 
the decrease in the three-body recombination rate probability 
with rising temperature.259 In our opinion, even though "the 
depletion factor" alone is not sufficient to account for the ob­
served difference in (D0

0 — Ea) for all diatoms and for many tri-
atomic species, it must be taken into consideration for cases 
wherein the population of states immediately below the critical 
ones are controlled by both inelastic nonreactive collisions and 
by reactive collisions. This is crucial during early times in all 
reactions, when the rate of return from the product states is 
considerably slower than the rate of depletion of the reactant 
states, as is obviously the case for: 

X2I^1) + M 
slow (3-body) 

£ fast; v close to upper limit *- 2X + M 

The calculated time evolution of the vibrational state populations 
in H2 (highly diluted in Ar or in pure H2) at two temperatures is 
shown in Figure 16.57 Note the sequential leveling-off of vibra­
tional state populations in the time domain (10~"7-10-4) s, at 
magnitudes well below equilibrium, even though the major effect 
of vibrational relaxation appears at «10~7 s. This clearly illus­
trates the perturbing effect of dissociation on the upper state 
populations prior to establishing chemical equilibrium due to 
three-body recombination, when the concentration of H atoms 
becomes large enough. 

Analogous significant perturbations of Boltzmann distributions 
can occur in other reactions, for example, in the homogeneous 
H2 + D2 = 2HD exchange, and in similar metatheses. In their 
reinvestigation of this reaction, Lifshitz and Frenklach203b found 
that after correcting their observed HD conversions for possible 
contributions from three-center displacements (H + D2 -»• HD 
+ D), there remained a substantial bimolecular component, for 
which the rate constant is: 

kb= 1014-1±08exp 
[" (38 ±5) X IP3"] 

mol - 1 cm3 s 

The possibility exists that the low activation energy is a conse­
quence of depletion of v s 4 states. The essential point is that 
depletion effects are not noticed where there is no prior 
knowledge or expectation of a "reasonable" activation ener­
gy-

IV. Comments on Theory 
In chemical kinetics one either measures the time variation 
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of state populations or of total species concentrations for a 
variety of system parameters, or, calculates state-to-state 
transition probabilities. Rate constants, cross sections, and 
activation energies are derived quantities, resting upon specific 
models. In the preceding sections a family of time scales was 
introduced to stress the operational features which characterize 
the evolution of reacting systems; these T'S apply either to av­
erages over individual molecular events or to direct measure­
ments of large assemblies of molecules. We compiled an 
abundance of experimental data and computational results which 
negate the simplistic postulates that: (a) for every elementary 
reaction, under all experimental conditions, there is a phe-
nomenonlogical rate constant (or a unidirectional flux coefficient) 
which is a function of the temperature only; and that, (b) mea­
sured rate constants can be directly related to a dominant 
state-to-state transition probability. 

Current theoretical developments support the conclusion that 
a model which is based on these assumptions is inadequate. To 
supplement conventional kinetics, there are two approaches: 
one which focuses on individual molecular events, and another 
which is concerned with departures of averaged quantities from 
predictions based on uniform phase space distributions. 

A. Trajectory Calculations 

Estimates of the relative effectiveness of nonrandom energy 
distributions, specifically associated with spikes localized in 
phase space, for controlling the rates of R -* P conversions can 
be, and have been, most directly derived from extended trajec­
tory computations. For reviews refer to Porter,260 Thompson,215b 

Polanyi and Schreiber.257 These were carried out roughly in 
parallel with experimental demonstrations of selective activation, 
but with very few exceptions, success was judged by how closely 
the computed results matched the published rates, often ne­
glecting to ascertain whether experiments were actually per­
formed under statistical equilibrium. In due course the distillation 
of much work led to the recognition that difficult problems remain 
to be solved. Note the following: (i) The unknown function of 
primary concern is the potential hypersurface, which orches­
trates the paths followed by the atomic cores during collisions 
between molecules, and post-excitation. Not many potential 
functions for three-center systems are known with the required 
accuracy;150'261-263 for larger molecular aggregates only 
semiempirical formulations are available, and these encompass 
a wide range of reliability.39 A question of primary concern is 
the uniqueness of the function for electronically excited states, 
or for reactants with open-shell configurations, for which the 
low-lying electronic states are closely spaced [for example, 
F(2P3/2.2Pi/2) + H2(

1S9
+; v,J)].264 (ii) Nagging questions remain 

with reference to the system dynamics—how to establish the 
correspondence between results based on classical trajectories 
and the quantum world of real molecules. There is ambiguity as 
to how to apportion branching ratios from the computer-gen­
erated continuous distributions into the quantized states. Serious 
efforts have been directed toward the solution of the Schrfidinger 
equation for atom plus diatom collisions in 1,2, and 3 dim­
ensions.53d,e More general cases were reviewed recently.265 

The correlation of cross sections computed for different di­
mensionalities is not trivial. The "surprisal" (see below) for 
angular scattering, energy disposal, and impact parameter dis­
tributions is dimensionally invariant; hence systematics for in-
terconverting reaction probabilities have been developed.266 

A satisfactory answer has yet to be given as to how one should 
treat the zeropoint energies of the participants in inelastic col­
lisions, particularly for small energy transfers. Classically some 
energy is always transferred during a collision, whereas quantum 
mechanical molecules obey digital rules, (iii) There are am­
biguities as to how to develop potential energy surfaces which 
are sufficiently accurate at van der Waals distances to permit 

calculation of energy transfer probabilities. This remains a dif­
ficult problem when more than three atoms are involved in 
molecular encounters. 

A few illustrative results which are pertinent to our topic 
are briefly summarized below. Preston and Pack267 tested two 
potential energy surfaces for the CO2-Ar pair. On the basis of 
approximately 3 X 104 classical trajectories they obtained in­
elastic cross sections for rotational energy transfer which are 
in excellent agreement with molecular beam experiments,268 

and showed that large Aj transitions occur frequently. Quasi-
classical calculations compare favorably with accurate quantum 
mechanical close coupling calculations for collisionally induced 
rotational transitions in N2-Ar collisions, CO-He, OCS-H2, 
etc.269 Extended 3D calculations on the C02-rare gas system 
were made by Suzukawa270 and for vibrational deexcitation of 
C02

f + H2 (D2) by Sathyamurthy and Raff.271 Below rke's of one 
electron volt translation <=* vibrational energy transfer is ineffi­
cient, the major process being translation *± rotation. These 
calculations also reproduce quite well the molecular beam data. 
On the other hand, Buck and McGuire,272 using a coupled state 
approximation for HCI-Ar collisions, found that with their surface 
they could not reproduce the experimental total cross sections 
for rotational transitions.273 

Extensive studies of vibrational relaxation of diatomics via 
atomic collisions were undertaken for hydrogen and the hydrogen 
halides.215b Some of these proved particularly interesting in that 
collisional energy transfers occur with comparable efficiency 
via two mechanisms, nonreactive and exchanges. The possibility 
that atomic exchange reactions may prove particularly effective 
for vibrational relaxation in diatom collisions was proposed by 
Bauer and Tsang.274 Thompson concluded275 that for the four 
cases he explored [H2 + I; H2 + Cl; HCI + H; and HCI + Cl] the 
types of energy transfer which were predicted on the basis of 
his 3D quasiclassical calculations were very sensitive to the 
initial internal states of the diatom, so that general rules regarding 
relative probabilities for specific transfers could not be readily 
formulated. 

Reactive collisions for three-body hydrogen-halogen systems 
were investigated in great detail via classical trajectories in 1-, 
2-, and 3D, and under a variety of quantum mechanical ap­
proximations. The results of these computer explorations have 
been pitted against a large body of experimental work and found 
to be generally satisfactory, but this was accompanied by ma­
nipulation of parameters which characterized the potential en­
ergy surfaces. Porter et al.54 showed that for their surfaces, 
which incorporated a single adjustable parameter, the dynamical 
effects resulting from momentum transfer required the reactions 
to proceed through excited vibrational states of the H2 (D2). The 
rates computed from rotationally averaged cross sections were 
substantially in agreement with the experimental data for a 
substantial range of temperatures. White and Thompson220 in­
vestigated the effect of reactant vibration and rotation on energy 
transfer and on atom transfer rates for [H + HBr] and [Br + 
HBr]. In both systems atom exchange contributes significantly 
to energy relaxation, and excitation of the diatom increases the 
reaction rate coefficient. A summary of the Monte Carlo tra­
jectories for the family H + X2 — HX* + X, (X = F, Cl, Br, and 
I) has recently been presented by Pattengill, Polanyi, and 
Schreiber.276 The purpose of these calculations was to assess 
the reliability of a simple unadjusted LEPS potential energy 
surface. It did not lead to quantitative agreement with experiment 
but did demonstrate the general characteristics of such reactions 
with respect to the dynamical quantities for the products, that 
is, vibrational, rotational and scattering angular distributions. 

A generalization which emerged from the Toronto school 
study of many trajectories for the A + BC family is that low 
barriers generally occur in the reactant valley; that is, the A 
. . . BC bond is substantially formed prior to release of C. Then 
the rke of the collision is more effective for inducing reactions 
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than is vibrational excitation. For substantially exothermic re­
actions the products are vibrational^ excited. The converse 
holds for the reverse endothermic direction; that is, the high 
barriers appear in the product valley, and vibrational excitation 
is particularly effective for atom transfer. However, these con­
clusions are modulated by the dynamic factors which depend 
on the relative masses of the interacting particles and on the 
impact parameters of collision (for details refer to ref 257). 

Quasiclassical trajectory calculations for reactive collisions 
have been reported for Cl + HBr and Cl + HI.277 For the first 
reaction an average rate constant at 295 K of 30.2 X 1012 cm3 

mol - 1 s - 1 was obtained, compared to the experimental value 
of 4.5 X 1012. For its reverse, the computed rate coefficient for 
Br + HCI (v= 2) also was a little over six times that found ex­
perimentally by Arnoldi et al.216a Similar checks were obtained 
for the distribution of vibrational product states of the HCI(V,) [N(v" 
= 2)jN(v" = 1) = 0.4]. As expected, increasing the initial 
reactant vibrational energy shifts the product distribution to 
higher vibrational states. A variety of combinations of three-
center encounters have been similarly analyzed.278 Attention 
is called to Hijazi and Polanyi's279 study of the magnitude and 
orientation of rotational momentum in (A + BC) exchange re­
actions. There are two sources of rotational excitation in the 
product (AB), the orbital angular momentum of the reactants, 
and repulsion between the products. The first is prominent when 
mA, mB are large while mc is small; the second is significant 
when three conditions are fulfilled: substantial repulsive energy 
released on separation of the products; reaction occurs pre­
dominantly through a bent intermediate (ABC); and mc > m&. 

For symmetric systems both nonreactive collisions and atom 
exchange contribute to vibrational relaxation. The dynamics of 
collisions between H + H2 (1 < v < 4) and D + D2 (1 < v < 4) 
were investigated by Smith280 via quasiclassical trajectory 
analysis on a Yates-Lester potential energy surface. Exchange 
is selectively enhanced by vibrational excitation, but the degree 
of selectivity diminishes as vis increased. Thompson281 found 
for (Cl + Cl2) and (I + I2) that reactant vibration enhances the rate 
of atom exchange whether present in amounts either less than, 
or in excess of the energy barrier, provided the rke of the colli­
sions is low; that is, the overall effect diminishes with increasing 
temperature. These results merit further study. Monte Carlo 
trajectory calculations of H2 + Ar collisions show282 that reagent 
vibrational excitation is very effective in promoting dissociation 
(as expected), that rotational energy is second most effective, 
while rke is least effective. Trajectories have also been com­
puted for polyatomic reactions wherein large groups are "col­
lapsed" so that they can be represented by a single mass point. 
Setser et al.283 tested this approach for (F + HR) reactions on 
a LEPS surface, with the mass and other properties of the R unit 
adjusted to simulate the reaction of F with CH4 and CH3Br. They 
did find that approximately 60% of the exoergicity appears as 
vibrational energy of the HF. The specific case F + H-CH3 -» 
HFT + CH3 was studied in more detail by Gauss;284 he used a 
LEPS surface with self-adjustable parameters to estimate the 
net thermal rate, which did agree with the experimental obser­
vations. 

Relatively few quasi-classical trajectory calculations have 
been reported for the A2 + B2 -*• 2AB case. Thompson and 
McLaughlin285 investigated the reaction dynamics of H2 (v = 0, 
2, 4, 6) + F2 (v = 0 or 6), and looked for the wide variety of 
products which can thus be generated [H + F + HF (+6.5 
kcal/mol); 2HF (-134.4 kcal/mol); F2H + H (+5.4 kcal/mol); 
H2F + F (+5.1 kcal/mol); F2 + 2H (+109.4 kcal/mol); H2 + 2F 
(+38.0 kcal/mol)]. While the major reaction products are (HF 
+ H + F) and (2HF), they found that even for excited H2 (v = 2) 
the cross sections for all of the product channels are small; the 
rke thresholds for reaction are quite high, but these do decrease 
with vibrational excitation. Overall it appears that the reaction 
H2 (v > 1) + F2 -»• H + HF + F proceeds at the sufficient rate 

to provide chain branching in the H2/F2 system, which leads to 
explosions. Classical trajectories were calculated for (H2 + I2) 
by Raff et al.286 They concluded that the molecular mechanism 
is dynamically forbidden but that an atomic mechanism is al­
lowed, via a loose H2I complex. The resuits of this work has been 
questioned; a complete analysis of this mechanism awaits the 
development of a reliable surface for this four-atom system. The 
reaction dynamics on surfaces with "early" energy barriers for 
AB + CD -»• AC + BD, comparable to those for three atom 
cases, was discussed by Mok and Polanyi.287 With regard to 
reagent excitation and disposal the four-center system showed 
features similar to the three-center case. 

Classical trajectories were calculated for five- and six-center 
systems, relative to the rate of intramolecular vibrational energy 
redistribution as applied to unimolecular reactions. Of special 
interest are the studies of bond breaking in HC=CCI,65 for which 
computations are in accord with RRKM, and the internal reori­
entation in H3CNC,66 which is not. The unimolecular dissociation 
of ethane via C-C and C-H bond breaking was simulated by 
trajectory calculations on a well-coupled potential energy sur­
face.288 Lifetime distributions were obtained for both fragmen­
tation channels at several excitation energies (180-240 kcal/ 
mol). The trajectory results for different energization patterns 
do not agree with corresponding statistical predictions. Full 
trajectories for a six-center bimolecular reaction were calculated 
by Chapman and Bunker:289 CH3 + H2 — CH4 + H, at rke « 25 
kcal/mol. Vibrations of H2 enhance, while out-of-plane bending 
vibrations of the CH3 depress the reaction cross section; exci­
tation of the other vibrations in the methyl group have minor 
effects. 

We have yet to develop appropriate descriptions of the state 
of excitation of large molecules, when their energy content is 
above that required to fill the first few harmonics of all the fun­
damentals. The conditions under which large and small mole­
cules undergo optical dephasing following the absorption of 
resonant radiation were formulated by Orlowski et al.290 The 
accuracy of the infinitesimal amplitude, weak coupling ap­
proximation was found to break down, even for triatomic har­
monic systems, at energies above one-quarter of a bond dis­
sociation energy, based on a classical dynamical analyses.291 

Classical trajectories were also used to study the flow of energy 
in energized five-atomic molecules: D3CCI and D3CH. McDonald 
and Marcus292 calculated the vibrational spectrum for each mode 
of the activated molecule and for the product (CD3). For exci­
tation energies substantially above that required for dissociation, 
inspection of the trajectories showed large fluctuations in the 
energy within each mode vs. time; i.e., the energy flowed freely 
between modes on a time scale of «5 ps. Distribution of energy 
in the product was found to be random for a surface with no exit 
channel barrier, and where there was not strong intermode 
coupling. When barriers are present the distributions are non-
random; also, for low levels of excitation (<1 eV) the trajectories 
show quasi-periodic structure, such that neighboring trajectories 
separate approximately linearly with time (nonergotic criterion), 
rather than exponentially (ergotic condition).43'51b The transla-
tional energy distribution for decomposition of highly energized 
complexes over a centrifugal barrier was studied via Monte Carlo 
simulations; these show that every complex formed does not 
have unit probability for decomposition, contrary to the usual 
RRKM assumption.293 

One should inquire whether quasi-classical trajectory cal­
culations accurately reflect the effects of reactant excitation and 
product energy disposal. A significant study is the comparison 
of predictions thus made, with quantum calculations for a 
specified potential energy surface. Two 3D calculations for 
hydrogen atom exchange in (H2 + H) have been reported re­
cently. Elkowitz and Wyatt294 investigated this reaction on two 
surfaces and found that the cross sections, summed over rota­
tional state transitions 0—*-1, 0—»-3, 0-*5, • • •, have the same 
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Figure 17. Typical surprisal plots (ref 300): — indicate prior expec­
tations; connects experimental points; — is the linear surprisal 
function. 

translational energy threshold as that derived for the Porter-
Karplus surface via classical trajectories; but, for rke > 0.35 eV 
the quantum mechanical cross section is «20% higher than the 
classical one. Conversely for the Yates-Lester-Liu surface the 
classical cross sections were approximately 15% higher. The 
functional dependence of cross sections on rke are very similar 
even though there are significant differences in the scattering 
functions. The four papers by Schatz and Kuppermann53d are 
extensive and informative. They also used the Porter-Karplus 
surface and found that the reactive cross sections show signif­
icant rotational angular momentum polarization, with nrij = m/ 
= 0 transitions dominant for low reagent rotational quantum • 
numbers. In contrast, the averaged rotational distribution can 
be fitted to a statistical temperature to a highly degree of ac­
curacy. The integral cross sections have an effective threshold 
(total energy) of about 0.5 eV. Differences between the 3D and 
corresponding 1- and 2D results are largely interpreted as re­
sulting from bending motions in the transition state. The best 
overall agreement between the reactive, integral, and differential 
cross sections, and the quasiclassical ones of Karpius, Porter, 
and Shavit appear at energies above the classical threshold. This 
leads to near equality of the quantum and quasi-classical thermal 
rate constants at 600 K, but at low temperatures the effects of 
tunneling become important so that the quantum rate is higher 
than the classical one by a factor of 2 at 300 K, and 18 at 200 
K. 

Exact quantum mechanical transition probabilities for the 
colinear reaction: H + F2(V = 0) -» HF(/ < 11) + F were de­
scribed by Connor, Jakubetz, and Manz295 and by Halavee and 
Shapiro296 who used an approximate colinear quantum me­
chanical model. The former report that on an extended LEPS 
surface the calculated average cross sections, adjusted for 
3D,266 were in good agreement with the classical trajectory 
results, and with the experimental values, as well as with those 
reported by the second set of authors. The latter investigated 
11 other hydrogen/halogen reactions and found good agreement 
with the experimental results. 

From the above summary it follows that extensive computer 
modeling and laborious theoretical analyses provide the means 
for exploring three-center systems in detail, and with few ex­
ceptions deduce angular distributions for scattering, energy and 
atom transfer probabilities, the effects of reagent excitation, and 
energy partition in the products. Overall, the trajectory calcu­
lations agree well with experiment. However, broad generali­
zations which could be extended to more complex systems have 

not yet emerged. It is evident that while trajectory analysis has 
provided us with insight into the dynamical parameters which 
control individual collisions, the fine structure of these dynamical 
details depends sensitively on some features of the approximate 
surfaces used in the calculations. Also, insufficient attention has 
been devoted to the statistical aspects which are incorporated 
in all laboratory experiments. 

B. The "Surprisal" Formulation for Nonrandom 
Systems 

A general formulation is now available for describing systems 
which are not fully randomized. The primary targets of the 
principal innovators297 were the nascent product distributions 
generated in highly exoergic reactions. This approach has the 
attractive feature of utilizing reduced variables in terms of which 
most distributions can be represented by linear functions, al­
though they have widely different appearance when plotted as 
mole fraction vs. quantum number. For each type of energy sink, 
Ev, ER, Etr, such that for an isolated event (at a constant total 
energy) E= Ev+ ER + Etr, introduce the parameter f; = E1IE, 
i.e., the fraction of the energy which a product species has if it 
is generated in the specified state [for example, f(v = 2) = E(v 
= 2)1 E measures the fraction of the available energy which is 
present in v = 2 for that event]. Designate the observed prob­
ability for such events (the fraction of the total which terminate 
in state I) for which the total available energy is E, by P(Ej), and 
define the "surprisal": 

Kf1) = - I n [P(Ei)ZPO(E1)] (24) 

Here P°(Ei) is the expected, or "prior", distribution which would 
result were deposition in all states equally probable. This function 
can be computed from the known spectroscopic states of the 
product species. Empirically, it was found that in all but a trivial 
number of cases for which nonrandom distributions were either 
observed in the laboratory or estimated from classical trajectory 
calculations, plots of the surprisal function vs. /y were linear; 
i.e. 

Kf,)=\°+\if, (25) 

Thus, each of the complex nonrandom distributions which 
characterize the nascent products from exoergic reactions can 
be fully represented by two parameters. Intuitively one antici­
pates that these parameters are alike for similar reactions; in­
deed, this has been demonstrated for F + H2, D2 and HD (Figure 
17). 

The following rationale for eq 25 was presented by Levine.298 

Since 1(Z1P(Ei) In P(E1) has the aspect of an entropy, he defined 
the entropy deficiency for the nascent distribution 

AS" = kH P(E,) In [P(E1)ZP=(Ei)] (26) 
i 

This is a negative quantity and approaches zero when P(E1) -*• 
P=(Ei). To maximize this entropy deficiency subject to the con­
dition that the probability function be normalized, and that the 
computed mean of /(E,) be equal to that observed [i.e., known 
first moment: < 1(Ei)) = JV/(Ef)P(E,) df,], use the conventional 
procedure with Lagrangian multipliers (X0, X|); this leads to 

P(E1) = P°(E,) exp[-(A° + \,f,)] (27) 

(which is eq 24 and eq 25). One may hope that since the entropy 
deficiency depends on specific features of the potential energy 
surface, the magnitudes of the corresponding Lagrangian mul­
tipliers would be derivable from the parameters which charac­
terize that surface. While such a priori correlations are being 
sought for simple cases, it is interesting to inspect the results 
of a variety of data reductions via the surprisal function, in the 
hope of uncovering empirical correlations for families of reac­
tions. Here we encounter (as yet) an unresolved problem—for 
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Figure 18. Surprisal plots for H-atom abstraction by F from three sub­
strates, computed for models I, II, III (ref 151b). 

complex reactions the calculation of the prior distribution P°(£/) 
may be ambiguous. 

In their surprisal analysis of the HFt product vibrational energy 
partition which Bogan and Setser151b derived from chemilumi-
nescence measurements for reactions F + HR, three models 
were tested for the computation of the prior distributions: (i) a 
three-body model, in which the polyatomic product was treated 
as a mass point; (II) an extended three-body model, in which the 
polyatomic product was replaced by a finite size object, to in­
clude its three rotational degrees of freedom; (iii) a model which 
incorporated all vibrational and rotational modes of the radical. 
For calculating the density of states they followed the pre­
scription of Kinsey.70 The available energy was obtained 
from: 

E = D0°((H-F) - D0°(H-R) + Ea + 3RT 

Ail three "priors" led to linear surprisals vs. f(v), as illustrated 
in Figure 18. Note, however, that slight adjustments had to be 
made in the choice of D0°(H-R) and Ea, since these quantities 
are not precisely known for all the HR's; the authors selected 
values which generated the best straight lines. The sensitivity 
of the Lagrangian parameters to the choice of £ is illustrated in 
Figure 19, for the case of toluene. Levine pointed out298 that \v 

has the aspect of a temperature; Setser's data show that its 
magnitude for complex products apparently depends on the 
assumptions introduced in calculating the P°(EV) function. 

In their study of the effect of localized energy accumulation 
on the rate of reaction Levine and Manz72a'299 concluded that 
vibrational excitation can lead to various consequences. They 
considered 20 reactions for which either laboratory experiments 
or trajectory calculations showed effects due to selective energy 
deposition, and compared the "observed" rate constants with 
those expected on prior grounds, were all states at the specified 
total energy to react at the same rate [i.e., K(E) only]. Here they 
defined the surprisal function for vibrational excitation, assuming 
both rotation and translation were thermalized: 

K.v\T) = -\n[K(v\T)/K°{v\T)] (28) 

For highly endoergic processes, for which the mean excitation 
at the operating temperature is well below the endoergicity for 
the reaction, it appears that the increase in rate due to vibrational 
energy is larger than that expected on the basis of a comparable 
increase in thermalized (trans + rot) energy. The incremental 
enhancement per Av is greater for excitation of the lower vi­
brational states. As the extent of excitation approaches the 
endoergicity of the reaction, the enhancement factor decreases. 
Thus, for mildly endoergic, thermoneutral and exoergic reactions 
the incremental increase in rate is usually less than that expected 

Figure 19. Surprisal plots for H-atom abstraction by F from toluene, 
computed for three models, and assuming a range of values for the 
available energy (ref 151b). 
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Figure 20. Comparison of rate constants for specific vibrational exci­
tation X + HCI(v) - * HX + Cl, and of the corresponding surprisal 
functions. The arrows indicate the magnitudes of (S * for X = Br and I 
[<?* = 0 for Cl; S" = -31 kcal/mol for F] (cf. Figure 17). 

from statistical utilization of an equal amount of energy. This is 
illustrated in Figure 20.300 

Perry and Polanyi301 undertook a surprisal analysis to estimate 
the branching ratio for the reaction: F + HD -»• HFt(vV) + D 
vs. D F 1 W ) + H. The excited product distributions were ob­
tained from chemiluminescent spectra; the predicted T(HF/HD) 
= 1.41 ± 0.18, is in excellent agreement with the measured 
value, 1.45. However, whereas classical trajectory calculations 
(on several surfaces) indicated that T should increase with in­
creasing rotational excitation of HD, the opposite trend is given 
by the surprisal formulation. Polanyi et al.214 called attention to 
H + F2(v = 4) -»• HF(\/) + F, for which trajectory calculations 
show a bimodel distribution in \/. However, the linear relation 
(eq 27) is presumed to apply when P°(£,) is computed, subject 
to all the known constraints; in general, In [P[E)/P°{E)] need not 
be monotomic. 

The surprisal formulation is more than a convenient format 
for economically summarizing much information on nascent 
product distributions. It is a natural extension of statistical me­
chanics to systems which generate nonuniform distributions, 
and thus provides a rationale for the observed large variations 
in product state populations, and for the differing effects on re­
action rates of specific reagent excitation. Its most attractive 
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features is that it provides a language for discussing averaged 
quantities for reactions under single collision conditions without 
imposing a detailed analysis of the individual events. For addi­
tional reviews, refer to ref 302 and 303. 

V.. Conclusions 

In the above analysis of how energy accumulation and dis­
posal affect the rates of chemical reactions we rediscovered 
several basic concepts. The conventional separation of phase 
space into reactant, transition, and product regions, while con­
venient, is arbitrary, since there is no intrinsic difference between 
transformations which we recognize as reactive encounters and 
those which are inelastic-nonreactive. In this connection it is 
helpful to consider the various time scales associated with inter 
and Intra molecular energy transfer and structural rearrange­
ment. Also, while all of kinetics can be divided into three parts 
[(i) computation of potential energy surfaces; (ii) obtaining so­
lutions of the equations of motion on these surfaces, for repre­
sentative sets of initial conditions; (Ni) appropriately weighting 
the contributions of each type of scattering process to fit the 
experiments at hand], this partition is not entirely clear-cut, 
particularly for reactions which involve more than a few atoms; 
coupling to low-lying electronic states can occur. 

All experiments, whether performed under "single collision" 
conditions or in the bulk, to a lesser or greater extent, involve 
averages over sets of initial states, as well as averages over the 
variety of paths which connect the reactant to the product 
spaces. Furthermore, in experiments with bulk reagents one 
cannot avoid using distributions over populations of Initial states 
which are directly coupled to the chemical reactions, so that the 
conventional assumption of a Boltzmann function for the 
weighting distribution is always an approximation. In that sense 
all rates, except those measured at chemical equilibrium (for 
example, via spectral line shapes), are affected by the relative 
probabilities for transitions between states, both in the reactant 
and product spaces. However, at moderate gas densities and 
in solutions, the departure from Boltzmann distributions is small; 
the extent of departure is comparable to the ratio of cross sec­
tions for reactive to that for energy transfer processes, for the 
states involved. In the current upswell of gas-phase chemical 
kinetics, experimental conditions are deliberately chosen to 
permit the exploration of the reactivities of selected initial states, 
and of branching ratios into product states. These have provided 
considerable insight into "how molecules react". 

The partition into reactant, transition, and product spaces is 
deeply imbedded in our language, and pursuit of the "structure 
of the T state" is accepted as a worthwhile goal. One conclusion 
which follows from the above discussion is that studies of highly 
excited reactant and product states should prove rewarding since 
these must be similar to the T states. Another conclusion: it may 
prove useful to consider "significant regions" in Rt and PT 

spaces, so as to collapse the vast number of states into a smaller 
number of nearly homogeneous groups. A quantitative formu­
lation of such an approach is given by the "surprisal". This 
function constitutes a useful framework for the correlation of 
much kinetic data recorded under single collision conditions. 
However, its extension to large molecules may prove ambigu­
ous. 

Finally, it is interesting to note that upon dividing kinetics into 
three types of problems, one finds that there remain computa­
tional but no conceptual difficulties with parts i and iii, but that 
is not the case for part ii, when moderately excited polyatomic 
molecules are involved. As yet a satisfactory description of the 
dynamics of such molecules is not available. 

Vl. Appendix 

The most rudimentary model which illustrates the effect of 
population depletion on a reaction rate is the three-state system 

[A <=* B <=* C] wherein B is considered to be an excited form of 
A. Then, under steady-state conditions, eq 12 for the forward flux 
gives: 

Were the population of B maintained in statistical equilibrium, 
this flux would be K2(KI/K_I), since the rate controlling step is 
K2. Thus, the steady state rate of production of C is always less, 
by the factor of (1 - K2I K- -I + . . . ) . 

A more general analysis shows that whenever a net reaction 
occurs at a finite rate, departure from statistical equilibrium is 
always induced;510 the steady-state magnitude depends on the 
ratio of the upper state relaxation cross sections to those for the 
reactive cross sections. A simple but general model consists 
of an energy ascending set of states (1, 2, . . . , /) wherein 
transitions between adjacent states only are allowed (K,rH-i;K;,,-i) 
as well as reaction from each of these to a common product 
state (K/,a). Define /3, = n,/n,e, where n,e is the population state 
/ would have (at any f) were the system in a Boltzmann distri­
bution. When the ambient temperature is fixed, n,e is time de­
pendent due to transitions «/,„ and KaJ. At f = 0, all states except 
a are filled to their equilibrium levels (/?,• = 1). When one 
"turns-on" the reaction, the master equation for the evolution 
of the system is 

^i—f1 = -«i.oflW[l8/ - /3/-i] + Ky09Xi 

+ 1) «,+ 1 [/?;+1 - /3,] - K1^1 + Kaj{na/p,) (30) 

Here we defined K^ 1 = /cii0g(/); w,+1 = exp[-(E /+1 - Ei)ZRT]. 
In the right member the second term is always smaller than the 
first and may be negligible except when the density of states is 
high; also at early times all but the third term are small, so that 
n,{t) initially declines as exp(—K,,„f). However, except for the 
very unrealistic case when all the «,,a's are such as to maintain 
all /3,'s equal, the first and second terms soon begin to grow. The 
direction is determined by the logical assumption that K ( > > 
/c,-i,a; the higher states will be depleted more than the lower 
ones, and (3, < j3H1. Note that for a high density of states the 
recovery rate is almost second order [g(i+ 1) =^ g(i), and a>/+1 

approaches unity]. The decline in fi, begins to level off only 
when 

K L O f l M l l A - f r - , ! -S(H-1)|0H.1- 0 / M - K 4 J J , (3D 

Thereafter /3, continues to deviate from unity [«*(1 — *c/ia/*c/f/_i 
+ . . .) for a widely spaced set of states, when ;' is the lowest 
state for which there is significant reaction] until the accumu­
lation of the products in the a state is high enough so that the 
reverse reaction rate becomes significant; i.e., the system ap­
proaches chemical equilibrium. 

VII. Key to Symbols 

r0 mean time between collisions for species of 
interest (1) encountering bath molecules (2) 
T0

- 1 = Z-|2[2]; [ ] designates: molecules 
cm - 3 

Z12 kinetic theory collision number for species 1 
(use molecular diameters derived from gas­
eous viscosities), with species 2 at unit con­
centration; (s_1 molecule-1 cm3) Z12 = (21 
TT)1'2 (Hl2ZkT)3'2 (7T/W2). 

bmax the largest impact parameter which leads to 
a "collision" 

Z,_y survival factor, for molecules (1) in state / 
toward deexcitation (—»•/) by collision with 
species 2; Z,—y = 7,—;7TC 
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Ti-»j directly measured relaxation time for deexci-
tation [ = Z,^ //Z12[2]] 

rr(£) « Tr* characteristic time for dispersal of a "local­
ized" excitation—in the vicinity of the critical 
energy shell (very similar to T/—y but restricted 
to motion within an E layer) 

E* threshold energy for an (s-s) transformation 

Tg(E) mean lifetime for an energized molecule, with 
Etotai ^ E*\ restricted to motion within an E 
layer 

TVfVi intramolecular vibrational energy transfer 

T1,!, intermolecular vibrational energy transfer 

TVTRT vibration -»• rotation + translation All of these 
are induced by collisions and generally are 
longer than rc 

Rt -+ R# . J- P# — Pt 
sequence defined in Figure 3 

= Z/-./ - 1 transition probability, per collision, for the step 
(/—*7) in species 1, induced by collision with 
2 

K(I,D a "microscopic" rate parameter; = 
P,-~,Z12[2] 

X2 sequence of reciprocal relaxation times for a 
coupled, first order, kinetic system; these are 
roots of a secular determinant; X0 is the 
smallest, nonzero, root. 

SCHEME I 

'/-/ 

C) "microscopic" state-to-state rate parameter, 
similar to K(I,J) except that it indicates passage 
through the T region, from (I) in R, to (z) in P. 

u(p;q;E) effectiveness function for an Rt -»• T trans­
formation 

rke;g relative /cinetic energy of a colliding pair, in 
their center of mass coordinates; its magnitude 
is g 

b impact parameter for a binary collision 

(f{b,g)) fraction of collisions with impact parameters 
between b and b + db, and rke between gand 
(g + dg) which lead to reaction; (f) is aver­
aged over the distribution of internal ener­
gies 

a(g)= C" 2irb (f{b,g)) db 
*^° total reaction cross-section 

< * - ( ! ) " & ) " « • • « 

unidirectional rate parameter; in general 
K(E;E*) 

*»-(T (%)"•£'-> M1252 

2kT 
o(g) dg 

unidirectional, for Maxwellian distribution in 
rke. 

k( T) phenomenological rate constant 

<?th threshold energy for reaction (from the lowest 
vibrational state), for an otherwise Boltzman-
nlzed system 

Endo(exo)ergic vs. endo(exo)thermic best defined in 
Scheme I. 

— reference state 
(separated atoms) 

0 > Ef1(V = 0) 

T 

v= 2 <sR
,h>o 

V - 1 

- .- I if - n 
R 

0 > Ep(W = 0) 

w= 2 

W= 1 

p "» u 

Endoergic when \EP(w) - ER(v)\ > 0 

Exoergic when \EP(w) - ER(v)\ < 0 

Endothermic when |<SR
,h(v) - <SP

th(w)S > 0 

Exothermic when \GR
ih(v) ~ Sp^(W)] < 0 
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