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/ . Introduction 

The considerable conceptual and practical difficulties asso­
ciated with the photodissociation dynamics of polyatomic 
molecules have been reviewed several times in the recent lit­
erature.1 As stressed there, the situation for polyatomics is 
tremendously more complicated than that for diatomics—this 
is, of course, because there is more than one vibrational degree 
of freedom. Knowing that the total energy lies above the dis­
sociation threshold does not allow us to conclude that the excited 
molecule will break up on an observable time scale. Nor do 
we know a priori what the reaction coordinate will be and how 
it will exchange energy with the electrons and remaining vi­
brational modes. As a result, there is not a single polyatomic 
molecule (including collinear triatomics) for which the actual 
"mechanism" of photodissociation is unambiguously established, 
i.e., where we know which electronic states are involved and 
how the nuclear motions are coupled. 

The one polyatomic molecule which has probably been studied 
more thoroughly than any other—from the point of view of 
fragmentation dynamics—is formaldehyde (H2CO). Following 
optical excitation to low-lying rotational-vibrational levels of the 
first excited singlet state, formaldehyde is known to dissociate 
to H2 + CO and/or H + HCO (depending on the excitation 
wavelength). A wealth of information is available concerning 
properties of the formaldehyde molecule in all of the electronic 
states accessible at the energies of interest, and a great deal 
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of kinetic data on the dissociation process has also been re­
ported. 

On the theoretical side, first Morokuma et al.2 and then van 
Dijk et al.3 and Goddard and Schaefer4 have generated SCF-CI 
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potential-energy surfaces for the ground (S0,
 1A1), first triplet 

(Til 3A2), and first excited singlet (Si1
1A2) electronic states. Ab 

initio calculations for these bwest lying configurations had been 
carried out earlier by several groups, at special (e.g., equilibrium) 
nuclear geometries.5"7 There are also many theoretical 
treatments8"11 of the Herzberg-Teller (vibronic) coupling in 
formaldehyde, in which approximations are suggested for the 
nuclear-coordinate dependence of the electronic wave functions 
for these states, van Dijk et al.12 have specifically avoided the 
Herzberg-Teller expansion and have calculated nonadiabatic 
interactions by assuming instead a separability for their nucle­
ar-coordinate dependence. 

On the experimental side, a large amount of low-pressure 
spectroscopic and kinetic data is available. High-resolution 
electronic (S0 -»• S1, T1) spectra have been analyzed by Innes 
et al.13 and by Jones and Coon,14 with S1-T1 perturbations studied 
in particular by Brand et al.15 and by Birss, Ramsay, and Till.16 

(See ref 17 for a comprehensive review of the ultraviolet 
spectroscopy of formaldehyde.) Quantum yields for the for­
mation of atomic and molecular hydrogen18"21 as well as HCO 
reaction rates82 have been measured following the photolysis 
of parent H2CO. In addition, the lowest triplet state (T1) has been 
implicated23"25 in the formaldehyde decomposition, as has the 
ground state (S0) hydroxymethylene isomer.26 Finally, Moore 
and co-workers,27"31 Lee and co-workers,32"35 SeIzIe and 
Schlag,36 and Luntz37 have obtained extensive data on the 
low-pressure lifetimes and fluorescence quantum yields asso­
ciated with rotational-vibrational features of S1 and have time 
resolved the appearance of fragments following optical excitation 
of S1. Finally, formaldehyde has been chosen by Troe and 
co-workers38 as a focal point for their collisional studies of 
unimolecular reactions; many new data are now becoming 
available on the shock-tube (1500 K < T < 2400 K) charac­
teristics of the dissociations to H2 + CO and H + HCO. 

Some of the many questions which arise from the above 
experiments are the following: (1) Do the barriers against dis­
sociation lie above or below the S1 excitation energy? (2) Is 
the nonradiative process by which S1 decays at low pressure 
collision induced? (3) Or is it induced by tunneling on the S0 

surface? (4) Does it involve coupling with T1, or only with S0? 
(5) Does formaldehyde, excited optically near the S1 origin, 
dissociate in the absence of collisions? (6) Do H and HCO 
radicals play an important role in the formation of molecular 
products? (7) Once H2CO reaches the ground-state (S0) po­
tential-energy surface, does it dissociate immediately, or is there 
a time lag associated with the intramolecular vibrational energy 
redistribution and rearrangement necessary for reaction? (8) 
Or is the time lag associated with thermal activation over the 
barrier? (9) Or with collision-induced vibrational energy redis­
tribution? (10) What is the origin of the dramatic dependence 
observed on rotational quantum number of the optically prepared 
S1 level? 

The answers to the above questions constitute nothing more 
or less than the "mechanism" of the formaldehyde photodis-
sociation dynamics. In this communication we emphasize just 
how much is not understood about this important example. In 
the next section (II) we present the key experimental facts which 
set the scene for possible interpretations of the formaldehyde 
photodissociation dynamics. These data pose more precisely 
the conceptual questions which were raised out of context in 
the above paragraph. The amount of detail available from these 
several state-of-the-art experiments is staggering, and yet we 
will find that little of the photodissociation "mechanism" is re­
solved by them. 

In section III we outline briefly two recent theoretical ap­
proaches to the problem. First (IIIA) we describe the basic 
coupling scheme and damping matrix (effective Hamiltonian) 
formalism of Elert, Heller, and Gelbart39,40 and present some 

/ H(2S)+ HCO (2II) 
/ 

/ 
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Figure 1. Schematic diagram showing energies of, and correlations 
between, the low-lying electronic states of H2CO and its fragments. 

results of their numerical computations. These are compared 
and contrasted in IHB with the alternative methods employed 
by van Dijk, Kemper, and Buck.12,41,42 Then, in section IV, we 
consider the effects of neglect of rotation and T1 effects and 
of many other simplifying approximations invoked in the theo­
retical analyses. We resurrect the possibility of tunneling (through 
the S0 barrier), which process had been excluded in the original 
numerical computations. This possibility is argued to provide 
the most likely explanation of the collisionless nonradiative decay 
observed for the low-lying rotational-vibrational levels of S1. But 
tunneling, as well as the less-likely explanations, cannot account 
for the higher pressure "time lag" measured for the appearance 
of CO products. Accordingly, it has proved necessary to assert 
the existence of a "long-lived" intermediate which is formed from 
S1 by collision and which cannot dissociate without further 
collision. We offer detailed criticism of the various species which 
have been proposed as candidates for the intermediate and 
conclude with a summary of the few features which have been 
established beyond any reasonable doubt and with a list of 
yet-to-be-solved theoretical questions and yet-to-be-tried ex­
perimental studies. 

/ / . Experimental Background 

A. General Considerations 

Figure 1 shows a schematic energy level diagram for the 
low-lying states of H2CO and its radical and diatomic products. 
Only the ground electronic (S0) state of H2CO correlates with 
ground electronic states of H2 + CO. This reaction is essentially 
thermoneutral, but there is a huge barrier to products along the 
minimum energy pathway. The consensus from the most recent 
ab initio calculations4 is that the S0 barrier (henceforth referred 
to as D) does not lie lower than ~32 000 cm"1. S0 also cor­
relates with the ground electronic states of H + HCO, as does 
T1. Measured18,20,21 photochemical thresholds for the H2CO - • 
H(2S) + HCO(2A1) reaction suggest a value of ~30 600 cm"1 

in agreement with earlier thermodynamic estimates.43 Thus, if 
we confine our attention to optical excitation of H2CO near 
enough the S1 origin [e.g., the zero-point (28 188 cm"1) vibra­
tional band], we need not worry about the possibility of radical 
formation. 

Let us proceed, then, by considering only the ground and first 
excited singlet state near the S1 origin. The equilibrium nuclear 
geometries are well established for both states, from microwave 
studies of S0

44 and vibrational-rotational analysis14 of the S0-S1 

ultraviolet absorption. The principal changes in geometry, upon 
excitation, involve the CH2 group coming 34° out of the mo­
lecular plane and the CO bond length increasing by 10% (see 
Table IA). These two modes also undergo among the largest 
S0-S1 frequency changes (see Table HA). The CH2 out-of-plane 
"wag" and CO stretch are thus the strongly excited modes in 
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Table I. Geometry and Coordinate Systems for Formaldehyde" 

A. Cartesian Axes and Internal Coordinates 
o 
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VX y 
H2 

1A1 (S0) 1 A - ( S 1 ) 

1.208 A 1.325 A 
1.116 A 1.095 A 
121.75° 121.0° 
0° 33.6° 

B. Symmetry Coordinates 

definition 

S1 
S2 

S3 
S4 
S5 
S6 

(1 /2" 2 MSr + Sr2) 
SR 
(l/2"J)(6/3, +8(3,) 
se 
(1/2"2MSr1-Sr2) 
(1/2"'1MeU1-SiS,) 

description 

symmetric C-H stretch 
C-O stretch 
symmetric H-C-H bend 
out-of-plane bend 
asymmetric C-H stretch 
asymmetric H-C-H bend 

" (A) R, r, and 0 denote the CO bond length, CH bond lengths, 
and HCO angles, respectively; 8 is the out-of-plane "wag" angle. 
At the equilibrium configuration, symmetry requires ^1 --r2-r 
and /3, = (32 = (3. (B) "Plus" and "minus" combinations of the CH 
stretch displacements (Sr1, Sr2) and of the CHO bend displace­
ments (SU1, S(32) comprise the first, fifth, third, and sixth sym­
metry coordinates; SR and S6 correspond directly to the remain­
ing second and fourth. 

the S0-S1 vibrational progressions. 

B. S1 (Zero-Point) Lifetimes 

The road to good zero-pressure fluorescence lifetimes for 
individual ro-vibrational levels of S1 has been a long and rocky 
one; it is reviewed in several recent articles.30,31'34,45 

For our present purposes it suffices to discuss only the most 
recent data of Weisshaar and Moore.31 Using the nitrogen laser 
pumped dye laser (with fwhm of ~0.15 cm"1) they succeeded 
in selectively exciting over 100 rotational levels belonging to the 
S1 origin (zero-point vibrational level). In over 90% of these 
cases the time-resolved fluorescence was observed to be simple 
exponential. At low pressures (<1 torr) the Stern-Volmer plots, 
i.e., plots of fluorescence rate (1/TS )) VS. pressure (P), are in 
general highly nonlinear. But in the lowest pressure range 
(0.5-10 mtorr) they become linear, with slopes (quenching rates) 
typically on the order of 108 s"Vtorr (~ 10 times the gas kinetic 
rate). Thus a reasonably unambiguous extrapolation of TS) to 
zero pressure was possible. 

The zero-pressure S1 fluorescence lifetimes obtained by 
Weisshaar and Moore were found to vary from 66 to 4170 ns. 
rSt's longer than 500 ns or shorter than 100 ns were unusual, 
the typical being ~ 150 ns. (These data agree with the several 
zero-point rotational lifetimes measured by Luntz37 in his effusive 
molecular beam apparatus; the lifetimes reported by SeIzIe and 
Schlag36 from their supersonic jet studies refer to higher lying 
vibrational states.) Within the zero-point vibrational band, the 
variation of TSI with rotational level was seen to be strong (factor 
of 60!) and essentially random. This explains immediately why 
the earlier TSI measurements were discrepant with one another. 
In the earlier experiments whole bunches of rotational levels 
were excited at a time, thus leading to multiexponential 
fluorescence decays with a broad distribution of lifetimes. 
Furthermore, few of the earlier measurements had been carried 
out at low enough pressures for the Stern-Volmer plots to 
become linear. Thus the extrapolations to zero-pressure 

Table II 

A. Normal Modes of Vibration for Formaldehyde" 
sym­
me­
try 

mode (C2V) 1A1
 1A 

H2CO frequency, 
cm"1 

D2CO frequency, 
cm - 1 

1A, A, 

A1 
A1 
A1 
B1 
B2 
B, 

2766.4 
1746.1 
1500.6 
1167.3 
2843.4 
1251.2 

2847.0 
1173.0 

887.0 
689.4b 

2968.0 
904.0 

2055.8 
1700.0 
1105.7 
933.8 

2159.7 
990.4 

2079.0 
1176.0 

(625) 
539.9b 

2233.0 
705.0 

B. Lowest Singlet Electronic States of Formaldehyde 
vertical 

excitation 
energy, eV 

state 
label 

symmetry 
(Civ) 

A1 

A2 

B2 

A1 

B, 

transition 
0 
4.3 
7.1 
8.0 

-10.0 
a (A) Frequencies of the six normal modes in the S0 (

1A1) and 
S1 (1A2) electronic states of H2CO and D2CO. (B) Symmetry, 
orbital change, and vertical excitation energy associated with each 
of the four lowest electronic absorption features in H2CO. b Dou­
ble-minimum potential eigenfunctions have been expressed as a 
sum of harmonic oscillator wavefunctions of the given frequency. 

fluorescence rates were often made with incorrect slopes. 
As interesting as is the dramatic variation of rs, with rotational 

level, the qualitatively more significant fact confirmed by the 
Weisshaar/Moore experiments is that, in the absence of col­
lisions, S1-formaldehyde decays (on the average) more than 
20 times faster than it would if it simply radiated. (Here we have 
taken (TSI) average ~ 150 ns30 and TS]

rad ~3000 ns.46) In the 
case of D2CO, on the other hand, TSI does not vary with rota­
tional level and is approximately equal to rs

rad. Thus the first 
task of any theory of the formaldehyde photodissociation will 
be to explain the fast, collisionless, nonradiative decay of 
zero-point S1-H2CO (and its absence in D2CO). 

C. "Time Lag" to Products 

The one other experimental datum that we choose to feature 
comes from the work of Houston and Moore.29 After exciting 
H2CO to about 1800 cm"1 above its S1 origin they time-resolved 
the appearance of CO product. This was done by either 
monitoring the fluorescence from v = 1 or following the ab­
sorption by v = 0 of a probe CO laser's light. The CO product 
was observed to grow in exponentially with a rate, kco, pro­
portional to pressure, P. A linear extrapolation to P = 0 gave 
IK00 = 0. At the lowest pressure studied, P = 0.1 torr, Zf00 was 
as small as 0.25 X 106 s"\ implying TCO > 4000 ns. That is, 
it appears that we have to wait more than a microsecond to 
see CO growing in, even though the large (overwhelming) ma­
jority of S1 states decay on time scales as short as 150 ns. The 
slope of the kco vs. P curve is ~1.7 X 106 s"1 torr1, corre­
sponding to a collisional rate of about one-sixth gas kinetic. The 
same behavior is observed when S1 is excited47 within a couple 
hundred cm"1 of its origin, and is independent of whether inert 
collision partners are added. 

More explicitly, for each pressure studied, it was found that 
the amplitude of CO product was negligible at short times, i.e., 
for f ;S 100 ns. Most of the CO was seen to grow in on a much 
longer time scale, 1//cco. At long times the CO signal levels 
off to a constant, -4(°°), which is large compared to the short 
time ("background") A(O). The short-time 4(0) is so small, in 
fact, that it is lost in the noise of the detector. The long-time 
amplitude, <4(°°), is roughly proportional to pressure, as is the 
rate fcc0- Thus as the gas pressure of H2CO is lowered from 
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Figure 2. Schematic diagram of coupling between the optically excited 
initial state (s), the vibrational^ "hot" bound states (|lj) of the ground 
electronic configuration, and the dissociation continuum («). 

10 to 0.1 torr, both /4(°°) and kco decrease accordingly. At 
P = 0.1 torr, A(CO) disappears into the noise, but A(O)/A(<=°) 
could be as large as 0.1 at this point. Carrying out this same 
experiment with enhanced sensitivity, i.e., extending the pres­
sures down to tenths of a mlllitorr, might well show that A(<*>)/P 
is no longer constant but instead begins to increase as P is 
lowered. Simultaneously we might find that A(O)/A(&) tends 
to unity—that is, the long-time, pressure-dependent component 
disappears—the time lag does not survive. 

In any case, the inescapable conclusion that must be drawn 
from the present observations is that at pressures on the order 
of 0.1 torr, there is at least a microsecond time lag between 
the fast (0.15lis) decay of S1 and the appearance of H2 + 
CO products. As we shall see, there appears to be a funda­
mental inconsistency between the existence of this time lag at 
P ~ 0.1 torr and the presence of the collisionless (P ;$ 0.0001 
torr) nonradiative relaxation of S1. 

///. Theory 

A. Elert, Heller, and Gelbart 

In what follows we shall ignore the presence of the lowest 
triplet and consider only the coupling between S1 and S0. Figure 
2 depicts schematically the three manifolds of states associated 
with these two electronic configurations. \S) refers to the 
optically excited ro-vibrational level in S1. The j|/)} are the 
vibrational^ "hot" levels of S0 which are isoenergetic with | S > 
but which do not have sufficient energy in the reaction coordinate 
for dissociation to occur. The j|e)( are the continuum states 
which describe the molecule flying apart in S0 with relative kinetic 
energy e. 

|S>, j|/)} and j|e>) are eigenfunctions of an approximate 
molecular Hamiltonian which excludes the nuclear kinetic energy 
7"(O) and the vibrational anharmonicity V^(Q) associated with 
the S0 potential energy surface. It is 7"(Q) which mixes \S) 
and )|/)} [hence vs, = (S]T(Q)]I)] and ]S) and |e> [vSt = 
(S]T(Q)]e)]. These are the nonadiabatic Interactions due to 
the breakdown of the separation of electronic and nuclear 
motions. The j | / ) j and (|e)j, on the other hand, all belong to 
the same (S0) configuration and thus are mixed by VSa

anh(Q) 
[hence iy = </| l/s„

anh|0 and vu = (I] Vs^]i)]. As soon as 
we pick a particular basis of functions to represent the above 
states, all their energies and coupling matrix elements follow. 
Before doing this we discuss briefly the means by which we shall 
calculate the time evolution of the initially prepared (optically 
excited) state. 

Because of the presence of the continua we are contronted 
with an (uncountably) infinite dimensional problem. However, 
//we are content to look only at the probabilities of being in any 
one of the bound states, and if vS( and vu are sufficiently slowly 
varying functions of €, then—to a very good approxima­

tion40,48—the dynamical problem reduces to a finite dimensional 
one. The continuum, instead of appearing explicitly, simply adds 
pure imaginary contributions to the matrix representation of the 
molecular Hamiltonian (H) in the basis of bound states (\S) and 

More explicitly, it can be shown40,48 that the time-dependent 
amplitudes determining the excited-state wave function 

|¥(f)> = a0(t)\S) + E a,(t)]l) 

are governed by the simple equation of motion 

(D 

d 
J h -

dt 

"s.-«r 
jN<t)_ 

-^Heii 

" » ' $ ' 

JN(O . 

(2) 

Here He(f, the effective Hamiltonian matrix, is defined by its 
representation in the bound state basis, (|m)j = ]S), j |/)}: 

(H9n)mm' ~ Hm (3) 

Hmm< is simply (m]H]m'), the matrix element of either T(Q) 
or VSo

anh(Q), according to whether or not mand m' belong to 
different electronic configurations: e.g., Ha= v a = (S|7"(Q)|/) 
and H11: = v,< = (I] Vs*

nh(Q)]l'). Tmm., on the other hand, is 
the damping matrix, defined40,48 by 

Tmm' = 2w(m\rie)(t\rim') (4) 

For m= S, (m]H\t) — vSe = (S]T(Q)\t), etc. 
Note that the diagonal matrix elements of T are simply the 

widths of the bound states due to dissociation, whereas the 
off-diagonal rm n /s describe the quantum mechanical inter­
ference effects due to coupling of the bound states through the 
continuum. [Direct continuum-continuum interactions are ig­
nored: these give rise to changes in the internal excitation of 
the fragments as they separate.] Note that in writing (4) we 
have suppressed the fact that there are in general a large 
number of continua which have to be considered, one for each 
possible distribution (see below) of vibrational energy in the 
diatomic products. Thus the continuum {|e)( should carry a 
subscript which identifies it as one of many channels, and eq 
4 should be replaced by the sum 2ir£,k(m\H]ik)(tk]H]m'). 

Computation of the Hmm' and rmm< matrix elements, as de­
scribed below, and subsequent diagonalization of He„ lead to 
a direct solution for Ia0(Ol2, £/- i l«/(0|2 and 1 - £|io|a,(f)|2, 
the time-dependent probabilities of being in any one of the three 
manifolds of interest. 

Implicit already in our description of coupling energies is a 
choice of basis states formed from Born-Oppenheimer (adia-
batic) products of electronic and vibrational wave functions. We 
write the vibrational factors in turn as products of harmonic 
oscillator states, one for each of the six normal modes of motion. 
Multiplied by ^S](qO) and ^So(qQ) these describe the bound 
states ]S) and )|/)j, respectively. The nuclear-coordinate de­
pendences of the electronic wave functions Vs,(qQ) and 
V^(qQ) are computed by using Herzberg-Teller theory through 
second order—the necessary crude Born-Oppenheimer (i.e., 
equilibrium configuration) electronic wave functions are available 
from ab initio calculation (e.g., see ref 5) and the nuclear co­
ordinate transformations are known from the normal mode 
analyses (e.g., see ref 49). Details and discussion of this 
calculation of tys,(qQ) and ty^qQ) are given in Appendix A, 
where our results are compared against other, independent 
estimates of the nuclear-coordinate dependence of the electronic 
wave functions. 



Photodissociation of Formaldehyde Chemical Reviews, 1980, Vol. 80, No. 5 407 

Table IH 

basis state 
shifted energy, 

cm"1 
initial state matrix 

element, cm"1 basis state 
shifted energy, 

cm"1 
initial state matrix 

element, cm"1 

2 8 3 1 3 . 1 
2 1 1 1 2 . 1 
2 3 3 1 3 , 3 mm-
2 3 3 1 1 . 4 
2 f 3 1 1 , 2 

:; •! 3 1 4 . s 
2 ? 3 1 0 . 6 

•i!Ji$l-f-

<!« ( 0 9 . 8 
,IS 3 1 5 . S 

2 8 3 1 6 . 1 
Zi309, 1 
2? ) 0 _ | , S . 
2 ' ! J O g . 7 
2 c 3 0 8 . 4 
,'.R 3 1 7 . 0 

2 3 J O 7 . 4 
2 3 3 0 7 , 4 

Ik3SJM-
2c 3 1 8 , 6 
2 5 3 1 8 . 6 

?.•>. J OS, Z 
2 H 3 0 5 . 7 

2 H 3 1 9 , S 
2 J 3 0 4 . 5 

2 * 3 0 4 . 0 
2 : 3 2 1 , 2 

•mm-
2 5 3 0 3 . 2 
2 !3 3 O Z . 5 
ia_i_Z_.4_.. 2<3322 . S 
2 8 3 0 2 . 3 
2 8 3 0 2 . 2 
-2<!_3.23xft_ 
2 6 3 0 2 . 2 
2 3 3 2 3 . 2 
2 3 3 2 3 . S 
. 2 U . U . . 6 . 
2 r l 3 » 3 , 8 
2 F 3 2 J . 9 
2 c 3 2 4 . 1 
?£• 301 . 0 

- 2 . 4 8 S d 2 3 E 
1 . 9 3 5 3 5 4 ' ; 

- 4 . 6 4 4 0 6 0 5 
- S . 3 0 1 3 4 9 t 
- 8 . 1 4 5 1 2 3 5 
- 2 . 2 9 S 8 0 6 ; 
- 1 . 3 3 5 6 5 3 ; 
- 5 . ? 3 2 5 1 8 5 

"""8 .554I I S " 
3 . 1 0 2 8 3 9 5 
4 . 9 8 3 3 4 5 5 

_ 4 , 4 2 761 6 " 
- 2 , 2 3 6 4 8 2 5 
- 2 . 2 1 4 3 1 4 1 T 

4 . 8 9 3 1 5 4 = 
2 . 0 4 1 6 2 4 . 5 

" - 6 . 42 3 9 2 I 5 
2 . 0 7 7 9 8 0 ; 

- 1 . 0 3 3 7 4 1 ^ 
I j 0 3 2 7 3 « ; 
2 . 2 0 4 4 1 5 5 
6 . S 8 3 7 1 4 5 
3 . 4 3 2 9 2 4 5 

_ 8 . 7PS.359.5 
- 2 . 8 6 6 3 7 S 5 " 
- 2 , 9 8 5 8 3 5 ? 

5 . 0 3 1 7 6 8 H 
. - 2 . . 5 . 8 8 9 S J ; 

2 , 8 9 7 3 9 8 ; 
3 . 06601 05 
1 . 0 3 0 9 6 3 ; 

_ L 3 , _ S 6 Z 1 4 1 -
6 , 1 0 1 3 7 7 5 
1 , 7 3 5 9 5 8 ; 

- 1 . 14 59 3 2 5 
-„Sj..oa.7 2 7 j 95 
- 4 , 4 6 2 1 9 2 5 

7 . 8 2 8 2 4 2 5 
3 . 3 T 6 1 7 8 = 

____.2 6 7 52JS; 
- 1 .0*19 V l 8"? 
- 1 . 5 7 5 1 0 3 5 

6 . 9 4 7 8 1 9 5 
—3....97P03B-? 
- 7 . 4 1 7 0 6 0 = 

1 , 4 2 9 0 0 2 ; 
6 , 0 5 7 7 8 0 5 

- = . I . » - 2 0 . 7 . L I . 9 . S . 
8 . 5 7 1 6 6 4 5 
6 . 7 8 5 2 8 3 5 
3 . 6 7 8 4 5 1 5 

_ U OgJI ?S2 
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a Each S0 basis state listed on the left is specified by the number of quanta in the six normal modes of vibration; e.g., w= 3 , 1 , 1 , 2 , 1 , 8 
refers to three quanta in V1 (the symmetric CH stretch), one in v2 (the CO stretch), and so on. The "shifted energy" entries are the expecta­
tion values of V%nh(Q) with respect to these zero-order product states. Finally the right-most column gives the matrix elements 
<*S1v=o!7,(e)l*°s.w>-

In order to differentiate between the bound ()|/)j) and con­
tinuum (il-,,)}) states belonging to S0 we need to define the 
reaction coordinate. We take ^3 as our reaction coordinate: the 
symmetric, in-plane, bend (the "scissoring motion"). The reaction 
coordinate should include some CH stretch as well—the hy­
drogen atoms must not only come closer to each other, but must 
also separate from CO, before H2 is formed—but our simpler 
choice suffices for the present discussion. 

The ^3 motion in S0 is described by a Morse oscillator (mo) 
[V113(X) = Dj 1 - expO-ic-OJ2], where D is the barrier height 
against dissociation and a is chosen to give the observed v3 

fundamental frequency. The vl9.3 motions are described by 
harmonic oscillators (ho). Thus the j|/)} are constructed by 
enumerating all states corresponding to w = wr we such 
that hu3(w3 + V2) < D. These Iw,},=! 6 describe S0 states 
with the energy in the reaction coordinate insufficient for dis­
sociation: their wave functions and energies are given by 

|/j = V^qQjtlxZjQ,) ** E< = Zt"»,i*, + 1/z) (5) 

Each continuum, on the other hand, is associated with {w,}/^3 

such that [ I ^ b , ( » , + V 2 ) K [ E 8 / " - D], i.e., with each 
vibrational distribution which leaves at least energy Din v3. (ESl

ex-

the energy of the exciting light, defines the total molecular energy 
available.) Thus the /cth continuum is specified by 

1«*) = *8„«70)x3S. Os)IIx^O/) 

The translational energy available to P3 is just 

.*= [ F 8 " - D ] - [XhW1(W1+ YJ\ 

(6) 

(7) 

Note that Xs^„ is the well-known, unbound, solution (asymptotic 
kinetic energy tk) of the Morse oscillator. Finally, our remaining 
basis state (S) is defined by 

\s) = *8l«.Q)ftxSWQ (8) 

where the {Q/} now refer to the normal modes on the S1 sur­
face. 

With |S>, {|/)i, and {\tk}} defined explicitly as above, the 
matrix elements of the nuclear kinetic energy, T(Q) = 
-ft2__f=1 d

2IdQ1
2 can be straightforwardly evaluated. These 

calculations are outlined in Appendix B. Of particular interest 
are the (S\T(Q)\I) = vs,interaction energies. Recall that the 
\vst) are the fundamental quantities in the primordial Bixon-

_a.J4JLija5jO._5__
3_J.74.801
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Table IV 

1 
2 
3 
4 
S 
6 
7 
8 
9 

1 O 
1 1 
1 2 
1 3 
1 4 
1 5 
1 6 
1 7 
1 8 
1 9 
2 0 
2 1 
2 a 
2 3 
2 4 
2 5 
2 6 
2 7 
2 8 
2 9 
3 0 
J l 
3 2 
3 3 
3 4 
J S 
3 6 
3 7 
3 8 
3 9 
4 0 
4 1 
4 2 
4 3 
4 4 
4 5 
4 6 
4 7 
4 8 
4 9 
5 0 
S l 
5 2 
5 3 
5 4 
d S 
5 6 
S 7 
5 8 
a y 
6 0 
6 1 
6 2 
6 3 
6 4 
6 5 
Aft 

states 

7 
7 
7 
S 

2 3 
2 3 
2 3 
2 3 
3 5 
3 9 
4 1 
4 1 
4 1 
4 1 
4 2 
4 2 
4 6 
4 6 
4 6 
4 8 
5 0 
5 6 
5 6 
5 6 
6 5 
7 0 

7S 
7 5 
7 5 
7 S 
7 8 
9 6 
9 6 

l9 6 
y t 
9 6 
9 8 
9 9 

1 13 
1 3 4 
1 49 
1 6 2 
162 
1 7 5 
1 7 6 
1 7 6 
1 77 
1 8 0 
2 0 1 
2 0 6 
2 0 6 
2 0 6 
2 1 7 
2 5 5 
2 S 5 
2 5 5 
2 9 0 
3 1 4 
3 1 8 
3 5 6 
3 5 7 
3 6 7 
3 6 7 
4 0 6 
4 2 4 
47ft . 

I 17 
3 2 2 
3 5 2 
1 7 6 
1 4 4 
3 1 0 
3 6 3 
4 2 9 
1 76 
1 76 

6 6 
3 6 6 
3 9 7 
4 3 5 
4 1 9 
4 8 6 
1 3 4 
1 8 0 
3 2 3 
3 5 9 
4 6 3 
1 13 
2 5 l 
4 1 3 
3 6 7 

9 6 
9 0 

2 1 1 
2 9 4 
31 1 
I d O 
1 3 6 
2 4 5 
2 5 4 
3 3 8 
4 5 1 
36 7 
2 9 0 
2 0 1 
1 8 0 
1 5 1 
21 7 
403 
2 1 7 
1 8 8 
3 2 1 
4 3 2 
3 2 3 
4 0 9 
3 6 0 
4 4 1 
4 82 
4 0 3 
2 9 0 
3 6 9 
4 3 4 
4 3 4 
3 5 6 
J o / 
3 5 8 
3 6 7 
3 7 0 
3 9 6 
4 6 3 
4 76 
4Q«S 

interaction energy, cm"' 

- 7 . 5 3 9 9 2 0 0 - 1 5 
1 . 0 4 8 1 5 2 0 + 0 2 

- 2 . 1 4 d 2 6 0 O - 0 4 
- 4 . 2 4 8 7 5 6 D - 0 3 

8 . 7 5 7 7 0 2 D + 0 1 
- 4 . 1 1 5 5 4 3 0 - 0 3 
- 7 . 1 2 4 6 0 8 0 - 0 1 

3 . 6 7 5 2 3 3 0 - 0 1 
- 1 . 2 3 6 1 6 5 0 - 0 1 

1 . 6 6 6 4 4 1 D - 0 5 
2 . 2 3 7 0 9 3 0 - 0 3 

- 5 . 4 7 3 1 3 4 0 + 0 0 
- 6 . 2 1 5 8 0 7 0 - 0 6 

1 . 3 6 1 1 3 1 0 - 0 2 
4 . 8 3 4 1 7 3 0 - 1 4 

- 7 . 7 0 5 2 1 3 0 - 1 8 
- 4 . 2 6 0 3 8 7 D - 0 I 

2 . 4 1 0 S 6 5 D + 0 1 
4 . 1 5 5 6 0 2 0 + 0 1 

- 3 . 5 9 0 0 9 5 0 - 1 2 
3 . 3 0 3 5 1 2 0 - 1 3 
4 . 9 6 9 5 3 6 0 + 0 1 

- 6 . 1 2 9 3 1 4 0 - 0 2 
- 1 . 1 3 9 1 8 4 D - 1 4 
- 1 . 4 5 4 3 7 1 0 - 0 4 
- 1 . 5 7 8 8 5 8 0 - 0 5 
- 1 . 7 2 0 2 0 0 0 - 0 4 

1 . 2 7 7 1 6 6 0 - 0 6 
- S . 9 3 7 9 8 7 0 - 0 6 
- 2 . 3 4 3 5 3 9 0 - 0 8 
- 1 . 3 3 5 0 5 4 0 - 1 4 

3 . 7 7 8 9 7 5 0 - 0 3 
- 5 . 2 0 0 8 9 8 0 - 0 5 

1 . 1 4 4 9 6 0 D + 0 1 
-^9" . 3 5 4 8 4 4 0 - 0 1 
- 8 . 8 7 1 5 5 5 0 - 0 6 
- I . 1 9 4 5 6 3 0 + 00 
- 1 . 3 5 1 4 1 2 D - 0 2 

S . 1 2 0 4 0 4 D - 0 1 
- 3 . 9 4 8 4 3 7 0 + 0 1 
- 3 . 4 9 0 8 5 3 D - 1 2 

6 . 2 0 8 9 4 9 0 - 0 5 
- 1 . 7 1 5 6 1 2 0 - 0 1 

8 . 3 5 6 9 5 9 0 - 1 4 
- 3 . 6 3 7 6 5 6 0 - 0 4 

2 . 3 7 9 1 7 2 0 - 0 2 
- 6 . 9 5 5 7 1 7 0 - 0 5 
- 8 . 4 4 1 5 9 6 D + 0 2 

1 . 8 5 1 4 9 4 0 - 0 1 
- 1 . 1 1 1 9 2 4 0 - 0 1 

2 . 9 3 1 7 6 6 0 - 0 1 
4 . 2 6 3 2 3 4 0 + 0 1 
1 . 7 0 3 2 5 9 0 + 0 1 
1 . 9 0 5 8 1 4 D - 0 3 

- 2 . 8 3 / 2 4 2 0 - O e 
4 . 7 0 0 6 6 5 0 + 0 1 

-1.3576160-04 
8 . 3 5 6 9 5 9 0 - 1 4 
J . y 2 J t ) / o o - u j 

- 1 . 6 7 8 3 8 4 D - 0 3 
2 . 2 5 1 5 4 4 0 - 0 4 

- 5 . 5 2 2 6 2 3 0 - 0 8 
- 2 . 2 4 9 9 9 1 0 - 1 5 
- 8 . 2 8 9 7 9 7 0 + 0 2 

1 . 4 4 8 1 4 2 0 - 0 3 
? . f l * i 59 i n n - n ? 

0 Matrix elements of F|Ph(G) between different zero-order 
S0 vibronic states ({*s W ^ })• The 66 interaction energies 
shown here are those corresponding to the pairs of/ states retain­
ed in the convergence criteria described in Appendix C. (Their 
numberings, e.g., "7-117", "7-322", refer to the labeling scheme 
devised in ref 40.) 

Jortner model of radiationless transitions. Table III shows our 
calculated values of the {vs/j for the S0-S1 interaction in form­
aldehyde. The matrix elements are seen to fluctuate dramatically 
in both magnitude and sign, in marked contrast to the slow 
variation usually assumed in the analyses of electronic intra­
molecular relaxation processes. As shown elsewhere,50 how­
ever, the fluctuations in {vs/} do not destroy the qualitative be­
havior originally predicted by the constant coupling model. 

Similarly, having defined the basis states \S), \\l)}, and \\ek}}, 
we can compute all of the matrix elements involving V5^(Q). 
For Us0

8^(Q) we use an analytic fit to the ab initio S0 surface 
of Morokuma et al. These calculations are also described in 
Appendix B; typical results for the anharmonic coupling energies 
</| V5^(Q)Il') = v,! are shown in Table IV. From these V81, 
vst„> vi'< and vUk, we construct the H^n. - (Ul)Tn^ matrix (see 
eq 3 and 4) whose diagonalization leads directly to Ps,(0 = 
|a0(f)|2 and Pd(9S(f) ^ 1 - Ja0(Ol2 - E , 1 , N O l 2 . 

It is important to note that there is nothing special about the 
Born-Oppenheimer or normal mode approximations which we 
have used to construct our basis; this choice is admittedly ar­
bitrary. There is no reason to expect the vibrationally hot S0 

levels to be well described by products of harmonic oscillator 
products. Surely it would be better to use Morse potential 
descriptions of local (rather than normal) modes and to account 

for changes in the natural coordinates as we go from H2CO-S1 

to (H2 + CO)-S0. Nor does our Herzberg-Teller treatment 
provide the most accurate way to collect the nuclear-coordinate 
dependence of the electronic wave functions, van Dijk et al., 
for example, have calculated * (q ) directly for all O's of 
interest—as mentioned earlier, their approximation is to assume 
that the potentia^nergy surfaces and electronic matrix elements 
(arising from T(Q)) are separable with respect to the normal 
coordinates. But we do not need to worry about having chosen 
the "best" basis, since we can show that our dynamics cal­
culations are independent of the particular choice of basis. We 
"simply" increase the size of the f|/)} set until we find PS)(0 
and Pdiss(0 to be invariant, i.e., until the calculations have 
converged; this procedure is described in Appendix C. 

We have performed a large number of calculations of Ps,(0 
and PdIs8(O for different vibrationally excited levels of S1-H2CO 
and S1-D2CO: the details are given in ref 40. For our present 
purposes we need only cite the following: 

(I) [£s,ex - D] > 0. When the molecular excitation energy 
exceeds the barrier against formation of products (by, say, a 
few thousand cm-1), \S) is found to decay on a 100-ns time 
scale in the case of H2CO, and approximately 20 times slower 
for D2CO; these results are in good accord with experiment. 
However, Pdtes(0 is found to grow in on about the same time 
scale. That is, there is no dramatic time lag. 

(ii) ESl
ex < D. In this case we do not find any nonradiative 

decay of S1 on observable time scales. This result is in 
agreement with calculations by van Dijk et al. (see below) in 
which the S1 ~-* - S0 internal conversion was treated in the 
absence of dissociation (ESl

ex < D)-
Thus we have the basic dynamical paradox. If dissociation 

is indirectly responsible (see below for discussion) for the non-
radiative decay of S1, then how can a time lag be explained? 
If dissociation is nor involved, then how can S1 undergo such 
a fast radiationless relaxation? These features of the photo-
dissociation dynamics should arise in the case of many other 
"intermediate" sized molecules as well. 

B. van Dijk, Kemper, and Buck 

van Dijk, Kemper, and Buck and their co-workers have pro­
vided a most comprehensive theoretical study of the radiative 
and nonradiative processes associated with the S0-S1

 1(m -*• 
7T*) transition in formaldehyde. Their program involves a com­
pletely ab initio determination of all the relevant molecular 
properties. In particular they take advantage of the fact that 
the integrals involved in the electronic (nonadiabatic) coupling 
matrix elements, which determine the nonradiative relaxation 
of S1, are completely equivalent to the dipole acceleration 
electronic transition moments arising in the radiative decay. 
Furthermore they calculate directly the nuclear-coordinate de­
pendences of the electronic wave functions rather than piecing 
them together from a low-order Herzberg-Teller expansion. 

More explicitly, consider the following contribution to the 
nonadiabatic [nuclear kinetic energy, - f t 2 £?=1<92/d 2O,2 = 
T(Q)] coupling between the S0 and S1 electronic configurations: 

C10(Q) • i{*°< 
6 

-ft2£ 
;=1 

( * 

,((JO)I-/* 

,(9O) 

J) 
3Q1 

BQ1 
(90)1* 

ESo(0) - E51(Q) 

~n ZE0(Q)-E,(Q) BQ1
 {9) 

Here U is the full potential energy of the interacting electrons 
and nuclei and E0(Q) and E1(Q) are the adiabatic electronic 
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eigenvalues of the S0 and S1 states. The total interaction energy 
between the wth and vth vibrational levels of the S1 and S0 

states, respectively, is accordingly 

, ( Xs,.(Q) 

6 d 
W ( O ) - ^ r 

E0(Q) - E1(Q)" 
' ) 

Xs0W(Q) 1 s vs,vSoW (10) 

The vibrational wave functions Xs,* a r e a s usual the eigenso-
lutions to the Schrodinger equation for effective nuclear motion 
in the S1 state: 

[T(Q) + E1(O)]Xs1^(O) = ESl,XSl,(Q) (11) 

(And similarly for Xs0W-) Thus we need "only" determine ^s(qQ), 
^s1(QO), E0(Q), and E,(Q). 

In order to proceed with their ab initio determination, van Dijk 
et al. introduce a key simplification. They assert that both En(Q) 
and V, 10(Q)/[E0(Q) - E^(Q)] are separable with respect to the 
six normal coordinates, Q, '111 = 1,2 6- Accordingly they write 

and 

En(Q) = En(Q = 0) + E EJ(Q1) 

VAQ) 

(12) 

F IO\ F lO\ = VA° = 0 ) + E V/ ' ' ' '10(a ' ) ( 1 3 ) E0(Q) - Et(Q) /=1 

From (12) it follows that eq 11 is separable into six one-di­
mensional vibrational motion problems; Xs1I-(Q)- f ° r example, 
can be written as a product 

ft XsJ(Qi) 
/ = 1 

Here each Xs1^(Q)is determined numerically as the appropriate 
eigenf unction of the one-dimensional potential Ej(Qi). Note that 
assumption 12 is not to be confused with the harmonic ap­
proximation; (12) requires "only" that the potential energy be 
separable with respect to the Q,'s—"diagonal" anharmonic 
terms to all orders are still included. Similarly, assumption 13 
is considerably weaker than the usual "Condon approximation" 
which has often been invoked51 to treat internal conversion 
processes. 

The V,1°(Q) defined in eq 9 can be expressed (see Appendix 
A) entirely in terms of ^Sl(<jQ) - ^ S O (QQ) matrix elements of 
the electric field operators 

S" 
= e. 

Here q" and S" denote the vector positions of the eth electron 
and nth nucleus, and rgn is the distance between them. More 
explicitly, we can write (see Appendix A) 

dSf I ^ Q,'-Sf 

^ ren
3 

*s0«7Q) > 

(14) 

VAQ) 

where the subject /labels the (x, y, or z) Cartesian component 
q"and S", Znis the nth nuclear charge, and dS/n/dQ,are the 
elements of the Jacobian transformation from normal to 
Cartesian coordinates, van Dijk et al. have computed the 12 
Cartesian components (three per atom) of the electric field 
operator at each point (nuclear configuration) for which the S0 

and S1 wave functions was calculated. With assumptions 12 

and 13 in mind, about 14 points per normal coordinate were 
considered. The atomic orbitals are chosen to be a contracted 
Gaussian basis set of double zeta quality; a single molecular 
orbital set is used to describe both the S0 and S1 states. As 
many as 175 configurations were included in the CI. 

Recall from section IIIA, that the time-dependent amplitudes 
governing the excited-state wave function (eq 1) follow [see (2)] 
from a diagonalization of the effective Hamiltonian matrix (eq 
3). The calculation of van Dijk et al. involves only bound states 
of S0; accordingly, the damping matrix defined by (4) is identically 
zero. Furthermore, v„. = 0 since—see assumption 12—"off-
diagonal" ("coupling") anharmonicity has been neglected. Thus 

"eff (15) 

The vSi's are given by the vslV.,soi/s in (10), as simplified in the 
above discussion; the E/s are obtained similarly from the Q/cross 
sections of the S0 surface. Matrix 15 has eigenvalues En/and 
eigenvectors \fm\ whose overlaps with \S) are jamj. It follows 
that the time-dependent probability of being in the initial state 
|S) i s 

Ps(t) = IEIanJ2 exp(-/Em'f/ft)|2 (16) 

van Dijk et al. find results for the vs,'s which are qualitatively 
similar to those discussed earlier in Table III. Also, their density 
of | / ) levels—including the effects of "diagonal 
anharmonicity"—is essentially the same as that found for the 
purely harmonic basis treated in section IIIA. Most significantly, 
their calculations confirm the conclusion that S1-H2CO behaves 
like a "small" or "resonance-case" molecule;52 in the absence 
of continuua, no nonradiative decay is observable on a 100-ns 
time scale. [Instead, Ps(t) simply undergoes picosecond os­
cillations.] 

IV. Discussion: Mechanism Dilemmas 

A. Tunneling 

In the above discussion it has been assumed implicitly that 
no dissociation can occur if ESl

9X < D. Indeed if the reaction 
coordinate is described by a Morse potential, then no dissociation 
is possible in this case. But (see Figure 1) a more reasonable 
one-dimensional potential would be one which rises to a max­
imum at intermediate displacements and then falls back down 
to zero as the products separate. (Recall that ground state H2 

+ CO has essentially the same energy as S0-H2CO.) In this latter 
case, quantum mechanical tunneling can lead to dissociation 
even when ESl

ex < D. 
Miller53 has recently included tunneling corrections to the usual 

statistical theory of unimolecular reactions. Assuming that the 
reaction coordinate is separable, he uses the one-dimensional 
barrier potential computed by Goddard and Schaefer4 for the 
minimum energy H2CO - * H2 + CO pathway. For molecular 
energies lying about 2000 cm"1 below the barrier, he finds 
tunneling rates as high as 6 X 106 s_1; at 1000 cm"1 below the 
barrier, they are already an order of magnitude larger. These 
are of course only crude estimates of the formaldehyde tunneling 
rates since the full many-dimensionality of the problem has not 
been considered. Nevertheless we can incorporate this result 
into our earlier calculational scheme as follows. 

Recall that the damping matrix elements Tmm> arise from 
coupling of the bound states to the continuum channels. But, 
for ESl

ex < D and a Morse description of the reaction coordinate, 
all the rmm-'s were zero since the continua were simply not 
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accessible. In the case of a barrier potential, on the other hand, 
the continua are accessible via tunneling; thus we can set each 
T,h equal to a rate on the order of 106-107 s_1. Using our 
original estimates of the Hmm: matrix elements, and diagonalizing 
the resulting WBf) matrix, we find that PSl(r) decays on a 100-ns 
time scale. Thus, even with ESl

ex lying below D—which is 
almost certainly the experimental situation—we can account 
for the fast nonradiative relaxation of S1. Similarly, the dramatic 
decrease (factor of ~20) in 1/TSI upon deuteration can be 
accounted for: both the vs,'s and T0Ih tunneling rates are 
significantly smaller for D2CO than for H2CO. 

[Note that in the above we have resurrected T1 matrix ele­
ments to allow for 108-107-s~1 tunneling rates of the /states. 
It does not follow trivially that diagonalization of the resulting 
HeH matrix—see eq 1 through 4—will lead to a comparable 
decay rate for S. Rather it is necessary that the S1-S0 coupling 
energies (i.e., the jvs/}) be large enough.] 

At this point one might conclude that all is well—but we still 
have not accounted in any way for the observed time lag be­
tween S1 decay and appearance of products. 

B. The "Time Lag" and Reaction Intermediates 

If the S1 collisionless decay is induced by tunneling, then H2 

+ CO products will obviously appear on the same time scale. 
Thus it becomes necessary to assert that collisions "quench" 
the S1 ™—> H2 + CO tunneling process by bringing the molecule 
instead to S0 states which cannot dissociate without further 
collision. If this S 1 H - M - ^ H - M - * H 2+ CO+ M quenching 
process were to occur, for example, at a rate of 108 s~V 
torr—this is the slope of the low-pressure, linear, 1/TSI VS. P 
Stern-Volmer plot—then the quenching could indeed begin to 
overtake the collisionless tunneling at pressures of 0.1 torr (the 
lowest pressure for which the time lag is measured). But it 
seems unlikely to us that collisions would preferentially quench 
S1 into S0 states which cannot dissociate (unless of course a 
sufficient amount of energy is removed at the same time). 

And how can collisions take these otherwise long-lived states 
to products at one-sixth gas kinetic rate (see section HC)? It 
is conceivable that these collisions are essentially elastic, simply 
serving to couple the long-lived states with isoenergetic vibra­
tional levels which can tunnel efficiently to products. Along these 
lines, the possibility of weakly coupled vibrational states ("trapped 
trajectories"?,54 "local modes"?55) needs to be carefully in­
vestigated for the ground potential-energy surface of form­
aldehyde. 

A metastable hydroxymethylene species (HCOH) has recently 
been established for S0-H2CO. Ab initio calculations (ref 4, 56, 
and references to earlier work contained therein) find a minimum 
at ~50 kcal/mol on the S0 surface, corresponding to the HCOH 
radical. Along the minimum energy pathway to H2CO it must 
surmount a barrier of ~45 kcal/mol. Sodeau and Lee26 have 
found spectroscopic evidence for HCOH in their matrix-isolation 
photolysis studies, thereby suggesting its role as intermediate 
in the time-lagged appearance of H2 + CO products. But we 
see no good reason why the hydroxymethylene isomer should 
be longer lived than any other vibrationally excited formaldehyde 
ground state. In fact, Miller53 estimates that—at realistic ex­
citation energies—HCOH tunnels to H2CO faster than H2CO 
tunnels to products. 

It has been suggested that HCOH is implicated specifically 
in the primary S1 ***—>• S0 step, that the "internal conversion 
to S0* is more probable for the hydroxycarbene rearrangement 
than for the direct dissociation mechanisms".56 More explicitly 
it has been shown that, as the nuclei are displaced from their 
equilibrium configuration Q = O , the nonadiabatic interaction 
terms 

V,">(Q)/[E0(Q)-E^(Q)] 

increase most dramatically for Q ̂  O corresponding to the H2CO 
- * HCOH rearrangement. But for optical excitation to vibrational 
levels near the S1 origin the molecule does not have sufficient 
energy to get away from its equilibrium configuration—recall 
that Qs1

6" as Qs0
9". Thus the only nonadiabatic couplings relevant 

to the S1-S0 internal conversion are those with Q ~ Q5^ ~ 
"OH2CO6"" ^ "QHCOH"; that is, in the Q integration specified in 
eq 10, only those Q « OH2CO6" make nonnegligible contributions. 
Collision might allow HCOH to play more of a role in the S1-S0 

interaction; the inclusion of a second molecule will modify 
completely any discussion of the effective potential energy for 
nuclear motion by changing barrier heights and shapes, etc. 
Preliminary studies of these collision effects are just now being 
reported.57 

Another intermediate which has been invoked is the lowest 
triplet state T1; its role has been implicated by magnetic rotation 
effects in S0-S1 absorption,16 benzene-sensitized dissociation,24 

and O2- and NO-enhanced product formation.29 But T1 is ob­
served23 to undergo a fast (<100 ns) nonradiative relaxation to 
S0, indicating that it cannot provide the "bottleneck" necessary 
to account for the microsecond time lag. Furthermore, we found 
earlier (sections IHA and B) that the unbroadened ( r „ = 0) S0 

levels are not sufficiently closely spaced to induce a radiationless 
decay of S1—the T1 levels are still sparser. [In this regard it 
has been suggested that rotational degrees must be explicitly 
considered and that their proper inclusion would lead to a 
sufficiently high density of states in S0. Such an investigation 
would be extremely valuable, not just for a better understanding 
of the formaldehyde photophysics but to advance in general the 
theory of radiationless transitions in intermediate-sized mole­
cules.] The only way in which T1 could play a dominant role, 
in fact, is if the S1 ***-»• T1 process were collision-Induced and 
inelastic; then the low density of T1 levels would be irrelevant 
and the T1 ***-• S0 relaxation would be slower than 0.01 ns 
because of the excess-energy removal. 

C. Rotation and Electric Field Effects 

We have referred earlier to a dramatic dependence on ro­
tational state of the fluorescence lifetimes measured for ro-
vibrational levels near the S1 origin. Within the zero-point vi­
brational levels, for example, Weisshaar and and Moore58 have 
observed hundredfold fluctuations in fluorescence lifetimes as 
the rotational quantum numbers J and K are varied. Their 
experiments were done in a bulb, at pressures in the millitorr 
range. (The data agree with those obtained by Luntz37 in a 
thermal beam, where excitation of specific /estates—averaged 
over many J—in the zero-point level occurs.) On the average, 
the lifetimes decrease slightly with increasing K or rotational 
energy, but no other simple or systematic trends are discernible. 
Recall furthermore that, because H2CO is not quite a symmetric 
top, there is a small splitting of the ± K levels. In all cases for 
which the two S1 components (corresponding to a K doublet) 
could be selectively excited, quite different lifetimes were ob­
served for the two components. For J' = 6 and K' = 3, the 
components are split by only 8 X 10"4 cm"1 in S1, but the 
lifetimes differed by a factor of three! 

SeIzIe and Schlag36 have also measured fluorescence lifetimes 
of Srformaldehyde as a function of rotational quantum numbers. 
Their experiments were carried out in a hypersonic jet instead 
of a low-pressure bulb sample. Under conditions of isoentropic 
expansion the cooling of the gas eliminates sequence congestion 
so effectively that the rotational purity of each absorption line 
is guaranteed. Only contributions to the spectrum from rotational 
states with J < 5 are involved. Furthermore, SeIzIe and Schlag 
chose to study not the zero-point vibrational level, but instead 
the 2241 state, i.e., that with two quanta of excitation in the v2 

(CO stretch) mode and one quantum in vA (out-of-plane "wag"). 
This vibronic state of S1 is known to be magnetically sensitive, 
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indicating its perturbation by T1 states. They found a small 
(~30%) variation in the lifetime of individual rotational levels 
of the 2241 band. In addition, Lee and co-workers have mea­
sured fluorescence quantum yields for many rotational levels 
in the 41 (ref 35) and 2341 (ref 25) vibrational bands; in both 
instances variations by a factor of 2-4 were observed. 

The following question must then be confronted. What is the 
source of the fluctuation in fluorescence lifetime with rotational 
quantum number? In particular, why is it so much more dra­
matic in the zero-point and 41 bands than in the higher energy 
2241 state? And how can it be explained in the case of K 
doublets whose S1 splitting is as small as 10~3 cm-1? 

Consider again the coupling scheme discussed in section IUA 
and shown in Figure 2. In general, i.e., for arbitrary vs/'s, r,'s, 
and (Es - E,)'s, its solution requires large-scale numerical 
computation and leads to complicated multiexponential decay 
and damped oscillations. In the special case of weak coupling 
[K , | 2 « (E8- E1)

2 + (Ts- Tt)
2/A, for all / ] , however, it can 

be shown59 that Ps(t) decays exponentially with a rate 

Actual theoretical estimates (see section IIIA) of vSh (E8 - E,) 
and r ; confirm that the weak coupling inequality is reasonably 
satisfied. Furthermore, Ts « Th as is also required for the 
derivation of (17). In any case, it is useful to treat (17) as a 
qualitatively valid relationship between the observed fluorescence 
rate and the fundamental molecular parameters. In particular, 
ks

nr is seen to vary with initial state \S) according to vs/and 
E 5 - E1. Since different /contribute to £, for different \S), there 
is also an indirect dependence of ks

nr on T,. 
More specifically we want to account for the large fluctuations 

observed in Zf5"" as S runs through different rotational levels of 
a given vibrational band. Recent theoretical work60,61 suggests 
that the vst coupling matrix elements do not depend strongly on 
the rotational quantum numbers characterizing \S). Instead, 
the dramatic variation of fluorescence rate ks"

r with \S) arises 
from the rotational selection rules on V81 which produce a random 
energy matching of |S) and |/) levels. That is, for certain 
rotational states | S), the nonzero v8l matrix elements involve 
| / ) , states for which E5 - E, happens to be very small. These 
"accidental" resonances give rise to the large fluctuations in 
k$

nr. Recall further that the T/s are small compared to the 
spacings of |/) levels. Thus a picture emerges according to 
which each \S) state interacts with a "lumpy" /continuum 
[formed from the diagonalization of v,< and v,t in the (|/)} - {|£>} 
basis—see Figure 2 and the effective Hamiltonian discussion 
of section HIA]. As we pass from one \S) to another, by 
preparing the system successively in different rotational levels 
of a given vibrational band, the \S) state passes into and out 
of resonance with the "lumps" (E/s) in the /continuum. As the 
total energy is increased, ks

nr is expected to increase and to 
become a smoother function of S, since both vaand in particular 
r,are increasing significantly. This is consistent with SeIzIe and 
Schlag36 finding shorter and smoother lifetimes for the 2241 band 
than Weisshaar and Moore31 observed for the zero-point and 
41 levels. 

Preliminary attempts to confirm this picture and to extract 
rough estimates of vSh T1, and Es - E1, have come from the 
recent Stark experiments of Weisshaar and Moore.38 Essentially 
what they have done is to repeat their earlier kg* measurements 
for individual rotational levels of 4'-S1 formaldehyde, but now 
in the presence of an external electric field. For field strengths 
no larger than a few kV/cm, it is easy to show that interelec-
tronic Stark effects are altogether negligible compared to the 
S1-S0 matrix elements of the nuclear kinetic energy. Thus vs/ 

is essentially unperturbed by the external electric field. Similarly 
we do not expect the T/s to be effected, since these widths 

are associated with either tunneling through a potential energy 
barrier or with collisional deactivation. Almost certainly the main 
effect of the Stark field is to "tune" (since S1- and S0-H2CO have 
different dipole moments) the small energy difference (Es - E1) 
so that IS) is moved into and out of resonance with the lumpy 
continuum. 

Indeed Weisshaar and Moore have found that for Es - E1 shifts 
as small as 3 X 10"4 cm"1 (i.e., for electric fields as small as 
70 V/cm) the fluorescence lifetime of a 41-rotational level 
changes by more than a factor of six. From eq 17 this requires 
that vSh T1, and Es - E1 must all be small, rom more careful 
analyses of an extensive series of measurements on the electric 
field dependences of k^'s, Weisshaar and Moore conclude that 
V3, and T, are on the order of 10~3 cm -1 and that Es - E, is 
~ 10"2-10~3 cm-1. These values are all consistent with the ab 
initio theoretical estimates discussed in section III. Clearly it 
will be useful to pursue further Stark studies of H2CO fluores­
cences, particularly those which will involve Doppler-free ex­
citation of single J, K, M levels in S1. 

D. Summary, and More Open Questions 

In the above review we have neglected to discuss a large 
amount of experimental data obtained recently on the spec­
troscopy and photophysics of the formaldehyde molecule. Some 
of these measurements were at least mentioned in the Intro­
duction (section I). But many of them, including in particular the 
collisional studies of Moore and co-workers and the fluorescence 
quantum yield determinations of Lee et al., have been essentially 
suppressed altogether. (Discussions of these important works 
can be found in the doctoral thesis of Weisshaar and in the 
recent review by Lee and Loper46 and in the many references 
to original papers cited therein.) We have so "streamlined" this 
present review with the purpose of focussing more clearly on 
the basic problem of reconciling the fast, collisionless nonra-
diative decay of S1-H2CO with the time lag observed at higher 
pressures for appearance of products. This problem forces us 
to confront squarely several fundamental difficulties in our un­
derstanding of radiationless electronic relaxation and of indirect 
photodissociation in small polyatomic molecules. 

First, is formaldehyde large enough to show nonradiative decay 
of its S1 state in the absence of collision or dissociation? The 
low-pressure bulb and molecular beam experiments described 
earlier confirm certainly that Srnonradiative decay is present 
in the collision-free limit. But no laboratory measurement to date 
has succeeded in searching unambiguously for dissociation 
products in this same zero-pressure limit. Accordingly, theory 
has stepped in—see section III—and concluded tentatively that 
nonradiative decay of the excited electronic state is not possible 
without the (virtually) simultaneous dissociation of the molecule 
on its ground-state surface. These predictions are based on 
estimates of the S1-S0 coupling energies ({vs/}) and on the S0 

density of states in the region of the S1 origin. 
The various calculations of the S1-S0 vs,'s, described in 

sections HIA1B, have involved quite different theoretical ap­
proximations, e.g., Herzberg-Teller expansion vs. separable 
representations of the electronic couplings and quadratic vs. 
diagonally anharmonic approximations for the potential-energy 
surfaces. But the final estimates of v8l magnitudes and their 
dramatic variations with / have shown qualitative agreement 
and represent reasonable upper bounds on the true behavior. 
[Larger values of v$l would necessarily imply new anomalies in 
the S0-S1 absorption which would be inconsistent with presently 
accepted deperturbation analyses of the high-resolution spectra.] 
The density-of-states estimates, on the other hand, are some­
what more problematic. 

For the most part, the spacing of vibrational levels in poly­
atomic molecules has been described within an assumption of 
harmonicity. Then the density of states at an arbitrary total 
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vibrational energy follows directly from combinatoric relations, 
evaluated for the known normal mode frequencies and degen­
eracies.62 Keeping the modes separable but allowing for an-
harmonicity in each mode lead to an enhancement of the vi­
brational density only if the number of modes or the total energy 
is large enough, van Dijk et al. have found, for example, using 
one-dimensional cross-sections ("slices") of their ab initio sur­
faces, that the separable S0 density at E= ESl is enhanced very 
little over what it would be if the single-mode potentials were 
assumed harmonic for all displacements (rather than only at O, 
~ 0). Furthermore, taking into account the "off-diagonal" 
(nonseparable) anharmonicity implicit in the S0 surface of Mo-
rokuma et al., Elert et al. have derived a level spacing near ESl 

which is again comparable with van Dijk et al.'s. The density 
of S0 vibrational levels in this region is almost certainly no greater 
than 10-20 per cm"1. 

Suppose we try to "improve" the situation by including the 
rotational degrees of freedom. Whereas the total angular mo­
mentum J is assuredly a good quantum number, there are many 
reasons to believe that K is significantly "degraded". In par­
ticular, both coriolis coupling and deviations from symmetric-top 
symmetry will serve to mix Estates. Due to these effects the 
density of coupled rovibronic levels in S0 can be increased by 
at most a factor of (2 J +1) . On the average only one-fourth 
of these will have the right symmetry to interact with |S>. Thus 
the maximum density of S0 levels is (2J + 1)p/4, where p is 
the purely vibrational value discussed above. For J~ 10-20, 
we have then an enhancement factor of only 5-10. This still 
leaves the effective density of states far too low for vSi's on 
the order of 10~3 cm-1 to result in fast (100 ns) intramolecular 
radiationless decay. Our prediction stands that the observed 
zero-pressure S1 fluorescences require simultaneous dissocia­
tions on the ground-state surface. 

But how then can the time lag observed at higher pressures 
be explained? In section IVB we have already reviewed this 
question. Basically the idea is that the prompt intramolecular 
S1-H2CO ""*—>• H2 + CO reaction is quenched by collision. That 
is, the two-step mechanism S1-H2CO + M—*I + M—"H2 + 
CO + M becomes dominant, with the second step corresponding 
to the slow process monitored in the Houston-Moore and Zughul 
experiments. Three candidates—vibrational^ hot S0, the hy-
droxymethylene isomer, and the triplet T1—were discussed 
earlier as possible (but unlikely!) intermediates I. Certainly some 
complicated combination of all three effects is involved. T1 

admixture in both the S1 and isoenergetic S0 levels can account 
for the O2 and NO enhancement of product yield, the unusual 
D2CO quenching behavior, the S0-S1 magnetic rotation activity, 
and the benzene sensitization. In turn, the presence of a deep 
HCOH minimum in the ground-state surface suggests the im­
portance of "off-diagonal" (nonseparable) anharmonicity on the 
vibrational structure and dynamics. Finally, many "hot" S0 states 
will in general not correspond to a proper distribution of vibra­
tional energy for dissociation to take place—collisions are 
necessary to "nudge" them into a reactive form, or, as men­
tioned at the start (and end) of section IVB, "hot" S0 (and T1) 
might be formed from S1—via inelastic collisions—with low 
enough energy ( < f s , ) t 0 remain intact as long as it stays iso­
lated. 

In this connection it is significant that realistic nonseparable 
potential-energy surfaces which include as good a description 
of the dissociation limits as of the spectroscopically accessible 
minima, are only now becoming available. Murrell and co­
workers63 have recently suggested simple analytical forms for 
empirical surfaces of this kind for a wide variety of three- and 
four-atom molecules including formaldehyde. Clearly it is most 
essential that these results be used to probe theoretically the 
dynamics of vibrational energy redistribution and unimolecular 
reaction. 

On the experimental side, the key lesson learned is that 

Table V. Herz berg-Teller Coefficients for H2CO and D2CO0 

i 

1 
1 
2 
2 
3 
3 
4 
4 
4 
4 
4 
4 
5 
5 
5 
6 
6 
6 

i 

4 
4 
5 
6 

i 
4 
4 
4 
4 
4 
4 
1 
1 
2 
2 
3 
3 
1 
2 
3 
1 
2 
3 

i 
5 
6 
4 
4 

k 

5 
6 
5 
6 
5 
6 
5 
6 
5 
6 
5 
6 
4 
4 
4 
4 
4 
4 

First Order 
*(i3> 

HjCO 

3.119 
-4.069 

7.898 
-10.309 

Second Order 

R am 
H2CO 

-45.33 
59.44 

-61.02 
79.66 

-34.43 
44.94 

-63.33 
80.83 

-86.91 
113.40 
-48.53 

63.34 
-0.0132 
-0.0087 
-0.0057 

0.0031 
0.0020 
0.0013 

[amu-A2]"1 

D2CO 

5.573 
-5.358 
14.074 

-13.572 

[amu-A2]"3 '2 

D2CO 

-33.615 
32.438 

-128.350 
122.010 
-43.561 

42.040 
-45.359 

43.765 
-182.050 

175.650 
-60.404 

58.284 
-0.0167 
-0.0112 
-0.0049 

0.0023 
0.0016 
0.0007 

0 The first- and second- order Herzberg-Teller coefficients, R(i;f) 
and R(j;f, k), are defined by eq A3 and A7 in Appendix A. 

Table VI. S, -S0 Geometry Shifts for Normal Modes0 

mode 

1 
2 
3 
4 
5 
6 

HjCO 

A 
[amu" 2-A] 

-0.028 
0.278 
0.147 
0 
0 
0 

S 

-0.254 
2.002 
0.980 
0 
0 
0 

DjCO 

A 
[amu"2-A] 

-0.095 
0.284 
0.104 
0 
0 
0 

S 

-0 .742 
2.016 
0.596 
0 
0 
0 

0 A = Q' - Q is the change in equilibrium value of the (mass-
weighted) normal coordinate upon passing from S1 to S0; 8 = 
(u)'/h)''2 A is the corresponding dimensionless geometry change. 
(The primed quantities refer to S0.) 

measurements must be carried out at surprisingly low pressures 
before collision-free information can be deduced. Now that 
"zero-pressure" S1 fluorescence lifetimes are available it is 
imperative that comparably unambiguous experiments be com­
pleted on the search for S0 dissociation products. Only in this 
way will the true role of collisions, dimers, and vibrationally "hot" 
intermediates become understood. 
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V. Appendixes 

A. Herzberg-Teller Calculations 

Consider the nonadiabatic coupling term displayed in (9) and 
recall that 4<So(qQ) and ̂ (qQ) are the first two eigenfunctions 
of HJqQ) = T(q) + V(qQ) = Wtotal - T(Q). Herzberg-Teller 
theory amounts to Taylor series expanding HJqQ) about some 
Q0 and treating the Q-dependent terms as a perturbation, V. 
We write 

V = HJqQ) - HJqQ0) = E I — J (Q1- Q1
0) + 

Henceforth we shall put Qj = 0, so that Q1 - Qj -»• Qh etc. 
Solving for ipsJiqQ) and \ps{qQ) through second order in the 
normal mode displacements \Q,}, we obtain the following result 
for the electronic matrix element: 

) + ... (A1) 

UaJiQO) Jd) + t S0(QQ)) = Ds 

E [D5JUi) + E D8 JU)D5 J"d)]Q,+ EE\ E 

Ds,
s"(j)DSo

s"(jk) + I E D5J(I) D5 JUk)\QjQk (A2) 

Here 

DsMi) 

Also, 

• ( • " • " H O S I l*s.(«0)) /[Em(O) - 5.(0)1 • 
'0 / 9 

^""(O)/[E1n(O)- En(O)] (A3) 

DsJiU) = - E DaJ-(I)D8J-U) (A4) 

and, for m ^ n, eq A5 holds. 
D5J

m(i) and D5J
m(ij) are the first- and second-order (with respect 

to the normal mode displacements) coefficients which express 
each \pSn(qQ) as a linear combination of the \p5m(q0)'s: 

^sn(QQ) = ^sn(QO) + EE DsnHi)Q1XP8JqO) + 

^EEE D5J-(Ij)Q1Q^8JqO) + 0(Q3) (A6) 

In our actual calculations of the expansion coefficients, the 
choice of zero-order geometry Q0 is limited by the availability 
of ab initio results for the corresponding \^SJQQO)\- Thus, 
although recent work8 has required the \Q°] to optimize the 
convergence of Herzberg-Teller series, we confine ourselves 
to the choice Q0 = Q9,

3". In addition to the availability of suitable 
wave functions,5 this choice allows maximum use of symmetry 
arguments in eliminating contributions to (^s,(qQ)\(d I 
(9C)I^s0(OO)). Specifically, (^(qQ^dU/dQ^s JqQ)) qand 
hence DsJ

m(i) vanish unless the representation of the direct 
product \pSn(qQ) ® ^sJqQ) contains the representation of Q,-. 
[The "q" symmetry of (dUldQ,)0 is the same as the "O" 
symmetry of Q,.] Table II lists the symmetry species and 
energies of the normal modes [Q1] and of the zero-order elec-

"(/;) = 
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tronic wave functions \\psJqQ)\ appropriate to formaldehyde. 
Only the five lowest singlets are included, since large energy 
denominators in DsJ

m or Sl(/) and DSo
Sm or Si(/y) make unnec­

essary the inclusion of higher states. Note that the vertical 
excitation energies appearing in the last column of Table IIB 
are precisely the |Em(0)j needed in the Herzberg-Teller coef­
ficients. 

When the electronic matrix element in eq (A2) is rewritten 
as 

UsfiQQ) ^s0(QQ)) = D3JV) + ERsJVJ)Q1 + 

EERsJirJk)QiQk (A7) 
J k 

and the basis set of Table HB is used, the following nonzero 
coefficients are obtained for the Herzberg-Teller expansion in 
formaldehyde. 

First order 

R8JiA;!)= D8JiA,!) + DajK4)D8 H) 
R5JHA) = D8JiA,!) + D5JiI) D3Ji*) (A8) 

Second Order 
RsJVA,l) = D3JiA)D8JiI,I) + D5JiI) D8JVA) 

sV,l) 
flSo

s,(4;/,|) = D8JiI)D8JiA,!) + D8JH)D8JVA) + 
D3JiA) D8 

RsJilJA) = D8JV) D8JiA,!) + D3JiA) D8JV,!) + 
D5JH) D8JHA) (A9) 

The forms of the first-order Herzberg-Teller coefficients RsJV,j) 
have been given previously by Yeung and Moore;27 they treated 
the expansion coefficients as adjustable parameters, using the 
form of (A8) only to determine vibrational selection rules for the 
corresponding Franck-Condon factors. Since we wish to provide 
estimates of the electronic factors, we include as well the 
second-order coefficients in order to check the convergence 
of the expansion. 

Note that 

dU <9 „ ^ Zne
2 Zne

2(dran \ 
J^ =-J^EE = E E — 7 I 3 7 : I (A10) 
(90, (90, e n ren e „ rai \dQ, J 

where, as in the text, Zn is the charge on the nth nucleus and 
T9n is the distance between nucleus nand electron e. [The term 
EEZnZn1B2II'm' in Ualso depends on Qof course, but it cannot 
contribute to the electronic state coupling since it is 17 inde­
pendent.] For small nuclear displacements, (Br6nIdQf) = 
Tgn-(SS1ZdQi), where again as in section III S" is the vector 
position of the n nucleus. It then follows that 

Hv°)\ (SM.-
e 2 E ^ t7(qO)\E foW (A11) 

S" for ren and 

Vr(O)D5J-U) 

as written in eq 14 (there we have written q 
written out the scalar product in terms of the Cartesian com­
ponents). This form for Vt

yX(0) was first given by Murrell and 
Pople64 and used shortly thereafter by Pople and Sidman10 to 

1//"(O)D5nS/) + E [Vr(O)D5^U)+ VJ"{0)DsJ>{l)]{ 

En(O) - em(0) 
(A5) 
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estimate the intensities in the Herzberg-Teller-allowed S0 -*• S1 

absorption spectrum of formaldehyde. Since Le(r9„/ren
3) is 

a sum of one-electron operators, its matrix elements are par­
ticularly amenable to computation. Also, the d S"IdQ1 are 
"simply" the transformation coefficients between Cartesian and 
normal coordinates, and thus follow directly from a normal mode 
analysis. 

[From eq A5 for the second-order coefficients Dsf
m(lj) it 

would appear that we need also to consider the matrix elements 
of the second partial derivatives of U. But it can be shown40 

that—for small nuclear displacements—the relevant (^7-
(q0)\(d2U/dQ0Qi)o\\px(qO)ys vanish identically.] 

(^{qOW'U/dQjdQjU^qO))-* 

The electronic wavefunctions required to evaluate matrix 
elements of the one-electron operator He(rOT/ren

3)0 are gen­
erated from \p$0(q0) by promoting one or more electrons into 
the appropriate virtual orbitals. This approximate description 
of the higher lying singlets is necessary since accurate ab initio 
wavefunctions are available only for S0 and S1. The explicit form 
of the off-diagonal matrix elements of a one-electron operator 
0 = £ e 0 ( e ) between a closed-shell ground-state singlet, Vo-
and a corresponding, singly excited open-shell singlet, V1 , is 
well-known (see, for example, the discussion in ref 40). If V i 
is the state which arises from Vo by promotion of an electron 
from an occupied orbital 4>n to a virtual orbital ^n + 1 , then 
<Vol#IVi> = 21 / 2(^(e)|0(e)|^+ 1(e)) . In the case of two 
open-shell singlets, V i a nd V2. we have similarly that 
<Vi|0|V2> = ±(<t>k(e)\He)\<t>i(e)) where 4>k and ^ are the 
unmatched molecular orbitals. 

The electronic matrix elements may be further reduced by 
considering the LCAO approximation for the relevant molecular 
orbitals. If 

= ELc (A 12) 

where Xn" is an atomic orbital of type a (1s,2p, etc.) centered 
on nucleus n, then 

(ct>n\d(e)\^) = E E E E a 
n n a a 

(\n
ame)\yn,"') ~ « E E E « „ a„-M <Xn,«|0(e)|X,/> 

n' a a' 
(A 13) 

Here we have assumed (CNDO approximation) that the overlap 
of two atomic orbitals on different nuclei (n ?± n') can be 
neglected. Thus the integrals i^yllLei'en^^nW^x) required 
for evaluation of the nonadiabatic interactions can be reduced 
to a sum of one-electron integrals of the form <X„<a|(ren/ 
ren3)o\^n,a'). where n and n'denote two different atomic centers. 
The necessary LCAO's are taken from the ab initio ground-state 
wave function of Aung, Pitzer, and Chan;5 the required excited 
states are generated by promotion of appropriate into virtual 
orbitals as mentioned above. To complete our evaluation of the 
electronic factor (see eq A11) it remains only to treat the de­
rivatives (d S"IdQf)0. As noted earlier these derivatives are 
simply the coefficients of the linear transformation between 
Cartesian displacements and normal coordinates O; we have 
used the normal-mode analysis of Duncan and Mallison.65 Due 
to differences in normal-mode characteristics for the two iso­
topes, the resulting Herzberg-Teller coefficients are also different 
(see Table V). 

No estimates of the coefficients listed in Table V have been 
reported elsewhere. However, a few of the DSn

Sm(/) factors 
which appear in the first-order coefficients have been calculated 
by Pople ajid_ Sidman.10 Actually, they reported only the 
quantities (Q,2)1'2 [Em(0) - En(O)]DSm

Sn(i), from which the 
DsmSn(i) c a n be extracted using Hendersen's9 electronic energy 
differences (see Table HB) and the relation Q,2 = hllv-, (with 
vibrational frequencies from Table IIA). In this way we find 

values of -3.0, -0.2, and -0.1 amu"1'2 A~1 for DSl
Si(4)1,DS2

s<(5), 
and DS2

S4(6), compared to our own estimates of -4 .1 , -0.16, 
and -0.04 amu"1'2 A"1. Considering the difference between 
these two studies, the agreement is surprisingly good. In Ap­
pendix B we find further that the Herzberg-Teller wave functions 
calculated here (see eq A7) give rise to interaction energies vs/ 

which agree quite well with those obtained by van Dijk et al., 
who have specifically avoided the Herzberg-Teller expansion. 

B. Evaluation of Coupling Matrix Elements 

From Appendix A, the general form of the coupling matrix 
element between the two vibronic levels S1Vand S0wean be 
written through second-order in the Herzberg-Teller expansion 
as 

(V S0AqQ)M* s,w(qQ) = 

-h2Z\L s0AQ)-^\xs,AQ)) X 

Rs°°d) + E / xsJQ^\xs,„]Rs°°(ii) + 

E1L ( xs jQA^Jxs , * JR8,
8WA Jk)I (A14) 

Each vibrational wave function x(Q) is the product of six one-
dimensional functions, each corresponding to a different normal 
mode of formaldehyde. Each one-dimensional function is a 
simple harmonic oscillator eigensolution [or sum of them, in the 
case of the out-of-plane bend (̂ 4) of S1] with the appropriate 
experimentally determined frequency. The only exception is 
when x corresponds to a distribution of vibrational quanta in 
which E„3 > D. Then the one-dimensional function associated 
with V3 must be written as the (E„3 - D)-continuum /Worse-os­
cillator solution. 

Consider first the case of bound state Xs0*
 s- T n e n the Q 

integrals in eq A14 reduce to matrix elements of SIdQ1, QpIdQi 
or QjQif)/dQi between x(Q)'s each of which factors into a 
product of six one-dimensional harmonic oscillator eigenfunctions. 
The evaluation of these integrals thus involves only the com­
putation of one-dimensional integrals which have Q,or dIdQ1 

sandwiched between two geometry- and frequency-shifted 
harmonic oscillator functions. Instead of the (mass-weighted) 
normal coordinate Q, it is convenient to express everything in 
terms of the dimensionless rj^colh)v2Q, where w is the angular 
frequency associated with the mode Q. Similarly, for the ge­
ometry- and frequency-shifted oscillator in the second electronic 
state we put 7/ = (u'/h)v2Q'. It is easily shown that 77 and 
77' are related by the expression 77' = arj + 5, where a = 
(«7w)1/2 and <5=(«7ft)1/2A; A = O ' - Q, the geometry shift 
associated with the normal mode upon passing from S1 to S0. 
The values of A and 5 for each vibration for the S1-S0 transition 
in formaldehyde are given in Table VI. These values are 
determined from the equilibrium geometries of Table IA, the 
internal coordinates of Table IB, and normal mode frequencies 
of Table IIA. [Note that A for the out-of-plane bending mode 
is listed as zero in Table VI, even though the equilibrium ge­
ometry of S1 is nonplanar. This is because the double minimum 
S1 function has been expressed in terms of a sum of harmonic 
oscillators centered at 8 = 0.] 

By use of the generating function for the Hermite polynomials, 
all of the one-dimensional overlap integrals and matrix elements 
of Q and d IdQ can be evaluated analytically. This was pres­
ented in the literature first by Hutchinson66 and most recently 
by Yeung,67 but their published equations contain minor errors. 
The latest—and hopefully correct—expressions for these in­
tegrals are given in reference 40; these are the ones we used 
to calculated all of the vibrational overlaps and Q, d IdQ matrix 
elements appearing in eq A14. Note that in the second-order 
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terms the possibility of Q1 = Q1 is excluded by symmetry so that 
the matrix elements of Q2 do not arise in the case of form­
aldehyde. 

Table III lists our calculated values of vs/ for a large number 
of /states, (Xs0J- T n e distribution w of vibrational quantum 
numbers for each /state is given in the second column. Its 
"shifted" energy, i.e., the expectation value of the full molecular 
Hamiltonian H with respect to the harmonic function Xscw> is 
given in the third column. 

Consider now the off-diagonal matrix elements of VSo
anh(Q) 

between the (S0) /states. Since we are concerned with S0 states 
excited with as much as 30 000 cm"1 in vibrational energy, the 
relevant information about VSo

mh(Q) cannot be derived from the 
usual infrared spectra analysis but must come instead from a 
full calculation of the potential-energy surface for large nuclear 
displacements. 

K. Morokuma has kindly provided us with an unpublished 
analytic fit to the numerical results of his ab initio computations2 

which were carried out to determine the barrier heights and 
saddle point geometries for dissociation to both radical and 
molecular products. The potential energy is expressed as the 
sum of Morse potentials for the C-H, C-O, and "H-H" stretches, 
plus a term for the double-minimum bending potential of HCO 
(where the two C-H bond lengths are different), a harmonic 
out-of-plane bending potential, and assorted correction terms. 
Scaling factors are used to "turn on" some of the terms in 
appropriate regions, and each pair of Morse potential parameters 
are themselves functions of the other bond lengths and angles. 
The overall surface is fit to the observed force constants and 
equilibrium geometries for the H2CO, H + HCO, and H2 + CO 
limits. The remaining parameters and correction terms are used 
to match the calculated barrier heights and saddle point geom­
etries. 

Since each term in the above potential involves several bond 
lengths and angles, all of the normal modes of vibration are 
effectively coupled to one another. The numerical difficulties 
of calculating matrix elements of such a potential-energy surface 
are severe. The terms in V^^Q) generally cannot be written 
as products of factors, each depending on only one or a few 
normal coordinates. Since all of the matrix elements have to 
be evaluated numerically, the integrations become excessively 
time-consuming when there are more than three dimensions, 
particularly in the case of unbound Xs„»<'s where continuum 
solutions to the Morse potential are involved. To simplify matters, 
then, Vs*

nh{Q) is rewritten as a function of the symmetry co­
ordinates (Table IB). This gives rise to coupling terms the highest 
dimensionality of which is three. A further transformation to 
normal coordinates could then be made, but the resulting function 
has many terms which are five-dimensional. Matrix elements 
of such terms are impossible to evaluate numerically when a 
continuum wave function is involved. Thus we have retained 
the symmetry coordinate representation of V5^Q). Expressing 
the basis states as products of one-dimensional symmetry co­
ordinate wave functions for the purpose of computing matrix 
elements of Vs*

nU(Q) is not consistent with the use of normal 
coordinates elsewhere. However, the matrix elements obtained 
in this way are expected to be more realistic than those which 
would be calculated from a less accurate model potential. Table 
IV shows our results for the vy's. Details of the computation 
of the bound-continuum matrix elements, vSf and {vh\, are given 
in ref 40. 

C. Convergence Criteria for |/) Basis 

By use of the methods described above, it is possible to 
construct—for any vibrational level of S1—an effective Ham­
iltonian matrix whose eigenvalues and eiogenvectors give the 
dynamics of the photodissociation process. In practice, the 
number of bound S0 states which interact with an initially pre­
pared S1 level is so large that computation of the required matrix 

elements (especially the Ts) is an excessively difficult task. 
Furthermore, the resulting Heff matrix would be much too large 
for machine diagonalization. In this section we outline the 
selection criteria used to reduce the effective Hamiltonian matrix 
to diagonalizable size. 

In the energy region of interest (E ~ ES]) there are about 
ten harmonic bound-S0 levels per cm"1. Approximately one out 
of four of these states interact with S1 when nuclear kinetic 
energy coupling is considered through second order in Herz-
berg-Teller theory. In addition, S0 levels which do not directly 
couple to S1 do so indirectly by interacting (through V5^[Q)) 
with other S0 levels which are in turn coupled (via T(Q)) to S1. 
The S0 levels which mix one way or another with S1 contribute 
to the photodissociation dynamics according to the magnitude 
of their "widths". From considerable "playing" with the potential 
basis set, we have arrived at the following criteria for selecting 
the states which contribute significantly to the photodissociation 
dynamics. 

(i) Consider all harmonic bound-S0 states which lie within 4000 
cm"1 of the initial S1 state (£S(), calculate the diagonal matrix 
element of V5^(Q) for each, and retain the 2000 among them 
whose shifted energies lie closet to ESl. (Some of these shifts 
will be as large as thousands of cm"1.) 

(N) Calculate the real part of the Weff matrix element between 
the S1 state and each of the 2000 S0 states retained in (i). 
Discard any S0 state whose coupling to the initial S1 level is more 
than ten times smaller than |ESl - <Xs0*l Vs^(Q)]Xs0W)I the 
energy difference between the two states. 

(iii) Check each state retained in (ii) to determine whether any 
discarded S0 levels couple to it with an interaction 
((XSoW

retakied| VSo
anh(Q)|Xspw'dteoarc,ed» which exceeds one-tenth 

their spacing ( [<Xs 0* r e , | Vs„a n h |Xs0* r e ,> -
(XS o l /

l s | ^Soanh|Xsolv'dl8)|). Reinstate all such S0w'levels. 
(iv) Calculate all bound-continuum matrix elements of V^(Q) 

for each S0 level which couples directly to S1 and construct the 
damping matrix for this set of states. Reinstate all those S0 w" 
levels which (although dropped in (ii) and not revived in (iii)) have 
diagonal T's larger than 10"5 times |<XSoH,"j V/So

anhlXSoW-> -

fsil-
By retaining only those S0 states (generated in (i)) which 

survive (ii) or which are reinstated by (iii) or (iv), it is estimated 
that the probability function Ps,(

f) differs by less than 3% at 
any time from what its value would be if more states were 
included. The most severe restriction in the state selection 
procedure is the limitation in step i. The cutoff at 2000 states 
in (i) corresponds to an energy range of ±80 cm-1 in H2CO and 
±30 cm"1 in D2CO; the average S1 - S0

bound coupling energy 
is orders of magnitude smaller than 30-80 cm"1. The cutoff 
arises because of the enormous amount of computer time 
necessary to calculate the bound continuum matrix elements 
in step iv. This number is proportional to the number of continua 
available at the initial state energy as well as to the number of 
states retained in step i. 
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