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Discovery of the absorption of radio-frequency ra­
diation due to electron paramagnetic resonance (EPR) 
in bulk matter is generally credited to Zavoiskii,1,2 who 
in 1944 showed that some first-row transition-metal 
complexes had a magnetic field dependent absorption. 
The low frequencies used (e.g., 12 MHz) meant that 
'suppression of absorption' was seen as the magnetic 
field was increased from low values. A year later,3 he 
reported that solid CuCl2-2H20 had a resonant ab­
sorption in a fixed field of 47.6 gauss, which peaked 
sharply at 133 MHz. Most EPR measurements there­
after were made at frequencies of the order of 10 GHz. 
Whereas the CuCl2-2H20 resonance was observed by 
scanning frequency at a fixed field, this procedure did 
not prove to be so easy at 10 GHz and virtually all EPR 

experiments have since been performed by scanning 
field at fixed frequency. The electron fine structure and 
nuclear hyperfine structure (hfs) terms in the spin 
Hamiltonian are often of more interest than the g 
tensor and these interactions generally give rise to ob­
servable energy splittings in the absence of an external 
magnetic field. Historically, EPR spectrometers were 
developed using swept magnetic fields because of the 
difficulty of varying the microwave frequency over wide 
bands and because resonant sample cavities are essen­
tially fixed frequency devices. 

It was not until 1961 that the first genuine zero-field 
(swept frequency) EPR measurements were published 
by Bogle, Symmons, Burgess, and Sierens.4 Inde­
pendently and virtually simultaneously, Kornienko and 
Prokhorov briefly reported direct zero-field measure­
ments for Fe3+ in a-Al203.

5 The possibility of zero-field 
resonance (ZFR) was recognized much earlier and the 
first approximation to such an experiment was per­
formed in 1952 on the peroxylaminedisulfonate radi­
cal.6,7 Sweeping fields of the order of a few tens of gauss 
displayed the resonances due to the 14N hfs interaction 
and the zero-field splitting (ZFS) was obtained by ex­
trapolation to zero field. Shortly afterwards approxi­
mate values of the zero-field splittings for Fe3+ in me-
thylamine-alum were obtained by extrapolation back 
to zero field of several frequency (near X band)/field 
measurements8 and for Gd3+ in lanthanum ethyl sulfate 
by extrapolation from EPR transitions measured at low 
fields.9 In 1956, Geusic observed a zero-field transition 
directly for the first time.10 Field-swept EPR transi­
tions in ruby (Cr3+ in Ot-Al2O3) were made to coalesce 
at zero field by shifting the microwave frequency 
around the zero-field resonant value. In 1959 zero-field 
experiments were performed on -CH(COOH)2 radicals 
in X-irradiated single crystals of malonic acid.11 ZFR 
frequencies were measured by scanning a weak, sine-
wave-modulated magnetic field through zero at a series 
of fixed frequencies. In 1960, low fields were used by 
Mock in conjunction with millimeter wavelength radi­
ation and the possibilities for ZFR were discussed.12 

Bogle and Symmons' work on Fe3+ compounds that 
began the following year marked the beginning of what 
can be called true ZFR experiments in which frequency 
was swept at zero magnetic field.4,13-15 Since that time, 
the principal applications have been to rare-earth com­
pounds, mostly Gd3+ in various crystalline hosts. 
Further work with first-row transition ions has been 
undertaken and several applications to organic radicals 
have been made. 

There has been steady progress in experimental 
techniques such that sensitivity can now be as good as 
in EPR experiments. Space and defense science has led 
to the development of reliable microwave frequency 
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sources extending from ~ 1 GHz to the low frequency 
infrared region. The microwave components industry 
has developed and it is now relatively easy to put to­
gether a spectrometer which will sweep an octave band 
anywhere from 1 GHz up to about 40 GHz. Above this 

frequency, component costs escalate. One should not 
overlook the fact that many zero-field splittings exceed 
the normal EPR limit of the order of 1 cm-1 and extend 
beyond the submillimeter region into the far infrared. 
ZFR measurements have been made in this region 
(90-3000 GHz, see section HI), but techniques for de­
tecting such large zero-field splittings would need de­
veloping for routine use. This variable frequency me­
thod has been used with and without the magnet. In 
the same context, zero-field splittings in photoexcited 
states are often large enough to be resolved optically 
both for inorganic and organic molecules. In the organic 
case, a splitting of 20 cm-1 has been detected for the 
lowest triplet state of xanthione16 and xanthone in al-
kane matrices is not far behind.17 In the low frequency 
region NMR developments are extending slowly to­
wards 1 GHz and a marriage with the microwave region 
can be expected. The high sensitivity developments in 
high frequency NMR resonators usefully complement 
the low ZFR sensitivities as microwave frequencies (and 
population differences) decrease. 

The many complementary advantages of ZFR in EPR 
studies do not seem to be widely appreciated by EPR 
spectroscopists. The Zeeman term represented by the 
g tensor is the only term which requires an external 
magnetic field to be observable. When the principal 
terms of interest in the spin Hamiltonian are the fine 
structure and hfs terms, their accurate measurement 
is hindered by the Zeeman effect in a number of ways. 
Magnetic inequivalence of otherwise identical para-
magnets leads to a corresponding multiplicity of EPR 
spectra. ZFR line widths can be narrower than their 
EPR counterparts leading to higher precision in the 
parameters and better resolution. In EPR, errors of 
field measurement and of crystal orientation are refined 
into the zero-field spin Hamiltonian parameters. ZFR 
can frequently be used with maximum effect in powder 
samples; single crystals are much less often required. 
ZFR spectra are generally simpler. Spectra can be 
simulated theoretically by one diagonalization rather 
than, as is most often done in EPR, by one diagonali­
zation for every field of interest. These advantages 
mean that finer effects can be probed and that the 
validity of particular spin Hamiltonians can be checked. 
So far, no serious doubts have been cast on the form 
of the spin Hamiltonian, however there has been an 
interesting debate in connection with gadolinium ethyl 
sulfate (see section IVA). In ZFR experiments, reso­
nance frequencies can be considerably lower than in 
EPR thus reducing dielectric loss problems. This is 
particularly important for aqueous solutions. 

In this review, we endeavor to cover completely what 
has been done to date using radiation from radio to 
microwave frequencies on ground-state species. Opti­
cally detected ZFR of excited organic triplet states has 
been reviewed adequately elsewhere.18-21 Optical de­
tection avoids many of the technical problems associ­
ated with microwave detection. Sections on first-row 
transition ions, lanthanides, organic, and inorganic 
radicals are included as well as a part dealing with the 
instrumentation necessary to perform ZFR experiments. 
We also cover the more general technique of variable 
frequency EPR and show that this combined with ZFR 
can provide most of the information about all of the 
terms in the spin Hamiltonian. Most of the discussion 
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on the spin Hamiltonian formalism is given in section 
IIIA. 

It is hoped that interest in this area will be stimulated 
and that the complementary value of ZFR in normal 
EPR studies will receive due recognition. 

/ / . Instrumentation 

A. Introduction 

EPR is detected by measuring the net absorption of 
electromagnetic radiation that results from magnetic 
dipole allowed transitions in the sample. At zero 
magnetic field, the polarization of the transitions is 
determined solely by the magnetic vector of the radia­
tion and the spin system, no external field being in­
volved in determining the eigenfunctions and thus in­
fluencing the polarization of the absorption. So, in 
principle, a matched system consisting of a tunable 
frequency source, a transmission line containing the 
spin system in an orientation that suits the polarization 
of the transition, and a radiation level monitor at the 
end of the line can detect resonance. As is well known 
from sensitivity considerations,22,23 such an arrangement 
is far from optimum, not least because the transmission 
line is nonresonant. Also the power detector is likely 
to have a 1// dependent noise figure which is therefore 
not suited to the time scale of direct detection. 

It is comparatively easy to modulate the resonance 
process and to use a lock-in amplifier to detect ab­
sorption at the modulation frequency / (or at 2/, vide 
infra) and thus minimize 1// noise problems. Although 
zero-field resonance can be detected in a sample with 
a high concentration of spins placed in a section of 
transmission line or tunable resonant cavity without 
modulation,24 such a system would not be generally 
useful and is not further discussed. Hereafter it will 
be assumed that modulation is used and further that 
this is Zeeman modulation of the sample. Frequency 
modulation of the source, although attractive and sim­
ple, in practice causes modulation of the background 
level of radiation arriving at the detector, and spurious 
reflections in the transmission line/cavity system are 
detected along with genuine resonances. It is then 
necessary to use a Zeeman perturbation to distinguish 
the spurious from the genuine resonance and this is 
tedious. Pulsed radiation methods, common for NMR 
detection, can be applied to detect EPR or ZFR and 
such techniques will in due course play their part in the 
study of EPR. 

The principles underlying design and performance of 
a number of representative spectrometers will now be 
discussed. The field modulation discussion is applicable 
to all types. Although this review excludes optically 
detected magnetic resonance (ODMR) in organic mo­
lecular crystals, a section is included on the helix, the 
common resonant or nonresonant device used in such 
work, since it has occasionally been used in ZFR spec­
trometers. It is probably used in an unknown mode in 
ODMR applications or indeed unnecessarily. 

B. Field-Modulated, Nonresonant Transmission 
Spectrometer 

Conceptually, a nonresonant transmission spectrom­
eter is the simplest. A block diagram of a sensible 
minimum configuration is shown in Figure 1. We now 

Figure 1. Block diagram of a ZFR spectrometer set up in a 
nonresonant transmission mode. 

discuss each part of such a spectrometer in turn, in­
cluding the field modulator. 

By far the most versatile and convenient frequency 
source is the sweep oscillator, widely available in octave 
bands up to 8 GHz and thereafter in standard wave­
guide bands up to 40 GHz and beyond. Less common 
are oscillators covering even wider bands. Sweep os­
cillators use backward wave oscillators (BWO) or sem­
iconductor technology, the latter up to about 30 GHz, 
but this situation is changing rapidly with solid-state 
devices moving to higher frequencies. Cheaper, but 
much less convenient, are klystrons and Gunn diode 
devices. A good reflex klystron has the advantage of 
low noise and this is important in conventionally (non-
optically) detected EPR and ZFR. In practice, back­
ward wave oscillators and solid state devices perform 
almost as well, but Gunn devices are somewhat noisier. 
A sweep oscillator conveniently provides sweep ramp 
voltages, power supplies, and other features that are 
expensive to add to simpler oscillators such as a basic 
cavity-tuned Gunn device. The basic source oscillator 
itself should provide a few tens of milliwatts if possible. 

The isolator is a passive device designed to pass 
power in one direction and to absorb it in the reverse 
direction. It protects the generator from reflected 
power damage and frequency pulling effects, and min­
imizes reflections and standing waves from mismatches 
further down the line. The detector is normally 
matched to the characteristic impedance of the line to 
absorb all the power. However, accidentally inserting 
metal, or some dielectrics (the sample itself sometimes), 
into the line at the sample compartment can reflect all 
the power and damage an unisolated generator. 

Of greatest importance is the sample and its effective 
compartment. In the case of a waveguide transmission 
line, which is sensible on filling factor considerations 
only above about 8 GHz, a hole can be bored through 
the narrow side(s) of the guide and the sample inserted 
in a suitable bolder. Alternatively, the modulated part 
of the waveguide can be more or less filled with sample. 
All samples and their supports present dielectric dis­
continuities and can cause reflections. At worst, reso­
nant cavities can be created before and after the sample. 
Depending on the perturbation, spurious sharp dips in 
detector current can be seen at regular frequency in­
tervals. Without resorting to shaped waveguides and/or 
samples, it is best to compromise to retain sample 
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Figure 2. ZFR spectrum of a synthetic ruby (Cr3+ in a-Al203); 
the transition is centered at 11.493 (±0.005) GHz at 295 K. The 
microwave polarization was perpendicular to the threefold sym­
metry (z) axis of the crystal and square-wave bidirectional on-off 
magnetic field modulation of frequency 700 Hz was parallel to 
the 2 axis. The field modulation strength in (a) was ±20 G and 
in (b) ±90 G. Small distortions of the line shapes in the wings 
of the spectrum (particularly in (a)) are thought to be due to the 
magnetic isotope ̂ 3Cr (10% abundance, I = 3/^). The crystal was 
supported in a teflon tube which passed through the waveguide 
and the spectrometer was used in transmission mode. 

changing convenience and to use polystyrene, silica, or 
teflon sample supports with rounded edges. Symmetry 
can be important in the supporting structures; it is 
sometimes better to have a tube or support passing 
right through the waveguide than to have a sample post 
stopping halfway. These considerations aside, there is 
still an element of black art left in achieving optimum 
performance in most systems. Rectangular waveguide 
has a characteristic impedance which is frequency de­
pendent and a lower frequency cutoff below which ra­
diation will not propagate. At the higher frequency end 
of a waveguide band, higher modes are transmitted 
which give rise to uncertainties in optimum sample 
position and in polarization unless the mode is known. 
Ridged waveguide25 has a wider transmission range but 
is not often used. Zero-field resonance in a sample of 
ruby (Cr3+ in a-Al2O3) detected in a waveguide trans­
mission line is shown in Figure 2. 

Similar principles apply to coaxial cable cells with the 
exception that the usual mode is TEM0I rather than 
TE01 in waveguide. A consequence is that the line im­
pedance is now independent of frequency. The coaxial 
line can be homemade with the dielectric replaced by 
sample. It is possible to tailor the conductor diameters 
to match the impedance of this cell to that of the re­
maining transmission line. The filling factor is very 
good but the homogeneity of the microwave magnetic 
field is poor, a factor which influences the resonance line 
shape if the modulating field is also inhomogeneous 
along the same (radial) gradient. Alternatively, a hole 
can be bored normal to the line, passing directly to the 
central conductor or between it and the outer conduc­
tor. In these cases, the filling factor is poor. Coaxial 
line can be used up to about 26 GHz (top end of the 

common 18-26 GHz band). Its characteristic impe­
dance Z0 depends only on the radius ratio of the outer 
and inner conductors and the permeability, n, and di­
electric constant, e, of the dielectric and/or sample: 

Z0 = 60(/u/e) In (r0/rj) ohms 

where M is generally 1 and t = 1 for air. 
It is essential that the transmission line, samples, and 

supports are free from magnetic inclusions or dust as 
these will move under the influence of magnetic mod­
ulation and set up acoustic waves in the transmission 
line, giving rise to spurious resonances. Modulation-
induced eddy currents can also set up acoustic waves. 
Whether single crystals or powders are used influences 
the choice of waveguide or coaxial line. Useful polar­
ization information can be obtained if the microwave 
field direction is constant over the volume of the single 
crystal. Such a condition is more easily met in a wave­
guide than in coaxial line. 

The detector is a diode or more complex junction 
device that rectifies the microwaves. It should clearly 
be efficient, sensitive, have low noise, and be chosen or 
used so as to have linear current output with respect 
to incident power (square law behavior). 

The field modulation can be provided externally or 
internally to the transmission line. In the latter case, 
for example, a wire loop surrounding the sample, care 
is required to minimize reflections. Since the Zeeman 
effect is generally nonlinear at low magnetic fields, 
sine-wave modulation (and detection at twice the 
modulation frequency) will not faithfully reproduce the 
lineshape. It should be noted that the observed line-
shapes can be distorted by the field modulation wave­
form at the sample. Care may be needed to recover the 
intrinsic lineshape. Square-wave modulation of large 
amplitude compared with the linewidth is almost always 
used. With half the cycle grounded so that no field is 
applied, the output signal is the oscillating difference 
between the spectrum with the field on and off (see 
Figure 3). For large enough amplitudes, phase detec­
tion at the modulation frequency / reproduces the line 
shape. Oppositely signed satellites generally appear. 
(See Figures 2 and 3.) In the case of a single crystal of 
known orientation, either the g value or the modulation 
amplitude may be determined if one of these is known. 
For randomly oriented samples, such as powders and 
glasses, the field-on satellites are the envelopes of the 
individual satellites for all orientations. With center-
zero, bidirectional square-wave modulation, the signal 
is phase detected at twice the fundamental modulation 
frequency. (See Figure 3.) Bidirectional modulation 
is not absolutely necessary. It is either a convenience 
using a sine-wave input followed by clipping and 
shaping, or in our case, was available from an NQR 
frequency modulator. The antisymmetry of this 
waveform gives no even harmonics in its Fourier syn­
thesis, so there are no pickup problems at 2/. Without 
this or elaborate screening, pickup interference can be 
severe. Amplitudes up to 200 gauss or more (peak-to-
peak) are useful although much smaller fields suffice 
for narrow lines in many cases. Providing such a field 
at the sample with a good square-wave field profile is 
not trivial. The sharp rise and fall of the driving current 
is limited by the rise time of the coils which is equal to 
their inductance divided by the series resistance in the 
circuit. This limits modulation frequencies to 1 or 2 
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Figure 3. Origin of the ZFR line shape illustrated for an S = 3/2 system. Field modulation B1 is directed along the symmetry axis 
and the microwave field which causes transitions is polarized perpendicular to this direction, (a) Energy level diagram showing transitions 
at zero field and at a field B1 = X; S is given by &MB-X- (W Form of the antisymmetric on-off magnetic field modulation, frequency 
/, amplitude ±X. (c) Absorption intensity as a function of microwave frequency v, with field B2 = O and B1 = ±X. (d) Resulting ZFR 
absorption line shape when phase sensitive detection at twice the modulation frequency is used. 

orders of magnitude less than the normal EPR fre­
quency of 100 kHz, particularly since the Fourier syn­
thesis of a square wave contains high harmonics of the 
fundamental. Some compensation can be provided by 
a driving waveform with deliberately introduced spikes 
to compensate for the natural rounding of the square 
wave. When working with single crystals particularly, 
due attention should be paid to the relative orientations 
of microwave and modulating fields and to the polari­
zation of the observed transition. Since ZFR frequen­
cies are often temperature sensitive, all potential sources 
of sample (or thermometer!) heating should be consid­
ered and minimized in spectrometer design. Water-
cooled modulation coils minimize heating effects from 
high modulating currents. 

Eddy-current and skin-depth effects require com­
ment. Electromagnetic radiation penetrates into the 
surfaces of conductors and attenuates by e every skin 
depth 8 = (irvffix)'1^, where <r is the conductivity and n 
the permeability of the material. The design of sample 
compartments invariably involves a compromise be­
tween keeping the microwaves in the transmission line, 
allowing high-frequency components of modulating 
fields to penetrate, but at the same time having a me­
chanically rigid structure. Judiciously placed slots cut 
into the waveguide for example can minimize eddy-
current loops without attenuating the microwave cur­
rents. 

Finally, a directional coupler inserted just after the 
isolator allows a small fraction of the incident power to 
be picked off for frequency measurement, power mon­
itoring, and/or power leveling. With care, it is possible 
to observe relative transition intensities with useful 
precision. It should be remembered that the Boltzmann 
population differences are frequency dependent, in­
creasing linearly with frequency in the high-temperature 
limit. This contrasts with fixed-frequency EPR where 
the population differences are relatively field inde­
pendent. 

Some specific examples of nonresonant transmission 
spectrometers will now be given. Although not strictly 

a zero-field experiment, Pake, Townsend, and Weiss-
man's 1952 study6 of paramagnetic resonance structure 
due to 14N hfs in the peroxylaminedisulfonate radical 
ion is the probable precursor to the use of nonresonant 
waveguide in EPR experiments at low or zero fields. 
X-band waveguide linked a klystron to a detector and 
contained the sample. At fields of the order of a few 
gauss, hyperfine structure was well-resolved. A com­
plementary study at low frequency (9-120 MHz) ap­
peared a year later,7 again sweeping a small field at 
fixed frequency. Use of nonresonant waveguide 
transmitting 50-150 GHz radiation was made by Mock 
in 1960, but again as part of a field-swept spectrome­
ter.12 In the same paper, a scheme for operation at 
these frequencies at zero field was described wherein 
the frequency was swept through resonance with only 
a modulating magnetic field present. A novel placement 
of the sample in only half the waveguide allowed the 
line shape to be recovered as the derivative. Compared 
with the arrangement in Figure 1, this zero-field spec­
trometer adds an attenuator and E/H tuner. For the 
description of these and other microwave elements, 
Poole's book is an invaluable resource.25 

At about the same time, Bogle and Symmons became 
interested in the possibility of using zero-field split 
levels of transition ions as the basis of maser action.4 

There followed in 1961-1963 four papers reporting the 
zero-field spectra of a number of high-spin iron com­
plexes13"16 and of dilute gadolinium sulfate.26 The 
7.8-12.4 and 12.4-18.0 GHz waveguide transmission 
spectrometers used in this work are described in detail 
in a paper with Burgess and Sierins.4 (An extension 
from 18-26 GHz was also reported and included an echo 
tunnel for frequency calibration.) In that paper, de­
tailed description of the total spectrometer and modu­
lating system was given along with some useful sug­
gestions for avoiding spurious reflections. The X-band 
(7.8-12.4 GHz) system shown is a reflection type, but 
is nonresonant in character. They noted that in a re­
flection system there is doubt whether all the power has 
traversed the sample before reflection. Although ab-
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Figure 4. Simplified block diagram of a resonant reflection ZFR 
spectrometer. Modulation details have been omitted in the in­
terests of clarity but are shown in Figure 1. 

sorption may be double that in a transmission system, 
they preferred the latter. We also have noted that 
transition intensities in reflection systems are generally 
not as reliable as in a transmission spectrometer, pre­
sumably for the same reason and because standing wave 
patterns are frequency dependent. They estimated that 
a minimum of 1017 Fe3+ ions was required for detection 
at 80 K. Waveguide transmission spectrometers were 
also used by Chamberlain and Syms27 and by Rao and 
Sastry.28 

As far as we are aware, there is only one report of the 
use of coaxial line in a nonresonant mode. Our study29 

of Mn2+ in MgSCy7H20 and in NH4Cl shows spectra 
recorded by replacing some of the coaxial-line dielectric 
with the sample. The frequency independent Z0 of 
coaxial line gives it its ultra-broad-band character and 
has the advantage that changing sample from one 
waveguide size to another is unnecessary. The filling 
factor is wavelength independent, so in a fundamental 
transmission mode, relative transition intensities can 
be expected to be more reliable. Where high sensitivity 
is not a prime requirement and large amounts of ma­
terial are available (a few grams), such as often occurs 
in the study of transition ions, the nonresonant spec­
trometer is entirely adequate. 

C. Resonant Spectrometer 

The advantage of a spectrometer built around a re­
sonant device or cavity is its sensitivity relative to that 
of a nonresonant system. This advantage is propor­
tional to Q which can be 20000 in a cylindrical TE011 
cavity for example. Over limited frequency ranges, the 
normally high EPR sensitivities can be duplicated. As 
in the case of a nonresonant spectrometer, resonant 
systems can be operated either in reflection or trans­
mission mode. Differences between reflection and 
transmission resonant systems have been analyzed and 
shown to be not significant from the sensitivity point 
of view. However, the advantage of a reflection cavity 
is that only one coupling mechanism is needed23 and 
since this has to couple over a frequency range, having 
only one simplifies the spectrometer. A block diagram 
is shown in Figure 4. 

Since octave bandwidths are commonly available for 
most components, this is a desirable and easily 
achievable design minimum for the frequency range of 
a spectrometer. Isolators and circulators are available, 
having bandwidths up to two octaves or more, and re­
sonant devices can in some cases be tuned well over an 
octave. Even the coupling device can be sufficiently 
frequency insensitive in some situations, but generally, 

it causes the most problems, particularly if parts of 
conventional fixed frequency EPR spectrometers are 
tried. For example, the Varian cylindrical cavity (V-
4533) can be converted into a variable frequency cavity 
by inserting a noncontacting plate as a movable base 
inside it to raise the frequency, or a quartz tube to lower 
it, but the coupling device does not allow optimum 
coupling over the whole of this range. Urban described 
a cavity which tuned from 8 to 13 GHz.30 It was only 
necessary to drive the plunger or dielectric load 
smoothly. The spectrometer automatic frequency 
control (AFC) circuits and/or klystron cavity adjust­
ment then track the klystron with the cavity. Narrow 
resonances can be explored in this manner without iris 
adjustment. 

One of the more successful devices in our ODMR 
experience has been a tunable coaxial cavity with 
magnetic coupling provided by a rotatable loop inserted 
off-center through an end plate. The loop is an ex­
tension of the inner conductor of a coaxial line and 
terminates on the outer conductor. This was designed 
to work in its fundamental mode from 1-4 GHz. Over 
the two octave bands, very little adjustment of the 
coupling loop is needed. The other end of the cavity 
is a noncontacting short that is motor-driven by a 
threaded rod, and an AFC system tracks across each 
ocjpave source (BWO) without adjustment. It has a Q 
>1000. Higher modes can be set up at higher fre­
quencies but then coupling is more of a problem. Its 
disadvantage for conventional detection is a low filling 
factor at low frequencies (long wavelength and long 
cavity). In ODMR the filling factor is much less im­
portant. Where sample quantity can be increased and 
the cavity filled at the high frequency end of the range 
of interest, useful results could be obtained. Bleaney, 
Scovil, and Trenam used a series of coaxial resonators 
in their study of gadolinium and neodymium ethyl 
sulfates.9 These could be frequency trimmed, but not 
tuned over a wide range. 

We have explored the adaptation of the Lecher line 
called the slotted tube resonator (STR) as a good com­
promise between versatility and performance. So far, 
the STR has been advocated for fixed frequency use.24 

For tunable use, optimum performance cannot so 
readily be achieved, however one device we have built 
runs from 2.5 to 15 GHz in a single mode with well over 
1 GHz ranges before coupling adjustments become 
necessary. The structure is open, which lends itself to 
cryogenic applications, versatile modulation possibili­
ties, optical irradiation, and other constraints. 

In order to regain traditional EPR sensitivities, most 
features of an EPR spectrometer have to be incorpo­
rated in the ZFR design (although see the discussion 
on the helix, section HE). In addition, the AFC system 
must be capable of maintaining synchronism over the 
full frequency range without adjustment (for example, 
of a klystron cavity size). Such spectrometers are 
necessarily complex, the price that must be paid for 
optimum sensitivity. Resonant ZFR spectrometers for 
which particularly detailed descriptions have been given 
are those of Urban,30 Erickson,31 and Bernstein and 
Dobbs.32 Urban mixed 20-kHz modulation into the 
carcinotron source supply lines and phase detected the 
resonance of a cylindrical TM011 cavity to keep the two 
in tune. Erickson as well as Bernstein and Dobbs both 
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used reentrant cavity designs and achieved almost two 
octave and somewhat more than one octave perform­
ance, respectively. These spectrometers operated in the 
lower microwave frequency range 1-4 GHz and used 
bidirectional square-wave modulation. Erickson's de­
sign is interesting in that the transmission cavity is in 
a microwave loop with a trombone line stretcher and 
travelling wave tube amplifier. The AFC error signal 
is fed through a servoamplifier to the line stretcher to 
keep the loop's electric length an integral number of 
half wavelengths of the radiation resonant with the 
cavity. The three items thus form a microwave oscil­
lator. 

D. Submicrowave Frequency Spectrometers 

Low frequency in this context means less than 1 GHz. 
Since resonant cavities below this frequency tend to be 
large and have filling factor problems, and since sen­
sitivity is further reduced by the dwindling population 
difference between resonant states, other designs be­
come necessary. 

There is little that can be done with a small popu­
lation difference in a nonresonant line except to use 
lower temperatures, more sample, and higher power, 
lower noise sources, etc. Somewhere in the region of 
1000-500 MHz, the switch to resonant systems has to 
be made. Fortunately, the development of supercon­
ducting magnet NMR spectrometers has brought NMR 
frequencies up to the lower limit of this borderline re­
gion. From 0 to 1000 MHz is the region of NQR and 
a pulsed NMR probe operating outside the magnet can 
be used as an NQR (or ZFR) spectrometer. It is not 
proposed to discuss NQR spectrometers since their 
designs can be traced from the literature reporting such 
experiments. NMR probes are readily tuned capaci-
tively over at least octave bands with a given coil and 
the same is true in the case of NQR spectrometers. 

Experimentally, most work below 1 GHz has been 
concerned with radical (S = 1Z2) species with small 
nuclear hyperfine interactions and resonances in the 
10-200 MHz region. Invariably, the spectrometers are 
based on continuous-wave NMR spectrometers built 
before commercial NMR spectrometers were common­
place. From 200 MHz to 1 GHz, no resonances in 
ground-state systems have been reported as far as we 
are aware. In the ODMR area, the triplet 22? transition 
commonly occurs in this region and the preferred device 
is the helix. 

E. The Helix 

Commonly used in optical microwave double reso­
nance because of its open structure, the slow-wave helix 
is, next to the screwdriver, the most misused tool. For 
samples with slow to moderate relaxation rates, and a 
source power of the order of 100 mW, a twisted paper 
clip or bent pin inserted into the end of a coaxial line 
suffices to induce phosphorescence intensity changes 
at microwave resonance. Since this is the case, then the 
success of the helix may be incidental in many ODMR 
applications. For fast relaxation rates, this will not be 
so and careful use of the helix is essential. In particular, 
the mode of operation must be known and the sample 
must, in the resonant or reflection modes, be placed at 
a position in the helix where B1, the microwave mag­
netic field, is a maximum. 

Physically, the helix is a single layer coil of conducting 
material. Its usual function is to act as a slowing 
structure, the wave propagating around the wire rather 
than along the helix axis. The ratio of the turn length 
to the pitch gives the slowing factor. It can operate in 
several ways determined by the relationship between 
helix dimensions and wavelength of the microwave ra­
diation.33 These are as an antenna, as a fundamental 
mode, slow-wave device or as a higher mode, slowing 
structure. The antenna case is comparatively trivial in 
the present context and occurs when the circumference 
of the helix is less than one-tenth of the free space 
wavelength. This is equivalent then to a straight wire 
antenna. For circumferences greater than half the 
wavelength, the wave can propagate in higher modes 
which do not have cylindrical symmetry. This is a 
complication best avoided since even in the funda­
mental (angularly independent) mode, field configura­
tions can be highly inhomogeneous over the sample 
volume. In the intermediate region where (X/10) < 
circumference < (X/2), the fundamental mode domi­
nates. It is this regime which is best used in magnetic 
resonance devices. Such a fundamental mode helix can 
then be made to operate either as a travelling wave 
(transmission) device by matching each end to wave­
guide or coaxial line and detecting the transmitted 
power or as a reflection device by shorting one end (an 
open circuit also presents a reflection but shifts the field 
antinodes one-half guide wavelength). Absorbed power 
in the latter case is detected after a circulator or hybrid 
tee. Finally, if in the reflection case the helix length 
is an integral number of half guide wavelengths, 
standing waves can be set up and the system will res­
onate. It follows that the resonant mode is highly fre­
quency dependent and that its impedance is also a 
sharply varying function of frequency. Problems occur 
with the matching device. In general, it is not possible 
to use the same device to match a helix both on and off 
resonance. Consequently, EPR transitions can be 
missed if the mode and the corresponding match are 
not close to those intended. The matching device for 
a nonresonant helix can be made comparatively fre­
quency independent over a useful range. For matching 
nonresonant helices to coaxial connections, e.g., N type, 
we have found that the length of straight wire and the 
radius of the bends at the ends of the helix offer enough 
flexibility to achieve adequate matches. For connecting 
and matching resonant helices to coaxial connectors and 
cables, small trimmer capacitors of a few picofarads 
work well and allow some adjustment for different 
resonances in the same helix. 

The resonant helix has been little used. In zero-field 
work this is not hard to understand since the frequency 
is restricted to the resonant bandwidth. We have found 
some use for the device in zero-field ODMR where the 
transition frequency was known and a higher B1 was 
needed to compete with fast spin-lattice relaxation. In 
some circumstances it can give higher sensitivity than 
a resonant cavity. Such situations are discussed by 
Volino, Csakvary, and Servoz-Gavin.34 High rf fields 
are also useful in ENDOR experiments. Fourrier-
Lamer and Grandjean describe the use of a resonant 
helix in such an application.35 Here the helix doubles 
as a coil for the nuclear magnetic dipole transitions. 
The helix, travelling wave or nonresonant, is popular 
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in high-pressure experiments, it being much easier to 
contain in a pressure cell than to insert a pressure cell 
into a resonant cavity. Plachy and Schaafsma used a 
resonant helix in a high-pressure application.36 In sim­
ilar situations Nowicki, Hillmer, and Urban used a 
nonresonant helix.37 The essential difference in these 
two high-pressure experiments is that the former is a 
high-field EPR experiment, the latter a zero-field one. 
Both papers describe the helix and its coupling to the 
line in useful detail. 

The principles of design for the travelling wave helix 
have been developed by Webb and co-workers in two 
papers.33,38 In particular different matching schemes 
were discussed and one recipe given which was fre­
quency independent over a range of 1.6 GHz at 9 GHz. 
It is these papers which are most frequently quoted as 
the basis for helix design. Pearlman and Webb38 also 
showed that travelling wave helices can be designed to 
produce the high magnetic fields necessary for electron 
nuclear double resonance work. A good discussion of 
the theory and design of a helix has been given by 
Newman and Urban.39 The practical aspects are given 
in considerable detail. Bernstein and Dobbs also de­
scribed a nonresonant helix spectrometer in the reen­
trant cavity paper32 and compared performances of the 
cavity and helix. 

/ / / . First Row Transition Ions—3dn 

The first frequency-swept ZFR measurements for 
transition ions came out of an interest in using the 
zero-field split levels in a maser. This interest pointed 
to the suitability of high-spin Fe3+ systems. As these 
studies were progressively reported, other advantages 
of ZFR were apparent, for example in dealing with the 
complexities of magnetic inequivalence which compli­
cate EPR spectra. Simple diagnostic tests for phase 
changes emerged, the number of structurally inequiv-
alent ions appearing as a well resolved multiplicity in 
the ZFR spectrum contrasting with unresolvable EPR 
spectra. 

The simplicity of S = 5/2, J = O ZFR spectra was 
appealing and the complementary potential of the ZFR 
technique was applied to further Fe3+ systems. It was 
not until 1981 that ZFR spectra involving fine and 
hyperfine structure of a transition ion were reported 
(Mn2+, S = 5 / 2 ,1 = 5I2)- Whereas spin Hamiltonian 
parameters were in general agreement from the two 
techniques for Fe3+, this has not proved to be so for 
Mn2+, especially in low symmetry environments. As a 
result it may be expected that ZFR will be more rou­
tinely applied in such systems. This observation will 
apply to all ions having both high electron and nuclear 
spin. 

In addition to those ions mentioned above, ZFR of 
Cr3+ and Ni2+ is also discussed. The zero-field spectrum 
of Cu2+ pairs is reported here for the first time. The 
application of far infrared ZFR techniques to Fe3+ (S 
= 5/2 and S = 3/2 states) and to Mn3+ (S = 2) is also 
included in this section. 

A. General Comments on the S = 5Z2 Spin 
Hamiltonian 

A number of publications on the ZFR spectra of 
high-spin Fe3+ doped into various salts appeared be­

tween 1961 and 1970.4,13-15,27,28,40 Most of these were 
concerned with the paramagnetic ion in an axially 
distorted octahedral environment. With symmetry no 
lower than this, that is, no lower than trigonal or tet­
ragonal, exact expressions and useful approximations 
can be obtained for the ZFR frequencies. Regrettably 
there exist several notation conventions for the spin 
Hamiltonian.41,42 The first part of this section is de­
voted to a brief discussion of the expressions used for 
axially symmetric S = 5/2 systems. 

For an S state (L - 0) ion, the effect of the crystal 
field on the spin states is described by the spin Ham­
iltonian 

»s= I E iW (D 
0<n<2S \m\<n 

where S is the total electron spin, 0% (strictly OJJ*43) are 
various operators of the total electron spin (Stevens' 
operator equivalents44) and B% are parameters to be 
determined. The point symmetry of the surroundings 
of the ion determines which parameters must be zero. 
For the cases considered here, the most important ef­
fects of symmetry are that all terms with odd n disap­
pear due to time-reversal symmetry45 and that when the 
highest rotational symmetry axis is p-fold then the only 
nonzero terms have m = Ip where / is integral or zero. 
In a few low symmetry cases, negative m values are 
required. Buckmaster and Shing46 give a complete 
discussion of the terms required for different point 
groups for S = 7/2, which is applicable to all S < 7/2 if 
it is remembered that n < 2S in eq 1. Their formalism 
is that of the tensor operators47 Tnm which are related 
to the Stevens' operator equivalents through 0% = 
constantfTnm + (-l)mT„_m]; imaginary terms correspond 
to 0% with m negative, definitions of which have been 
given by Newman and Urban39 and Tennant48 (the 
latter uses R% for such terms, and OJ? for Stevens' op­
erators with m > 0). In high-symmetry situations, there 
are relations which connect some of the B%, a fact which 
leads to some confusion in notation. 

For Fe3+ in which the environment is an axially dis­
torted octahedron, the zero-field spin Hamiltonian is 

ft a = BlCP2 + E\0\ + B\0\ (trigonal) (2) 

ft a = B°20°2 + BiOl + BiOi (tetragonal) (3) 

The explicit forms of 0™ relevant to the discussion in 
this section are 

0\ = 3S2 - S(S +1) 

Ol = (Sl + S?)/2 

0\ = 35Sj - 30S(S + I)S2 + 25S2 - 6S(S + 1) + 

3S2(S + I)2 

0\ = [S1(Sl + Sl) + (Sl + Sl)S2] /4 

Oi = (S% + St) /2 
The spin operators O" have been tabulated in a number 
of publications,39,41,43,49""51 in some cases along with the 
matrix elements (Ms|0™|Ms'); a compilation of all op­
erators and matrix elements for n < 6 is given by Al'-
tshuler and Kozyrev.52 (The caption of Table 2.1 given 
by Newman and Urban39 should read [x,y] = xy + yx.) 
An important feature is that non-zero elements occur 
only when \MS - Ms'\ = \m\ for each term B™0™. It 
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should be noted that equations relating the B% with 
other notation conventions depend on the choice of axes 
and this must be specified if the experimental param­
eters are to be correctly compared with the theoretical 
estimates or results from environments of other sym­
metries. With few exceptions, most authors relate b% 
to B™ by the following factors (for numerical conven­
ience reasons); b% = fnB% where f2 - 3, /4 = 60 (and /6 
= 1260). An exception is the definition of b | = 36B| and 
64 = 3S4 used by Buckmaster and Shing.46 

For d5 systems, parameters D, F, and a have been 
most often used for high-symmetry situations and in 
the work described in this section, so for consistency 
we also will describe these systems using this conven­
tion. The spin Hamiltonians in this notation are 

fts = DO°2/3 + (F- a)0\/180 -
2!/2CO4Vg (trigonal 2 / / 3-fold axis) (4) 

fts = DO°2/B + (a + 2^/3)0^/120 + 
a0\/24 (tetragonal 2 / / 4-fold axis) (5) 

It should also be pointed out that Abragam and 
Bleaney53 in their discussion of d5 systems use a dif­
ferent operator equivalent formalism and relate this to 
the usual D, a, F parameters. For tetragonal symmetry 
their Hamiltonian for the electron spin takes the form 
B°20°2 + (B°4 + B4)Ol + ^B4Oi which should be com­
pared with the form of eq 3. Similarly with trigonal 
symmetry they use B%0\ + (B°4 - 2B4/S)0°4 -
40(2J1Z2B4O4

1/^ which should be compared with the 
form of eq 2. They use a Bj,m) notation not all of which 
are the same as the conventional B% coefficients. Un­
fortunately there exists a repeated error in the literature 
in the definition of F in terms of operator equivalent 
coefficients F = 180B4 when B4 is used as in eq 1. This 
relation only holds if the formalism of Abragam and 
Bleaney is being used (or if B4 and B4 are zero). Here 
we reserve B™ for the simplest possible operator 
equivalent spin Hamiltonian (eq 1). 

For completeness we list the relations between the 
parameters for the two symmetries. The authors' 
names in parentheses are given where different nu­
merical factors relating b% to B" have been used. 

Trigonal 

a = -9B3/2V2 = 

-36I/21/2 (Buckmaster and Shing46) 
or -3bt/(20(2)1/2) (Hutchings41) 

F = 9(20B°4 - Bl/21'2) = 3(b°4 - b\/2ll2) 
(Buckmaster and Shing) 

or m°4 -
61/(20(2)1/2)) (Hutchings) 

b°4 = (F-a)/3 

Tetragonal 

a = 24B4? = 2b4
4/5 

F = 36(5B4
1 - Bt) = 3(56^ - bfl/5 

b\ = (a + 2F/3)/2 

Coefficients of the second-order spin terms are not 
controversial and are defined by 

D = 3Bl = b§ 

E = Bl = &I/3 

The latter is introduced when the symmetry is less than 
axial. An orthorhombic crystal field also requires a 
parameter B4. 

It is important to note that a and F are defined 
differently according to whether a tetragonal or trigonal 
axis is taken as the 2 axis. In both axis systems F = O 
for cubic symmetry. 

To determine the energy levels, the b% parameters are 
numerically more convenient and in terms of the high 
field spin states \MS) the interaction matrix for trigonal 
symmetry is as follows: 

Afs ±'/j *'/a ±3A 

*% 106«/3 K ±b3
4/(2xl0"2) 

*% ±6^/(2 XlO1'2) -86$/3+ 26° 
*% -265/3-36° 

where the conventions b\ = ZB\, b\ = 60B4, and 
b°4 = 60BS have been used. 

The eigenvalue solutions are as follows: 

«1.3 = b°2/S + $bl/2 ± y2{(6b°2 - b°4)
2 + (6J)VlOI1/2 

e2 = -26g/3 - Sb°4 

Normally b\ and b\ are much smaller than 62 so the 
square-root term can be expanded to give approxima­
tions to the energies, given below to second order in b\, 
with the corresponding exact spin states 

ei « 1068/3 + b\ + (6|)2/40(66g - bl) 

cos a \±5/2) T sin a I=F̂ 2) 

e2 = -2b°2/3 - 3b°4 

l±3/2> 

63 ~ -8&V3 + 2b°4- (bl)2/40(6b°2 - b%) 

sin a Ii5Z2) ± cos a |=F/2) 

where 

tan 2a - - f t J /UO 1 / 2 ^ - ^)) 

Such approximate expressions are useful in esti­
mating 64 and have been used in this way (with D, F, 
a nomenclature).13'14,27'28 For predicting a ZFR spectrum 
from given values of the parameters the exact expres­
sion should be used and these are given using both 
parameterization sets for trigonal and tetragonal dis­
tortions from cubic symmetry in Tables I and II, along 
with fourth-order transition energy expressions, as­
suming 62 is much greater than other parameters in the 
Hamiltonian. Relative transition intensities are also 
shown in these tables. 

Figure 5 gives the energy level diagram for magnetic 
field parallel to the symmetry axis of an Fe3+ ion in a 
trigonal environment where the axial term is dominant. 
ZFR transitions, EPR transitions, and special EPR 
transitions near to repelling levels are shown; the latter 
are dealt with in the discussion on sapphire (see section 
IIIC). 

The exact expressions in Tables I and II apply to all 
combinations of D, a, and F; they give the equations for 
cubic symmetry when the parameters D and F are set 
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Figure 5. Energy level diagram for S = 5 / 2 as a function of 
magnetic field parallel to a threefold symmetry axis. Axes are 
in units of D. The diagram is appropriate for sapphire (Fe3+ in 
(X-Al2O3). The three ZFR transitions and the five strong field-
swept EPR transitions expected for a constant microwave fre­
quency v » D (in this case v =a 30 GHz) are indicated. Also 
shown are X-band transitions (p =* 9.3 GHz) used to determine 
the minimum energy gap between the two repelling levels. 

to zero. Other sets of approximate solutions can be 
derived depending on the parameters and would of 

course be different for a » D, for example. Lower 
symmetries introduce further off-diagonal terms and 
analytical expressions are not possible; the complete 
matrix has then to be diagonalized to obtain the zero-
field energies. This forms the basis for our method of 
predicting ZFR frequencies for S = 5/2 systems in low 
symmetry.29 

In order to make clear the effects of different terms 
in the spin Hamiltonian on the ZFR spectrum of dilute 
Fe3+ (S = 5I^, plots of ZFR frequencies, with intensities 
indicated, are shown in Figure 6. This is for a basically 
cubic environment with a distortion along a fourfold (z) 
axis. Considering second-order terms only, two tran­
sitions at 2D and W are predicted. D is often the 
principal interaction and so forms the starting point in 
Figure 6. 

Off-diagonal terms such as E (6|/3) or a (261/5) shift 
the transition energies and also impart intensity into 
the third (Ae1 + Ae2) transition frequency. The effect 
of introducing E is always to bring the two main tran­
sitions closer together irrespective of its sign. Analytical 
expressions for the zero-field energy levels in terms of 
D and E (in the absence of other terms) for S = 5/2 have 
been given by Bowers and Owen.54 The effect of the 
term a should be considered more carefully: with F = 
0 its effect is to shift the main transitions more closely 
together or further apart depending on whether a is 
negative or positive, respectively (Figure 6b). Specifying 
F = O implies b\ = 5a/2 and b\ = a/2 and the first-order 
effect of the latter dominates the shifts of the main 
transitions. Considered alone, the off-diagonal param­
eter b\ increases the separation between the two main 
transitions, irrespective of its sign, as is shown in Figure 
6c and can be seen from the second-order equation in 
Table II (b). Thus b\ (or 3E) has the opposite effect 
of b\ on the main transitions, and both impart intensity 

E/D 

OO 0-3 

• 0 0 0'0 
00 -0 -3 

Figure 6. Effects of combination of spin Hamiltonian parameters on ZFR frequencies for S = V2 system. Parameters not specified 
are zero, (a) D and E. E and v given in units of D. When E = D/3 (marked *) a rotation of the axis system (* — y , y-* z , z ^ 
x1) gives a new pair of values D' and E' related to the original pair by D' = -D, E' = E. When E = D (marked t) the values in the 
new axis system are D' = -2D, E' = 0. (b) D and a. Ordinates and frequency given in arbitrary units of X. (c) D (b2), b4, and b4. 
The fourth order parameters a and F define "diagonal" (62) and "off-diagonal" (6j) parameters in the case of tetragonal symmetry; 
this illustrates the effects of b\ and b\, given in units of D (b\). Numbers alongside the resonant positions represent relative intensities 
(not weighted by Boltzmann population factors). 
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Table I. Zero-Field Energy Levels, Spin States, Transition Energies, and Intensities for High-Spin d ! Ions in Cubic Field 
with Trigonal Distortion 

(a) 6JJ1 Notation, z Direction along Trigonal Axis 

energy 

«, = V3 K + •/. 6° + 'I1 {(66° - KY + V10 (63)2} " 2 

e2 = - * / 3 6 ? - 3 6 ° 
e ,= V. J»S+ V* K~ VJ{(66° -Ky+ '/,.(&»)»}«" 

transition energy X or 

spin state 

cos a \±'/i) T sin a IT1A) 
l±*/a> 

sin a It1I1) t cos a IT»/J> 

intensity 

• y z 

Ae1 = - 6 ? - V 2 62+ V2 { (66?-6J ) 2 + ' /1 . (6J) 1 ) " 1 

, 2 6 » - 5 6 » + _ i ^ < « L _ 
40(66a~ K) 160(66?-6S)3 

Ae2 =6°+ VJ 6? + '/,{(66°. - 6J)2 + V>o(63)2}"2 

(6J)1 («)4 

= 46° + 46J + 
40(66? -b°) 160(66?-6J) 3 

Ae 3 =Ae 1 + Ae2= { (66? -6J ) 2 + ' / .0(6J)2)"2 

(blY (blV 
- 66? - K + 

20(66?-62) 80(66?-6J) 3 

( ~b* I 
where a = VJ tan"' I > 

)( 

Va + VJ COS2 a 

VJ + VJ sin2 a 

V8 sin2 2a 

\ l 0 " 2 ( 6 6 ? - 6 ? ) 

(b) D, a, F Notation" 

VJ sin2 2a 

energy 

e, = ' / , ! ? - 'I1 (a-F)+ >/e {(18U + a - F)1 + 80a2} " 2 

e, = - V 3 U + ( a - F ) 
E3= V 3 U - V 2 ( Q - F ) - '/6{(18U + a-Fy + 80a2}1 '2 

transition energy 

Ae1 =-D + V J ( O - F ) + V6{(18U + a-FY + 80a2}1 ' 

20 a2 400 a4 

: 2D + V3 (a-F) + 
3(1SD + a-F) 3(18U + a - F ) 3 

Ae2 = U - ^1 (a-F)+ V6{(18U+ a - F)2 + 80a 2 }" 2 

20 a2 400 a' 
= 4U - V3 (a-F) + 

3(18U + a - F ) 3(18U + a - F ) 3 

Ae3= >/3{(18U + a-Fy+ 80a 2 }" 2 

40 a2 800 a4 

= 6U + V3 (a - F) + 3(18U + a - F ) 3(18U + a - F)3 

0 Spin states and intensities are as defined with a = 'I2 tan"1 [(80"2a)/(a - F + 18U)], 

into the At3 transition. The term b° has a first-order 
effect on the main transition energies (Figure 6d) but 
alone does not give rise to intensity in the A«3 transition. 
AU parameters in a low symmetry situation are not 
determinable from the ZFR spectrum alone, but as 
discussed later, consideration of intensities, further in­
teraction with magnetic nuclei, or additional variable 
frequency EPR measurements allows the determination 
of complete parameter sets. 

A word of warning is necessary about the parameter 
E. A common convention is to define an axis system 
such that E < |D/3| and E > 0 (the sign of E simply 
depends on the choice of x,y axes). The effect of E > 
\D/2>\ is shown in Figure 6a. A change of axis systems 
when E > |D/3| (primed axes and parameters refer to 
the new system) z' = y, y' = x, x' = z leads to49 D' = 
-D/2 - 3E/2, E' = D/2 - E/2 with E' < |D'/3| once 
again satisfied. It is important to be aware of this in 
the EPR of isomorphous crystals doped with transition 

ions where a slight increase in an E (c* D/3) parameter 
could be analyzed in terms of a D with the opposite sign 
as given by expressions such as those above. Apparently 
anomalous changes of sign of D for Mn2+ doped into a 
series of Tutton salts56 have recently been shown to be 
due to different authors unknowingly using different 
axis systems in order that E < \D/3\. 

B. ZFR of Fe3+ (S = V2) 

Much of the 1960s' work of Bogle and Symmons was 
applied to testing the validity of the spin Hamiltonian 
at zero field. Most of this work was done with powders. 
The first case they examined in detail was Fe3+ in 
polycrystalline methylamine alum.13 Because the X-
band EPR is complicated by a large number of lines, 
ZFR was used to analyze the spin Hamiltonian and to 
determine how many species give rise to the EPR 
spectrum. In an X-band frequency variation experi-
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TABLE II. Zero-Field Energy Levels, Spin States, Transition Energies, and Intensities for High-Spin d5 Ions in Cubic Field 
with Tetragonal Distortion 

(a) 6{f Notation, z Direction 

energy 

«, = *hb\- b\ + {4(6? + Kf + >/s(6
4

4)2}"2 

e , = «/*&?- 6°4- {4(6°+ blY + 1Is(KYY" 
e3 = -V36? + 26° 

transition energy 

along Tetragonal Axis 

spin states 

cos a l±s/2> + sin a IT 3/2> 
sin a I+5A) - cos a 1+1I2) 
l ± ' / 2 > 

intensity 

x or y z 

Af1 = 4 6 ° - 36° - {4(b? + 6?)2 + V s ^ ) 2 } " 2 

: 2 b ? - 56° • 
(btr {b\f 

20(6? + 6?) 1600(6? + 6?)3 

Ae 2= 2 {4(6? + 6°4)
2 + >U(biYVn 

= 46? + 46? + 
10(6? + 6°4) 800(6? + 6°4)

3 

A e 3 = A e 1 + A e 2 

' = 4 6 ? - 36? + {4(6? + b?)2 + >A(b4
4)2}"2 

4 cos2 a 

V3 cos2 2a 

4 sin2 a 

8 sin2 2a 

••6K- 6? + 

where a = 'I2 tan ^1 

(btY {b\Y 

20(6? + 6?) 1600(6? + 6?) 

I « S 
I 5"2(26°4 + 26?)) (26? + 26? 

(b)D, a, F Notation" 

energy 

e, = V 3 D- 'A(a + V3F) + {(2D + a + V3F)2 + 5Aa2)"2 

e2 = V 3 D - '/,(a + 2 A F ) - {(2D + a + V3F)2 + VaQ2}"2 

8 2 
e, - —D + a + -F 

3 3 
transition energy 

Ae1 = 4 D - V2(a + V 3 F ) - {(2D + a + V3F)2 + 5Aa2)"2 

15a2 25.27a4 

^ 2D - V,(a + 2UF) -
8(60 + 3a + 2F) 128(6D + 3a + 2F)3 

Ae2= 2 {(2D + a + V3F)2 + V4a2}W2 

15a2 25.27a4 

= 4D + 2 (a + V3F) + 
4(6D + 3a + 2F) 64(6D + 3a + 2F)3 

Ae3 = 4D - 3/2(a + V2F) + {(2D + a + V3F)2 + 7„a2} '"• 

15a2 25.27a4 

= 6D - ' /J(O + V3F) + 
8(6D + 3a + 2F) 128(6D + 3a + 2F)3 

a Spin states and intensities are as defined with a = V5 tan"1 [(5I ,2a)/[2(a + 2I3F)+ 4D]]. 

ment Bleaney and Trenam8 had foreshadowed this ex­
periment by extrapolating the EPR transition back to 
zero field to obtain approximate transition energies. 
Bogle and Symmons13 observed two zero-field reso­
nances at 22.043 ± 0.010 GHz and 12.227 ± 0.005 GHz 
at 90.2 K and concluded that only one paramagnetic 
species existed. 

The equations for zero-field transition energies for 
trigonal symmetry (Table I) were used to second order 
in a to obtain D = 1893 (±2) X 10~4 cm"1, (a-F) = 171 
X 10~4 cm-1. Only the relative signs of D and (a - F) 
(i.e., b\ a n d SbI) are obtainable from the ZFR exper­
iment; in this case the positive sign of D was taken from 
specific heat measurements. In other alums a was fairly 
constant with values of about 130 X 10"4 cm-1 (the 
positive sign has been determined for Fe3+ in rubidium 
alum56) which implies that F =* -40 X 10"4 cm"1. F here 

is much larger than in other alums, a fact which may 
correlate with a much larger axial parameter D in this 
system. 

The use of the approximate equations to second order 
is justified in this and other ZFR measurements of Fe3+ 

since higher order terms are negligible for such mag­
nitudes of a and D. It is obvious that three parameters 
cannot be determined from the two main zero-field 
resonances and recourse has to be made to other ways 
of obtaining one of the parameters. For the purposes 
of checking whether spin Hamiltonian parameters de­
termined from EPR satisfy the ZFR frequencies, there 
is no such problem since all the parameters from EPR 
can be put into the exact expression for the energies to 
predict the ZFR frequencies. (The same holds true for 
lower symmetries in which four or more parameters 
appear in the spin Hamiltonian; in this case the ZFR 
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spectrum is predicted by a single diagonalization of the 
complete matrix.) Symmons and Bogle tested the ex­
actness of the spin Hamiltonian for Fe3+ in sapphire 
(a-Al203 with various impurity ions) by analyzing the 
EPR spectrum and then comparing observed ZFR fre­
quencies with those calculated from the EPR analysis.14 

Using the spin Hamiltonian (eq 4) appropriate for a 
threefold symmetry axis, they found the second-order 
equations (Table Ib) sufficiently accurate to predict the 
frequencies (although, as pointed out above, there is no 
reason not to use the exact expressions). A maximum 
discrepancy of 11 MHz was found, this being well within 
the EPR and ZFR experimental errors. Thus they 
concluded that the spin Hamiltonian fitted the obser­
vations from 0 to 10000 G between 4 and 299 K. 

Shortly before the publication of this work by Sym­
mons and Bogle,14 results of another detailed EPR ex­
amination and ZFR measurements on this system were 
given by Kornienko and Prokhorov.5 The two main 
zero-field resonances (at about 11.8 and 18.9 GHz at 290 
K) were measured at 290 and 4.2 K and were the same 
within experimental error as the results of Symmons 
and Bogle. Kornienko and Prokhorov gave no details 
of how the ZFR measurements were accomplished. In 
their field-swept EPR measurements with the magnetic 
field along the symmetry axis they made use of the 
mutual repulsion between the (high field designation) 
I1Z2) and |-5Z2> electron spin levels to make an accurate 
measurement of a (=-36|/(20 X 21/2)). They deter­
mined the maximum frequency of the EPR transition 
between the unperturbed level 1-1Z2) and one of the 
repelling levels (~|V2) at low field) and the minimum 
frequency of the transition between |-3Z2) and the other 
repelling level (H - 5 A) at low field). (See Figure 5.) 
Both of these have a first order dependence on \a\ and 
so enable a direct determination of |a|. The microwave 
frequencies necessary to perform this experiment con­
veniently fell within the "tunable range" of the X-band 
microwave source and cavity. In principle, this is the 
same technique as was later developed by Urban who 
measured the minimum energy gap between repelling 
levels to determine the off-diagonal element causing the 
repulsion (see section IVC). This later work employed 
variable frequency EPR measurements at a number of 
fixed magnetic fields (parallel to the z axis); this re­
moved some of the problems encountered by Kornienko 
and Prokhorov5 of line broadening of the transitions 
near repelling points when field-swept spectra were 
measured. This extension of variable frequency tech­
niques to the high field situation is extremely useful in 
the determination of small off-diagonal elements and 
is discussed again later (section IVC). 

Studies continued by Bogle and Symmons et al. with 
Fe3+ doped into cobalt and aluminum acetylacetonates 
and in pure ferric acetylacetonate using EPR and 
ZFR.15 Space group symmetry of the pure ferric ace­
tylacetonate crystal and of the two host lattices requires 
a spin Hamiltonian of the form (terms involving 0% 
with odd m being neglected) 
ft s = gneB-S + B\0\ + B\0\ + B\<J{ + B\0\ + B\0\ 

The authors unconventionally wrote b% for B™ and 
therefore have probably redefined the OJJ1 operators to 
absorb the numerical factors. The expression for F 
should be F = 36° - 364/5. Parameters were obtained 
for Fe3+ZCo(acac)3 by conventional EPR analysis at 80 

K. These predicted zero-field resonances at 8.640 GHz 
and 16.422 GHz, compared with the experimental 
values 8.562 ± 0.005 GHz and 16.417 ± 0.015 GHz at 
the same temperature. The difference of 80 MHz is well 
within the EPR measurement error, which we estimated 
from their tabulated parameters. The authors noted 
a splitting of the high frequency ZFR line into three 
components at 4.2 K which indicates that the space 
group is different at low temperature, allowing three 
distinguishable sites. 

For Fe3+ doped in aluminum acetylacetonate and 
pure ferric acetylacetonate, the ZFR frequencies were 
listed for different temperatures and approximate 
values for |62| were obtained from the total splitting (=* 
662). No previous EPR analyses had been made. The 
EPR spectrum at 80 K and below was too complex to 
analyze but the ZFR showed three different spectra. It 
would normally be difficult to pair off the main ZFR 
frequencies in such a case but because the "forbidden" 
transitions were reasonably strong the level schemes 
were immediately apparent. A "forbidden" transition 
occurs at the sum of the other two frequencies, and is 
quite strong in this case because of the unusually large 
value of b\ = 5a/2 = 802(i 100) X 10"4 cm"1 {b\ and b\ 
also contribute mixing of different levels which imparts 
more intensity into the '|±V2>' ** 'W1UY transitions). 
Since the line widths of the 'Ii3Z2)' ** 'Ii1Z2)', 'l±5/2>' 
** '|±3Z2)', and 'Ii5Z2)' ** 'l±72>' transitions are in 
approximate ratio 1:2:3 at 90 K, this strongly suggests 
that the widths are due to local inhomogeneity of 62 (= 
D) of about 40 MHz. At room temperature the widths 
are similar which suggests that spin-lattice relaxation 
has become the dominant broadening mechanism. In 
the case of ferric acetylacetone the EPR spectra could 
not be measured because of the large line widths but 
the ZFR at 80 K and at 4.2 K was observed. Transitions 
were centered at 15.90 i 0.15 GHz and 30.97 i 0.2 GHz 
at 80 K with full widths of 1.4 and 3.0 GHz, respectively. 
No splitting was detectable in either of the transitions. 

Bogle and Symmons pointed out that the spin Ham­
iltonian parameters could not be determined precisely 
from ZFR since there were only two strong transitions 
but four parameters to be determined. Their estimation 
of b\ (D) from the total splitting (i.e., the sum of the 
two main transition frequencies) is obviously very ap­
proximate and relies on 62 being by far the most dom­
inant interaction. In principle, extra information is 
available from the third transition which is only allowed 
through off-diagonal mixing of the high field \MS) 
states. With the development of sensitive resonant 
variable frequency techniques and control of the power 
arriving at the sample, very weakly allowed transitions 
make the ZFR determination of some low symmetry 
parameters feasible. Accurate measurement of the in­
tensities of transitions is, however, a prerequisite. As 
an example consider the case of a fourfold symmetry 
axis. From Table II certain combinations of the 
strongly allowed transitions remove the higher order 
terms: 

Ae1 + Ae2/2 = 46P, - 362 (exact) 

which can be useful for estimating 6°. 
The ratio of intensities of the Ae3 and Ae1 transitions, 

for example, is tan2 a (X ratio of Boltzmann factors) 
where 
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tan 2a = ^/(51Z2 [2b°4 + 26g]) 

Together with the exact expression for Aex and At2 
these form the starting point for an iterative determi­
nation of all three parameters b% b\, and b\. Similar 
techniques can be used for a threefold symmetry axis. 
When more parameters occur (twofold axis or lower 
symmetry) then again the solution is not obtainable 
with a three level ssystem but it may be possible to 
determine combinations of parameters. 

In another example of Fe3+ in a trigonal symmetry 
environment, Chamberlain and Syms27 examined the 
ion contained in A1C13-6H20. The iron substitutes for 
aluminum which is surrounded by an octahedron of 
water molecules distorted along the [111] direction. 
The strong zero-field resonances were measured and 
compared with zero-field frequencies predicted from a 
conventional EPR analysis at Q band. D and (a-F) 
were determined from the EPR spectrum with the 
static field along the axis, and a from the angular var­
iation of the (+V2, -1I^) transition in the (001) plane. 
The values at 77 K (D = 1495.6 ± 0.7, a = 164 ± 2, F 
= 13 ± 4; units 1O-4 cm-1)) predict zero-field resonances 
at 9.738 ± 0.005 and 17.347 ± 0.016 GHz, which should 
be compared with the observed frequencies 9.740 ± 
0.002 and 17.36 ± 0.01 GHz. The signs of the param­
eters depend on the expectation that a is positive and 
a > F. From the zero-field equations (Table I) the 
second order and higher terms are small so D and (a-F) 
must have the same sign. There are misprints in eq 1 
and 2 of this paper. Again the spin Hamiltonian ade­
quately represented the energy level scheme and the 
authors pointed out that higher order Zeeman terms 
linear in B that could be included in the Zeeman effect 
Hamiltonian must be less than 0.1% of the zero-field 
splittings. 

Cook and Matarrese have measured the zero-field 
spectrum OfFe3+ in synthetic brown quartz (SBQ), the 
"I" center.40 Their technique was similar to that used 
by Chamberlain and Syms in that they swept the field 
through zero for a number of frequencies around the 
zero-field resonance frequency. When the microwave 
frequency was very close to the zero-field splitting two 
EPR lines were symmetrically disposed about zero field 
(really the same transition but with opposite polarities 
of the magnetic field) and these coalesced at zero field 
when the frequency exactly matched the zero-field 
splitting. The zero-field frequencies were obtained by 
fitting the resonant fields versus frequency plots to 
straight lines and extrapolating to zero separation. This 
method gave better precision than attempts at varying 
the frequency to obtain the most intense coalesced line. 
This field extrapolation method has no advantages over 
direct frequency-swept zero-field spectrometry (so long 
as ambient fields are removed or have no significant 
effect); the apparent advantage in being able to use 
fitting procedures would lead to no greater precision 
than taking the mean value of the same number of 
direct determinations (by variable frequency ZFR) of 
the zero-field splitting. The experimentally determined 
zero-field splittings were compared with those predicted 
from EPR analyses. Yet another spin Hamiltonian 
notation (based on the Racah irreducible tensors) was 
used and recommended for general use. The parame­
ters are related to the equivalent operator coefficients, 

BJJ1, but the advantage of using them is that they readily 
transform to different axis systems. Using the Stevens' 
operators, the site symmetry C2 requires terms B%0% 
with n = 2, 4, m ~ 0, -2, 2, -4, 4 (i.e., parameters 
B2

2, B4
2, Bl4 in addition to the ones for orthorhombic 

symmetry). 
The zero-field resonances are not far apart (an effect 

of the large B2 term) and are as follows (with predicted 
values from an EPR analysis parenthesized): 7113.2 ± 
0.2 (7109.8 ± 5.9) and 8812.5 ± 0.2 (8775.6 ± 6.5) MHz, 
which the authors regarded as showing that the EPR 
derived spin Hamiltonian was essentially correct. 
However, a deviation of 37 MHz when an expected error 
of 6.5 MHz is quoted would indicate some significant 
error in the spin Hamiltonian parameters. This shows 
the usefulness of ZFR in checking the validity of spin 
Hamiltonians even where many parameters are required 
by low symmetry. 

The same authors also measured the ZFR of Fe3+ in 
natural amethyst and obtained resonances at 24157.5 
± 0.5 (24150 ± 20), 35365.0 ± 2.0 (35390 ± 40) MHz 
where predicted values from Hutton's EPR analysis,57 

with which they agree within the errors quoted, are 
parenthesized. However, terms in the spin Hamiltonian 
involving operator equivalents O4 and 0\ would be re­
quired for more exact EPR analysis. 

Rao and Sastry have studied the ZFR of Fe3+ doped 
into NH4Cl at room temperature.28 EPR measurement 
at 77 K had indicated Fe3+ in both tetragonal and or­
thorhombic sites but with zero-field splittings so large 
that analysis could not be made at Q band. At room 
temperature NH4Cl is in a different phase (transition 
temperature -32.5 0C) and Rao and Sastry observed 
three zero-field resonances at 10274 (± 5) MHz, 10750 
(± 5) MHz and 20681 (± 10) MHz sweeping the fre­
quency from 8 to 12 and 18 to 26 GHz. They associated 
the 10274 and 20681 MHz transitions with a site of 
tetragonal symmetry both on the basis of the frequency 
ratio being close to 2 and on intensity grounds. The 
10750 MHz transition was associated with a site of 
orthorhombic symmetry (by analogy with the low tem­
perature phase EPR results). Such an assignment can 
be criticized on the grounds that a frequency ratio of 
2 is only expected to hold closely when b\ (or (a + 
2F/3)/2) is very small and this is not usually the case 
for Fe3+; in fact their assignment leads to an unusually 
small value for a. Also the use of intensities to associate 
lines must be made with the utmost caution and with 
careful attention to microwave power levelling at the 
sample. The spin Hamiltonian is correctly quoted for 
tetragonal symmetry, but an approximate solution for 
trigonal symmetry was actually used. While this does 
not affect the magnitude of D it does affect the sign. 
Because of the different definitions of a and F in the 
two symmetries, these are also affected. The parame­
ters are here recalculated for both possible pairs of lines 
in tetragonal symmetry with the usual assumption of 
a > 0 and a > F: 

Pair 10274, 20681MHz 

D = 1721 a + 2F/3 = 6.3 (X10~4 cm"1) 

(Rao and Sastry gave D = -1720, a - F = 9 (XlO"4 

cm"1)). 
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Pair 10750, 20681MHz 

D = -1744 a + 2F/3 = 39 (XlO"4 cm"1) 

For a site of orthorhombic symmetry the effect of 
introducing the parameter E is to cause the two main 
transitions, originally at approximately 2D and 4D, to 
approach one another and to impart intensity into the 
' I iV2) ' ** '|±5/2>' transition (~6D) (see Figure 6). 
Thus their suggestion that a transition for this sym­
metry might be above the range of their equipment (> 
26 GHz) should only apply to the semiforbidden tran­
sition; the second line is probably in the 12-18 GHz 
region which is also not covered by their microwave 
sources. 

Finally, a novel frequency variation technique in the 
range 3-100 cm-1 (90-3,000 GHz) has been used to 
measure zero-field transitions of Fe111 and Mnm com­
plexes, including some biologically important com­
pounds.58'59 Many iron complexes of biological impor­
tance have large axial crystal fields and conventional 
EPR is only observed between the 'M8' = ±x/2 states 
and can be described in terms of an effective g tensor. 
Thus D and E parameters are determined only by 
second order effects on the "normal" EPR resonances, 
the microwave quantum being much smaller than D. 
The extension of ZFR and EPR techniques into the far 
infrared region described by Richards et al.59 provides 
a method for direct determination of some of the 
zero-field parameters. Here we outline the method of 
analysis; details for each of the many complexes exam­
ined can be found in the original publications. 

For large values of D, fourth-order terms in the spin 
Hamiltonian (6™) can be neglected and only the effects 
of D and E need be considered. At zero field, there are 
three energy levels (Figure 5) whose separation depends 
on E; (Figure 6a shows the transition energies between 
these levels). For E = O the separations are 2D and AD. 
At 4.2 K with D of the order of several cm-1 only the 
ground state is significantly populated; for E = 0 and 
positive D one transition at Ae1 = 2D would be de­
tectable, but with negative D the energy levels are in­
verted and one transition at Ae2 = AD is predicted. 
When E 9* 0, the transition at the sum of the two ZF 
splittings Ae3 becomes allowed. Determination of Ae1 
(or Ae2), Ae3 and the absence of Ae2 (or Ae1) immediately 
gives the signs and magnitudes of D and E, which can 
be confirmed by the appearance of Ae2 (or Ae1) at higher 
temperatures. Observing the convention E < \D/S\, if 
one ZF transition occurs at less than half of Ae3, this 
transition is Ae1 and D is positive. Additional confir­
mation of the sign of D is obtained from absorption 
measurements in a magnetic field at low temperature: 
when D is positive, the ground-state spin functions, 
which are approximately |±1/2). are split by the field 
and EPR transitions are allowed between them; for D 
negative the ground state is |±5/2> and no EPR tran­
sitions would be seen at low temperature between the 
split states. Zero-field resonances between 3 and 36 
cm"1 were observed for a number of systems including 
several Fe111, S = 5/2 systems. As an example we quote 
the result for tris(pyrrolidyl dithiocarbamato)iron(III) 
for which Ae2 = 8.4 cm"1 and Ae3 = 13.2 cm"1 were 
measured leading to D = -2.14(± 0.05) cm"1 and E/D 
= -0.10(± 0.01). ZFR spectra of Fe111, S = 3/2» and of 
Mn111, S = 2 were also measured and are briefly dis-
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Figure 7. ZFR spectra of Mn2+ in MgtNHJatSO^-Bl^O (powder 
~1.5 mol %). (a) Spectrum observed at 295 K. A coaxial line 
sample cell in a reflection microwave apparatus and magnetic field 
modulation (perpendicular to the microwave field) of ±16 G were 
used, (b) Spectrum predicted from least-squares fit to (a) with 
D = -722.5, E = 188.7, F = -2.0, o = 14.4, Ax = A = -265.8, A1 
= -264.3 MHz (all ± 2-3 MHz) and line width 50 MHz. Second 
derivative Lorentzians were used to simulate the line shapes 
approximately. 

cussed in separate sections below. 

C. ZFR of Mn2+ (S = V2, / = V2) 

The ZFR spectra of S = 5/2 systems become very 
much more complicated when hyperfine interaction 
with the / - 5/2 nucleus occurs, particularly in low 
symmetry situations. Instead of three, a maximum of 
630 transitions between the combined electron and 
nuclear spin levels is possible. We have shown that it 
was possible to obtain the main parameters of an or­
thorhombic spin Hamiltonian from the complex zero-
field spectrum of Mn2+ doped in MgS04-7H20 powder.29 

No analytical solution was possible and the technique 
used was iterative variation of all the parameters until 
the predicted spectrum was as close as possible to the 
observed spectrum. It was first necessary to obtain 
good starting values of the parameters from a prelim­
inary EPR powder spectrum analysis. The final pa­
rameters were significantly different from previous EPR 
analyses. These were considered to be subject to errors 
of crystal alignment and magnetic field measurement. 
Exact analysis would require more terms in the spin 
Hamiltonian (e.g., b\ is required for orthorhombic sym­
metry, and if the C1 point group of the ion in the lattice 
is taken into account further terms in the Hamiltonian 
are required). However, analysis in terms of five pa­
rameters D, E, a, A J and Ax fitted the zero-field 
spectrum within the accuracy of the experiment. The 
previous EPR analysis predicted a ZFR spectrum whose 
features did not correspond to the experimental mea­
surement. 

Similar techniques were used to analyze the ZFR 
spectra of Mn2+ in several Tutton salts (orthorhombic 
point symmetry) (see Figure 7) and once again im­
provements in and more accurate values of the param­
eters were obtained55 compared with previous EPR 
work. Most of the features of the ZFR spectra of Mn2+ 

in these salts result from the overlap of many individual 
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Figure 8. (a) Schematic energy level diagram for S = b/2,1 = 
5/2 with dominant D » A (isotropic hyperfine interaction), (b) 
Resulting ZFR transitions (transitions in the region of v = 5A are 
not shown), (c) Observed ZFR spectrum for 0.1 mol % Mn2+ 

doped in NH4Cl at 295 K which could be simulated with D = 
-4508, a + 2I'JF= 21, A, = -247, A± = -254 MHz. The powdered 
sample was contained in a coaxial line sample cell and the 
spectrometer was used in transmission mode. Magnetic field 
modulation (perpendicular to the microwave field) of ±33 G was 
used. The spectrum is the '2D'group of lines, slightly different 
from the pattern in (b) because of anisotropy of A. Sharp features 
are spurious effects of the reflection spectrometer. 

lines. Adequate simulation of the zero-field line shapes 
was obtained by using second derivative Lorentzians 
simply because this function happened to produce 
modulation wings of about the right magnitude. Such 
simulation does not reproduce the variability of line 
widths observed in the experimental composite line 
shapes. 

In the case of Mn2+ in NH4Cl29 a partial ZFR spec­
trum showed general agreement with that predicted 
from previous EPR work but it was shown that a slight 
error existed in either or both of D and a. The domi­
nant interaction in the spin Hamiltonian (which has a 
fourfold symmetry axis in this case) is D, the next most 
important interaction being an almost isotropic hy­
perfine interaction A of about one-twentieth the mag­
nitude of D. The general appearance of the ZFR 
spectrum can readily be calculated using first-order 
perturbation theory and is illustrated in Figure 8. 
Writing the unperturbed spin states in the high field 
designation IMgM/), the perturbation A(IZSZ + (S+I- + 
SJ+)/2), treated to first order, adds to the diagonal 
terms only for M3 = ±3/2 or ±5/2 and the energies are 
as follows: 

M3 = ±% e = 10D/3 ± 5M7A/2 

M3 = ±% e = -2D/3 ± SMjA/2 

For M3 = ±l/2 states the perturbation occurs between 
degenerate levels and the first-order energies comprise 
five doubly degenerate and two single levels, mixed 
states of type C^1Z2Mi) + 02!-72.M7 + 1) occurring. 
These levels are at 17A/4,4.022A, 13A/4,5A/4 (the two 
states which have this energy are pure I1Z2,

5/2) and pure 
hV2.-72», -15A/4, -4.522A, and -19A/4, relative to 
-8D/3. The lower group of transitions between M3 = 
±72 a n d M3 = ±3/2 states then occurs in a character­
istic 11-line pattern whose frequencies (with intensities 
parenthesized) are 2D - IA (0.357), 2D - 6.277A (0.441), 
2D - 5A (0.5), 2D - 3.272A (0.559), 2D - A (0.643), 2D 
(0.643), 2D + 2.272A (0.554), 2D + 2.5A (1.0), 2D + 4A 
(0.5), 2D + 5.272A (0.441), 2D + 6A (0.357). 

The transitions between M3 = ±3/2 and M3 = ±5/2 
states have the appearance of an EPR first-order hy­
perfine pattern. Resonances occur at 4D + M1A, that 
is there are six lines of equal intensity and equal sep­
aration A. (See Figure 8.) Further ZFR transitions 
between the hyperfine components of the M3 = ±1/2 
levels are also predicted at lower frequency. 

Such characteristic patterns for M3 = ±72 states 
when the main interaction is of D (b2) type, with an 
isotropic hyperfine interaction as a secondary effect, are 
discussed for the cases of Gd3+ (S = 1I2,1 = 3/2, see 
section IVA) and Cr3+ (S = 3/2, / = 3/2, see section IIID). 
A feature of these zero-field patterns is that splittings 
greater than A occur (e.g., up to 2.272A for Mn2+) 
showing that ZFR can be more sensitive to the effects 
of hyperfine interaction than EPR. The relative signs 
of A and D are immediately obtained from the spec­
trum: the lower frequency pattern of eleven hyperfine 
lines (Figure 8) is reversed if A and D are of opposite 
sign. In EPR, the relative signs can only be determined 
from second-order effects.60 

An important point in the analysis of Mn2+ ZFR 
spectra is that the splitting into many lines by the hy­
perfine interaction (e.g., as in Mn2+/NH4C1) allows the 
determination of more electron spin parameters than 
is possible with Fe3+. The following simple illustrations 
confirm this. Figure 9a,b shows predicted ZF line 
positions and relative intensities (uncorrected for pop­
ulation differences) for an 5 = 72 system with D = 500, 
E = 50 (MHz) (a), and D = 507.1, a = -31.9 (d), whose 
spectra are, apart from intensity changes, almost iden­
tical. Figure 9b,c shows the line positions for an S = 
72.1 = /2 system with D = 500, E = 50, A = 10 MHz 
(b), and D = 507.1, a = -31.9, A = 10 MHz (c). The 
presence of the isotropic hyperfine interaction A causes 
E and a to have different and distinguishable effects 
on the spectrum. 

D. ZFR of Cr3+ (S = V2, / = 3Z2) 

Cole, Kushida, and Heller observed two of the three 
zero-field, low frequency resonances possible for the 
10% magnetic isotopes of Cr3+ doped into MgO (cubic 
symmetry).61 For 5 = 3/2, / = 3/2 the spin states can 
be combined to give F = 0, 1, 2, 3 states at zero field 
with separations A, 2A, and 3A (obtainable from the 
Lande interval rule) for an isotropic hyperfine inter­
action A. The two higher frequencies were observed 
giving A = 48 MHz. Because no splitting of the lines 
was observed the authors concluded that electron 
spin-spin coupling (which should be zero in an exactly 
cubic environment for S = 3/2) and quadrupole coupling 
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Figure 9. Stick diagrams illustrating ZFR frequencies predicted 
between 0.75 and 2.25 GHz for various combinations of spin 
Hamiltonian parameters D, a, E and isotropic hyperfine inter­
action Aj80 for an S = 6/2 ion (z defined as the fourfold axis before 
introduction of E). In the absence of hyperfine interaction almost 
identical ZFR spectra are predicted for D = 500.00, E = 50.00 
MHz (spectrum a) and for D = 507.14, a = -31.92 MHz (spectrum 
d). When an isotropic hyperfine interaction with anI=b/2 nucleus 
is introduced the previously indistinguishable ZFR spectra take 
on very different appearances (spectrum b has D = 500.00, E = 
50.00, Aj80 = 10 MHz and spectrum c has D = 507.14, a = -31.92, 
A180 = 10 MHz). 

were less than the line width at half maximum height 
(4 MHz). 

ZFR of Cr3+ in a-Al2O3 (ruby) was first reported in 
1956 by Geusic10 at a frequency of 11.593 GHz, which 
was within the error limit of the zero-field splitting 
predicted from his EPR analysis but about 100 MHz 
higher than later analyses. In this experiment, the 
spectrum was observed by sweeping the field; the fre­
quency was adjusted until the two resonances coalesced 
at zero field. We have observed the single zero-field 
resonance for the nonmagnetic isotopes of Cr3+ in a-
Al2O3 at 11.493 ± 0.005 GHz (T = 295 K) using our 
variable frequency spectrometer. This was shown in 
Figure 2. In the wings of the peak are suggestions of 
further transitions which could be due to 63Cr reso­
nances. It is noteworthy that whereas the 53Cr (/ = 3/2) 
hfs pattern is a quartet in high field EPR, the pattern 
predicted for zero field for this v = 2D resonance is an 
asymmetric pattern with transitions at ~2D - 3.8A 
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(intensity 18), 2D - 2.5A (25), 2D - 0.8A (32), 2D - 0.2A 
(32), 2D + 1.5A (two degenerate transitions, intensities 
50 and 25), and 2D + 2.8A (18). A similar situation 
occurs with Gd3+ (section IVA) and Mn2+ (section IIIC) 
where this was discussed more fully. 

E. ZFR Of Fe3+ (S = V2) 

In addition to measurements on Fe3+, S = 5/2 states 
(see section IIIB), Brackett, Richards, and Caughey69 

measured high frequency ZFR and EPR transitions 
using (variable frequency) far infrared spectroscopy in 
bis(dithiocarbamate)iron(III) compounds. D values 
ranged from -2.1 to 8.17 cm"1 in a series of compounds 
with different ligands. For an S = 3/2 state, there is only 
one zero-field resonance irrespective of whether E is 
zero or not, so D and E are not separable by ZFR. For 
E « D, the sign of D is obtainable from the far in­
frared absorption in the presence of a magnetic field 
(20-50 kG) since the ground levels split in different 
ways for D positive and D negative. 

F. ZFR of Mn3+ (S = 2) 

The only ZFR measurements on an isolated non-
Kramers transition ion were published by Brackett et 
al.59 in their studies using far infrared Fourier transform 
spectroscopy. The spin Hamiltonian necessary to de­
scribe an S = 2 system is basically the same as that for 
S = 5/2. The energy levels are different. If a dominant 
D term is considered, then zero-field energy levels lie 
at -2D (M8 = 0), -D (M8 = ±1), and 2D (Af5 = ±2) with 
the main zero-field resonances at D and 3D. A magnetic 
field in the z direction splits the M8 = ±2 and M8 = 
±1 levels linearly but does not affect M8 = 0; an E term 
splits M8 = ±1 in first order (analogous to S = 1) and 
M8 = ±2 in second order. Zero-field resonances were 
observed in two Mnm porphyrins. In one case ZFR was 
observed at 7.6 cm"1. Since no higher frequency tran­
sition was observed at higher temperatures this corre­
sponds to the 3D transition, so D = -2.53 cm"1 since the 
3D transition observed at 4.2 K must be from the 
ground state. (The other transition at 2.53 cm"1 would 
be detectable at higher temperatures, but was below the 
lower limit of their spectrometer, 3.5 cm"1). The other 
Mn111 porphyrin with a ZFR spectrum had D = -3.08 
cm"1. From the line width of the ZFR absorption an 
upper limit on E could be estimated, since the ZFR line 
would split with large enough E. 

G. ZFR of Cu2+ Dlmers (S = 1 State) 

Early EPR measurements62 on copper acetate mo-
nohydrate showed that the structure comprised rela­
tively isolated pairs of Cu2+ (S = V2) ions strongly ex­
change coupled to produce a diamagnetic ground state 
(S = 0) and a low lying triplet state (S = 1) which is 
sufficiently populated at temperatures above about 20 
K for EPR to be detectable. We have succeeded in 
observing two of the three possible zero-field resonances 
from the fine-structure part of the Hamiltonian at 145 
K and at room temperature. The zero-field electron 
spin Hamiltonian for a rhombic environment is fi8 = 
D(S* - S(S + l)/3) + E(Sx

2 - Sy2) (eq 1 for S = 1 in 
D, E notation) and results in three energy levels at D/3 
+ E, D/3 - E, and -2D/3. Zero-field transitions are 
predicted at D + E, D - E, and 2E each allowed by a 
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Figure 10. ZFR spectrum of anhydrous copper benzoate powder 
at 142 K. The sample was contained in a teflon tube which 
traversed the waveguide cell; the spectrometer was operated in 
transmission mode and magnetic field modulation (perpendicular 
to the microwave field) of amplitude ±140 G was used. 

different linear polarization of the microwave field. 
Further details of the theory of ZFR for S = 1 can be 
found in the literature on excited organic triplet states.63 

Our EPR measurements gave D = 10.082 (± 0.005) GHz 
and E = 0.296 (± 0.005) GHz at 150 K so the 'D + E' 
and 'D-E' transitions were readily accessible. The 
ZFR spectrum of powdered copper acetate mono-
hydrate showed two very broad resonances (AW1I2 =* 
350 MHz) centered at 9.78 (± 0.04) and 10.46 (± 0.02) 
GHz at 150 K. Discrepancies between the observed and 
predicted resonance centers are thought to be due to 
the influence of the copper nuclear hyperfine interac­
tions (At * 240 MHz62 at 9 0 K , / = 3/2 for 63Cu and 
65Cu), copper nuclear quadrupole interaction (P = 23.36 
(± 0.03) for 63Cu, 21.65 (± 0.05) MHz for 65Cu at 52 K64) 
and water proton hyperfine interactions (range of an­
isotropic hyperfine interactions up to 12 MHz66). These 
interactions have a complicated effect on the ZFR line 
shape and are partly responsible for the observed width. 
ZFR peak frequencies would not therefore be expected 
to correspond exactly to D + E and D-E. Detailed 
line shape simulation including all the above interac­
tions would be necessary to correlate with the observed 
line shape. ZFR was also observed for the similar S = 
1 low lying triplet state of anhydrous copper benzoate 
powd?r and is shown in Figure 10. In this case reso­
nances at 9.68 GHz and 10.36 GHz at 140 K were 
somewhat sharper than those in copper acetate and 
showed deviations from the resonant positions pre­
dicted from the D, E terms of the EPR analysis66 for 
similar reasons to those given above. 

Modulation wings (see section HB) take on a rather 
different appearance for non-Kramers states (integer 
S). Only one strong wing occurs for each of the two high 
frequency transitions, being on the high frequency side 
of the 'D + E' transition and on the low frequency side 
of the 'D - E' transition. Such effects can readily be 
understood qualitatively from a consideration of low 
field EPR transition intensities. 

H. ZFR of Ni2+ (S= 1) 

A recent publication by Mirzakhanyan67 reported 
ZFR of Ni2+ in K-LiIO3 at 93.1 (± 0.1) GHz and in 
LiNbO3 at 152.1 (± 0.3) GHz at 85 K. EPR measure­
ments up to 5000 G combined with the ZFR measure­
ments snowed that the system was well described by 
an axially symmetric spin Hamiltonian (zero-field term 
D only). Details of the 20-200 GHz tunable EPR 
spectrometer or details of ZFR measurement were not 
given in this paper. It was concluded from these mea­
surements that the Ni2+ ion substitutes for Li+ in both 

crystals and that any charge compensation vacancy 
must be on the threefold axis or is not local. ZFR of 
Gd3+ in LiNbO3 is discussed in section IVE. 

IV. Lanthanlde Ions—4fn 

A. ZFR of Gd3+ in Lanthanum Ethyl Sulfate 
(LES) 

Several authors have considered the EPR of Gd3+ 

doped into La(C2H5SO4)^H2O at low and zero mag­
netic fields as well as at high field with conventional 
EPR. EPR work on this system illustrates the impor­
tance of considering ZFR experiments as an integral 
part of EPR studies. Historically, EPR measurements 
came first. The early realization that EPR could be 
observed at zero magnetic field led to prediction of the 
expected ZFR frequencies and then their measurement 
by an extrapolation of low field results. Disagreements 
between calculated and observed values were noted. 
This prompted a true ZFR experiment which success­
fully resolved the earlier discrepancy. However, it was 
noticed that the uncertainties in the measurements were 
relatively high. This in turn led to a major and detailed 
study of this system which resulted in the determina­
tion of hyperfine and quadrupole interactions together 
with fine structure terms for the first time in any system 
using ZFR techniques. Splittings were resolved which 
had previously overlapped in high field EPR experi­
ments. The interest stimulated in this system has ex­
tended to low-field EPR measurements and to further 
questions about the electronic interactions underlying 
the spectroscopy. 

The rare-earth ion in the host salt has C3h point 
symmetry and the effective sixfold rotational symmetry 
of the crystal field68 is represented by a zero-field spin 
Hamiltonian of the form 

Ti3 = B\0{ + B\0\ + BgOg + B%0% (6) 

and the conventions O2* = BB°2, b°t = 60Bl b% = 1260S^ 
are used. The form of the spin Hamiltonian renders 
ZFR (and EPR when the Zeeman term is added) 
analysis straightforward since b$ is small. 

Bleaney, Scovil, and Trenam analyzed the single 
crystal EPR of this system and fitted the X-band EPR 
resonant fields to within 3 G at 90 K and within 7 G 
at 20 K.9 They obtained the ZFR frequencies by ex­
trapolating field-frequency plots of EPR transitions at 
low fields back to zero field. These were compared with 
calculated zero-field frequencies which in this case were 
obtainable directly from the X-band EPR line positions 
with field parallel to the symmetry axis since the bl 
parameter displaces the zero-field lines by less than 10"6 

cm""1. Neglecting the off-diagonal terms the zero-field 
resonances occur at 

Ms = ±y2 ** Ms = ±% Ae1 =2fc° - 126^ + 146° 

Ms = ±% ** Ms = ±% Ai2 =4b°2 - 10b°4 - 14feg 

M5 = ±% ~MS = ±7/2 Ae3 =6b°2 + 2Ob^ + 6b°6 

(7) 
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EPR transitions for the magnetic field parallel to the 
crystal axis are given by 

Ms = +% « M s = -V2 B = B0 

MS = ±y2 ** MS = ±% 
B = B0± (-26° + 12fj° - Ub^/glliB 

Ms = ±% ++M8 = ±% 

B = B0± (-4b°2 + 106^ + 14&iD/&W» 

M8 = ±% ++M3 = ±7/2 

B = B0 ± (-Qb% - 20% ~ Sb§/gznB
 ( 8 ) 

where B0 = v/g2HB> v being the fixed microwave fre­
quency. Thus the transition energies (eq 7) are given 
by half the difference (in energy units) between the 
pairs of EPR transitions given in (8). 

The observed ZFR frequencies (1.349, 2.557, 3.457 
GHz at 90 K and 1.466, 2.497, 3.388 GHz (all ±0.003 
at 20 K) agreed within 15 MHz with those calculated 
from the EPR for the |±5/2) ++ |±7/2) and |±3/2> — 
|±5/2) transitions, but a discrepancy of 50 and 100 MHz 
occurred for the |±x/2) *"*" I*-U) transition. While the 
authors give some possible explanations for this dis­
crepancy, these are not given here in view of the sub­
sequent agreement between EPR and ZFR results (vide 
infra). The most likely explanation is that errors have 
come in the field-frequency method of obtaining zero-
field frequencies; this method relies on accurate crystal 
alignment and magnetic field measurements and thus 
lacks the main advantages of direct frequency-swept 
ZFR measurement. Errors in the EPR analysis were 
also indicated by discrepancies between the predicted 
and measured resonant fields. 

Dagg, Kemp, and Symmons69 measured the zero-field 
resonances in this system between 4.5 and 285 K using 
the frequency-swept technique developed by Bogle and 
Symmons and co-workers.4 Their measurements at 90 
K (1.395 ± 0.014, 2.550 ± 0.010, 3.455 ± 0.012 GHz) and 
at lower temperatures indicated that the frequency 
determination for the transition by Bleaney et al.9 was 
in error. Exact fitting of EPR transitions, including 
AMs = ±3, ±5 lines, yielded all the parameters of the 
spin Hamiltonian (e.g., at 288 K, g*, = 1.9920 ± 0.0002; 
b°o = 195.24 ± 0.06, b\ = -3.866 ± 0.005, b°6 = 0.46 ± 0.08, 
bl = -4.1 ± 0.2; units 10"4 cm'1). Calculated ZFR fre­
quencies agreed with the measurements within exper­
imental error at 90 K and 4.2 K, although the EPR 
determinations were less precise at these two temper­
atures, b% being undetermined. EPR measurements 
were made at 10 temperatures and showed a maximum 
in the zero-field splitting at about 130 K due to the 
maximum in J)2 which is the dominant term. The ab­
solute value of b\ has a maximum at about the same 
temperature. As indicated by Bernstein and Dobbs70 

the zero-field measurements on this sytern by Dagg, 
Kemp, and Symmons were subject to high experimental 
uncertainty (up to 25 MHz in measured line positions). 

Bernstein and Dobbs, in a most detailed publica­
tion,70 carefully examined and analyzed the ZFR of this 
system and also obtained measures of the hyperfine and 
quadrupole interaction for the first time for Gd3+/La-
(C2H5S04)-9H20 using isotopically enriched 156Gd,157-
Gd, and 160Gd. Accurate measurements were obtained 

by using the more sensitive helix and cavity spectrom­
eters. At 77 K they obtained zero-field splittings of 
1371.9 (±3.9), 2503 (±3.6), and 3383.0 (±2.1) MHz in 
isotopically enriched (99.99% 160Gd) samples. These 
splittings were the same within the error limits as 1366.2 
(±3.9), 2502.7 (±4.2), and 3381.4 (±2.8) MHz calculated 
from the EPR analysis of Dagg et al.69 The error limits 
quoted for the ZFR measurements were defined as 
three times the standard deviations as determined from 
measurements using various modulation field strengths, 
both types of spectrometer and 160Gd as well as natural 
Gd. Similar agreement was found at 4.2 K. Bernstein 
and Dobbs pointed possible that the error limits in the 
ZFR resonant positions are mainly determined by the 
line width (~ 25 MHz); if not hampered by line 
broadening, measurements of frequency would be 
possible to an accuracy of 1 ppm whereas magnetic 
fields in conventional EPR can only be measured 
readily to 100 ppm. This shows that ZFR is inherently 
more precise than EPR. 

The parameter b\ is small and almost temperature 
independent so the other parameters could be deter­
mined from the three zero-field frequencies by taking 
b% = 4.25 X 10"4 cm"1 obtained by Dagg et al.69 from 
EPR. Bernstein and Dobbs show that such a value 
shifts the |±5/2) (this was misprinted as |±V2» or |±7/2) 
energy levels by about 0.5 MHz which is about the 
standard deviation of the transition frequencies. It 
follows that quite accurate values of b\, b\, and b\ can 
be calculated from eq 7 which ignore b% and the authors 
used this procedure for the remainder of the analyses. 
Expressions for eigenvalues, transition energies, and 
probabilities similar to those given in section IIIA can 
be derived. Values of the three parameters for 
160Gd/La(C2H5SO4)3.9H2O at 77 K and 4 K (with b\ 
fixed at 4.25 X 10~4 cm-1) are in reasonable agreement 
with the determination using EPR by Dagg et al. al­
though a slight discrepancy exists at 77 K in b\ and b\ 
values. Unlike Bernstein and Dobbs who use Sa, Dagg 
et al. do not indicate the origin of error limits and one 
cannot always presume that the Sa definition is used. 
A splitting of 26.1 MHz in the lowest ZFR frequency, 
obtained by extrapolation from above 10 G by Gerkin 
and Thorsell,71 was not confirmed. 

Bernstein and Dobbs70 then measured and analyzed 
the zero-field spectra of Gd3+ in deuterated lanthanum 
ethyl sulfate and the hydrated and deuterated salts of 
samarium and erbium. In the lanthanum case the same 
temperature dependence of b\n (although only b\ had 
a change significant within the error limits) from 
measurements at 4 and 77 K was found for the hydrate 
and deuterate. (In Table III of ref 70 the first b\ should 
read 62). From the lanthanide ion variation experiment 
the same variation of b\ with 4f electron radius was 
found for the hydrates and deuterates. In all the 
measurements b\ was 4% larger for the deuterate than 
the hydrate, findings which were interpreted in terms 
of a change in position of the hydrogen bonded deu-
teron because of the mass effect on the vibrational 
potential. 

This study continued with ZFR measurements on 
isotopically enriched (>99%) 155Gd and 157Gd samples 
(7 = 3 /2). Extra splittings seen in these samples were 
interpreted in terms of isotropic hyperfine interaction 
A and nuclear quadrupole interaction P which give 
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additional terms in the spin Hamiltonian AS2I1 + 
A(S+I. + SJ+)/2 + P[F2 -1(1 + l)/3]. These param­
eters were obtained by a least-squares fit to the ob­
served splittings using numerical diagonalization of the 
complete 32 X 32 matrix which arises from S = 7/2, / 
= 3/2 states. For the purpose of obtaining estimates of 
A and P with which to initiate the fitting procedure, 
first-order expressions for the energy levels and tran­
sition frequencies were obtained. For states with M8 
> x/2 the high field states IM8M1) are valid to this level 
of approximation and the two strongly allowed reso­
nances between these levels are both split evenly into 
four lines separated by A (as in high field EPR). The 
M3 = ±1/2 states are mixed by the off-diagonal hy-
perfine term and split into three doubly degenerate and 
two single energy levels. Transitions to the M8 = ±3/2 
levels are then shifted by 7A/2, A-P-R, A-P+R, 
+3A/2, -2A+P-R, -2A+P+R, and -QA/2 relative to the 
zero-order transition energy, where R = [4QA2/4 - AP 
+ P2]1/2. Characteristic asymmetric patterns for tran­
sitions involving the M8 = ±a/2 states, and EPR-like 
splittings for higher M8 states, always occur for A « 
b\ and these effects have been described for S = 5 /2 ,1 
= 5/2 in section IHC and S = 3/2, J = 3/2 in section IDD 
for the case of hyperfine interaction alone. In this case 
with S = 7/2, / = 3/2 the transitions from M8 = ±x/2 
would be shifted by -11A/2, -flA/2, -5A/2,3A/2, 7A/2, 
9A/2 in the absence of quadrupolar interaction P with 
relative intensities 6:7:8:22:7:6. The first, third, part of 
the fourth, and sixth of these are shifted in the presence 
of an axial quadrupole interaction but the remaining 
lines are unaffected. Because of the asymmetry of the 
pattern the signs of A and P relative to b\ can be de­
termined. The sign of b\ had been determined as 
positive from low temperature EPR intensity mea­
surements by Bleaney et al.9 so the signs of all diagonal 
terms (£>°, A, and P) were now determined. The |±3/2) 
*» |±5/2) and |±5/2> •*• |±7/2> transitions showed in­
completely resolved hyperfine structure but the |±V2) 
*->• |±3/2) showed four clearly resolved peaks, three other 
lines being overlapped near the center. This clearly 
demonstrates the value of ZFR in resolving otherwise 
overlapped hyperfine structure in EPR. A further ad­
vantage is that the quadrupole interaction has a first-
order effect, as do the signs of P and A relative to b\. 
Parameters obtained, for example at 77 K, were A = 
18.26 (<x = 0.37), P = -52.86 (a = 1.26) MHz for 157Gd 
and A = 14.59 (a = 0.37), P = -48.01 (a = 1.26) MHz 
for 155Gd. It was not clear from the text whether the 
Ii3A) ** l±5/2> o r l±5/2) ** WU) u n e s w e r e u s e d in 
the fit. There is no reason why peak positions of ov­
erlapped lines cannot be used in a least-squares fit to 
experiment provided that adequate line shape simula­
tion is used, and this is the procedure we used to ana­
lyze the severely overlapped lines in Mn2+ spectra. 
Bernstein and Dobbs showed that the line shape can 
be qualitatively but not exactly simulated if different 
effective line widths are used for the field-on and 
field-off parts of the modulation cycle, slightly different 
shapes occurring with different orientation of modula­
tion field with respect to the crystal axis. Integration 
over the entire powder sample volume would be nec­
essary to obtain the exact line shape. The authors 
painstakingly indicated the origin of all standard de­
viation measurements, a practice which is essential for 

useful EPR/ZFR comparisons. It is somewhat sur­
prising that some evidence for hyperfine structure was 
not observed with natural Gd (abundance of magnetic 
isotopes 15% each). 

The ratio of hyperfine constants for the two isotopes 
was in reasonable agreement with other measurements. 
Such determinations are useful in determining the hy­
perfine anomaly A, defined by 155A/157A = [gn

(155)/ 
£n

<157)](l + A), but a large experimental error in the gn 
ratio results in A values of low accuracy. An improved 
value of the gn ratio would be necessary to improve the 
accuracy of A, which can distinguish core-polarization 
or relativistic effects giving rise to hyperfine interaction 
for half-filled shells. The ratio of quadrupole constants 
for the two isotopes was in agreement with ENDOR and 
EPR data for Gd3+ in bismuth magnesium double ni­
trate (BMDN) and in YPO4 and with atomic beam 
measurements of the ratio of nuclear quadrupole mo­
ments; the authors showed that the absolute values for 
P were in reasonable agreement with current theories. 

Bernstein and Dobbs also illustrated the M8 = ±3/2 
** M8 = ±5/2 ZFR transitions for 157Gd3+ in Bi2Mg3-
(N03)12-24H20 (BMDN) where the narrow line width 
(10 MHz) affords clear resolution of the four hyperfine 
lines. The line width in LES (~ 25 MHz) was ascribed 
to a combination of dipolar coupling with neighboring 
protons (BMDN only has 6 compared with 18 in LES) 
and statistical variations in the crystal field due to 
lattice strains. However, it appears that there was no 
measurable local inhomogeneity in b\ since this would 
result in a 1:2:3 line width effect on the three main 
transitions. 

Bernstein and Dobbs' contribution is the most de­
tailed analysis of a metal ion by ZFR in the literature 
and demonstrates the power of the technique in the 
agreement between ZFR observed frequencies and those 
calculated from precise EPR analysis and also in the 
determination of hyperfine and quadrupole constants 
for the first time by ZFR in a lanthanide ion. 

A discussion of the ZFR of Gd3+/LES would not be 
complete without some mention of the low-field, vari­
able frequency EPR measurements on Gd3+ in this and 
other salts. Bleaney, Scovil, and Trenam used this 
method in an attempt to measure the ZFR transition 
frequencies by extrapolation as described above,9 but 
their discrepancy with high-field EPR results was 
probably due to experimental error and the effects 
discussed in this section are not related. Two groups 
have made a claim for a zero-field splitting of the M8 
= +V2 and -x /2 states or nonlinearity in the energy 
levels for magnetic field along the crystal symmetry 
axis, or both effects. 

It should first be made clear that for a spin Hamil­
tonian of the form (eq 6), with the addition of a Zeeman 
term ^ 5B 2S 2 for a magnetic field B2 directed along the 
crystal axis z, the energy levels of the M8 = ±x/2 and 
±3/2 states are exactly linear in B2 and all the ±MS 
states for given M8 are degenerate at zero field. For 
most fields the M8 = ±5/2 and ±7/2 states are almost 
exactly linear but the small B% term causes mixing of 
±5 /2 with T 7 / 2 states; the effect of this is only of im­
portance where the interacting levels would otherwise 
have crossed, which occurs when B2 is equal to one-sixth 
of the zero-field separation of the ±7/2 and ±5/2 levels 
expressed in magnetic field units. (See the discussion 
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of Gd3+ in section IVC.) Any splitting of the |±72> 
levels at zero field, or nonlinearity of these or other 
levels with a low magnetic field in the z direction im­
plies a breakdown of the spin Hamiltonian. 

Gerkin and Thorsell made variable frequency EPR 
measurements on Gd3+ doped in LES, SmES, and also 
BMDN with fields between 10 and 40 G.71 With the 
crystal mounted with the z axis parallel to the field the 
transition energies should extrapolate linearly back to 
the ZFR transition energies. It was found that the 
I+3A) ** I+1A) and |-3/2) ** HV2) transitions extrap­
olated back to different zero-field splittings for all three 
salts. The authors assumed that at very low fields the 
levels became nonlinear so as to coincide at zero field 
in accordance with Kramers' theorem. Also observed 
were AMS = 2 transitions between Ii3A) and I=F1Z2) 
states but the extrapolation of these at 0 - 0° was not 
shown; this would be important in determining relative 
splittings of the |±3/2), |±XA) states at zero field. It 
is wrongly stated that at low magnetic fields the high-
field states |±MS) are no longer accurate, linear com­
binations resulting in allowed AM3 = 2 transitions. For 
B/ jz, as discussed above, the Ii1A) and |±3/2) states 
are exact descriptions (AMs = 2 transitions should be 
strictly forbidden), and |±5/2) and |±7/2) states are 
almost exact descriptions. In view of the later paper 
by Gerkin, Rogers, and Tourek72 in which angular 
misorientations of the crystal in the earlier paper are 
said to have occurred, this work does not provide an 
accurate description of the low-field energy levels of 
Gd3+ in these salts. 

Subsequently Shing and Buckmaster again found a 
zero-field splitting of the Ii1Z2) states at zero field by 
linear extrapolation of measurements between 15 and 
60 G on Gd3+ in LES.73 In these more accurate mea­
surements, in which the alignment of field with crystal 
axis is stated to be within 0.5°, the AM8 = 2 transitions 
were also detected between |±3/2) and I=F1Z2) states and 
extrapolation of these indicated the same discrepancy 
as the allowed transitions. Examination of transitions 
between states with higher \MS\ (^

3Z2) values indicated 
that there were no differences between \M8) ** |MS+1) 
and \-Ms) ** |-Mg-1) transition frequencies within the 
measurement error. It should be noted that equal 
splittings of ±MS and i (M s +l) states at zero field 
would produce such a result; AM3 - 2 transitions would 
be necessary to detect such splittings (see Figure 5 of 
ref 71). The authors assumed that the linear field de­
pendence of levels found above 15 G extended back to 
zero field and concluded that the |±x/2) levels are split 
at zero field, with the |±3/2), |±5A), |±7A) levels 
probably not split. A temperature dependence of this 
anomalous splitting (16 MHz at 290 K, 10 MHz at 77 
K for 0.5 mol % Gd3+) and also a dependence on con­
centration of Gd were found. They noted that such a 
splitting can be phenomenologically described by an 
extra term in the spin Hamiltonian of the form A1S1 
+ AySy, which, if time reversal symmetry is strictly 
obeyed, is only possible if it originates from a mecha­
nism magnetic in nature (although vide infra), such as 
spin-spin interaction. Such a term also gives intensity 
to the AM3 = 2 EPR transitions between Ii1Z2) and 
I=F3Z2) states. Referring to the direct ZFR measure­
ments of Bernstein and Dobbs (presumably from Figure 
1 of ref 70) Shing and Buckmaster noted that the width 

of the |±V2) — |±3Za) transition for 160Gd was signif­
icantly greater than that of the |±3Z2) — |±5Z2) or |i5Z2) 
** |i7Z2) and took this as independent confirmation of 
the splitting of the ± 7 2 states. However, it should be 
noted that in the ZFR of magnetic isotopes of Gd 
(Figure 3 of ref 70) the individual transition widths in 
the Ii1Z2) ** l±3Z2) transitions are of comparable 
widths to those of the higher M3 transitions. The ZFR 
lines for 160Gd are much broader than those for 157Gd. 
This is probably due to the modulation field being 
much larger in the 160Gd case: any deviation from 
square wave modulation would broaden the absorption 
line. Thus it is doubtful whether the extra broadening 
of the low frequency ZFR transition at high modulation 
levels can be taken as direct evidence for splitting of 
Ii1Z2) states. 

In a series of papers by Smith, Buckmaster, and 
Chatterjee74-76 various mechanisms for the apparent 
zero-field splitting of Ii1Z2) levels and concomitant 
anomalous g values of EPR transitions at low field are 
investigated. The use of magnetic field modulation to 
detect EPR signals at low field can lead to line shape 
distortion and incorrect resonant field positions. This 
effect would lead to an apparent Ii1Z2) ** Ii3Z2)

 z e r ° -
field splitting but an order of magnitude smaller than 
observed. Higher order terms in the Zeeman effect are 
not sufficient to explain the weak field g values. For 
C3h symmetry, crystal field terms O™ can occur in 
principle for n = 2,3,4,5,6. In the spin Hamiltonian for 
Gd3+ in C3h symmetry, equivalent operator terms O™ 
have zero coefficients for the odd n values if the spin 
state arises from one electronic configuration only. 
However, if the ground state contains admixtures of 
different 4f and 5p configurations then nonzero matrix 
elements for n = 3 and 5 may occur which satisfy time 
reversal invariance. Calculations showed that such 
terms involving O3,, 0\, which split only the |±3/2> lev­
els, affect the low field g values and predict splitting 
of the Ii1Z2) ** Ii3Z2) transitions opposite to that which 
is observed. An equal splitting of the |±3/2> ** |±5/2) 
transition is also predicted but not observed. None of 
these effects satisfactorily explains the observations. 

Gerkin and Rogers extended the low-field EPR 
measurements on Gd3+ZLES, using isotopically en­
riched (95.2%) 160Gd, by making measurements down 
to 2 G.77 They found nonlinearity with field for all EPR 
transitions especially below 10 G. For EPR transitions 
between the |MS| = 1Z2 and 3Z2 states they found the 
AM8 = 1 transitions almost coinciding at 2 G (although 
extrapolation down to zero field would cause the tran­
sition energies to cross and differ again) whereas the 
AMg = 2 transitions diverged markedly near zero field. 
The authors concluded that the AMS = 1 transitions 
were identical at zero field, but did not have a satis­
factory explanation for the AMS = 2 transitions. Ref­
erence to their earlier work71 shows that such a situation 
would arise if the Ii1Z2) levels and |±3/2) levels were 
equally split. 

Low-field measurements such as these require the 
utmost care, particularly with regard to fieldZcrystal 
orientation and field homogeneity. Fine orientation of 
the magnetic field with respect to the crystal axis was 
attempted in this work77 by having two orthogonal fields 
whose ratio could be adjusted thereby controlling the 
direction of the field. Alignment of field with crystal 
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axis was obtained from EPR magnetic field strength 
extrema. However, the authors indicate that some in­
consistencies were found in aligning the field with the 
crystal axis, the direction having to be varied according 
to the EPR transition and field strength. Such effects 
indicate that again exact alignment of B with z may not 
have been achieved. Any component of Bx or By would 
cause a shift in energy levels of the type found by the 
various authors since the form of the extra term is 
analogous to the phenomenological term of Shing and 
Buckmaster.73 

While much evidence has been presented for anom­
alous behavior of the energy levels for Gd3+ in LES near 
zero field, it has not been conclusively demonstrated 
that these effects are not caused by extraneous factors. 
In addition, none of the investigators of the low-field 
energy levels of Gd3+ in this salt has considered the 
effect of unresolved hyperfine splittings from the 
magnetic isotopes present. Gerkin and Rogers77 used 
isotopically enriched 160Gd for their measurements but 
this still contained 5% magnetic isotopes. The other 
low field measurements by Gerkin and Thorsell71 and 
Shing and Buckmaster73 used natural Gd which has 
30% magnetic isotopes. The \±l/2) ** |±3/2) ZFR 
transition for magnetic isotopes is an asymmetric pat­
tern as shown by Bernstein and Dobbs;70 this is also true 
at fields of sufficiently low magnitude for the electron 
spin states to be still significantly mixed by the hy­
perfine interaction. The EPR transitions showing the 
greatest signs of anomalous behavior at low fields were 
those involving these levels. Thus it is possible that 
hyperfine effects in the spectra for magnetic isotopes 
influences the measured resonance centers of low field 
EPR transitions in a nonlinear fashion. Such influences 
must be considered before conclusions about anomalous 
behavior are drawn. A decisive experiment would 
probably involve direct ZFR of Gd3+ in a salt where 
much narrower lines occur (such as in BMDN). The 
use of ZFR, with ambient fields exactly cancelled, to 
detect small splittings is much more desirable than 
attempting precise orientation of very small magnetic 
fields. 

B. ZFR of Qd3+ in Lanthanide Sulfates, 
Ln2(S04)3-8H20 

In addition to their ZFR work on Fe3+, Bogle and 
Symmons26 also examined Gd3+ doped into Ln2-
(S04)3-8H20 where Ln is Sm, Y, or Nd. Their main 
interest was in the form of the spin Hamiltonian and 
the zero-field energy level scheme, particularly with 
respect to the possibility of the dilute salts being used 
in a zero-field maser. Earlier EPR measurements for 
Gd/Sm2(S04)3'8H20 had been analyzed in terms of the 
phenomenological spin Hamiltonian:78 

fts = gnBB-S + b°20°2/3 + b\0\/2, + b0
4O°4/60 (9) 

At room temperature b°2 = 1.898 GHz, b\ = 1.139 GHz, 
b° = -0.039 GHz for this dilute salt. Comparison was 
then made between observed zero-field resonances and 
predicted frequencies from the above spin Hamiltonian, 
and at 290 K satisfactory agreement (within 50 MHz) 
for the three main ZFR transitions (10208 ± 10, 7320 
± 30, 7790 ± 30 MHz) was found with the zero-field 
frequencies predicted on the basis of EPR measure­
ments (accuracy ~100 MHz). It was also shown that, 

because of the large off-diagonal term involving b\, 
second-order perturbation analysis was inadequate and 
that empirical fourth-order terms improved the accu­
racy. Exact diagonalization was used in comparing EPR 
with ZFR results. 'AM3 = 2, 3' ZFR transitions were 
also noted; these are given considerable intensity by the 
b\ term. 

The ZFR spectra were also measured as a function 
of temperature in the three salts. For the Sm salt, the 
energy level scheme was deduced by consideration of 
the three main ZFR transitions combined with the three 
weaker transitions which occur at all possible sum fre­
quencies of the main transitions. Using perturbation 
expressions, Bogle and Symmons deduced that b\ in­
creased by about 10% on cooling from room tempera­
ture to 80 K, and b\ decreased by about 50%. Similar 
behavior was found in the other two salts. For Gd3+ in 
the Sm salt, splittings of the '|±3/2> ** |±5/2>', '|±5/2> 
** |±7/2>' and ' |±y2) ** Ii5A)' transitions were noted 
at 4.2 K. This effect was attributed to the magnetic Sm 
ions of the host which are more slowly relaxing at the 
lower temperatures and thus give rise to local fields 
rather than a rapidly fluctuating, average field. 

The EPR of Gd3+ in these types of salts has been 
reanalyzed more recently.79"81 Additional terms in the 
spin Hamiltonian involving O2, 0\, 0% 0\, 0\, 0\ were 
then added to (9). These are some of the extra terms 
required for the monoclinic symmetry82 of the host 
lattice. The resulting coefficients of these terms were 
small, but of similar magnitude to b\. Malhotra and 
Bist81 compared their ZFR frequencies calculated by 
exact diagonalization of the spin Hamiltonian with the 
ZFR frequencies observed by Bogle and Symmons26 for 
the Sm and Nd salts (interpolated for T = 273 K). 
Quite large discrepancies of up to 150 MHz were found. 
They believed the better agreement between the cal­
culated and observed frequencies of Bogle and Sym­
mons at 290 K to be fortuitous, since the latter included 
only terms b\, b\, and b\ in the spin Hamiltonian used 
to analyze the EPR. However, the other reasons given 
in support of their claim for fortuitous agreement can­
not be substantiated. These were that the use of 
polycrystalline samples and the presence of forbidden 
transitions broaden the zero-field resonances and that 
square wave-modulation (0-80 G) gives rise to a line 
shape which is not the true zero-field line shape80 and 
shifts the resonance positions.81 Square-wave magnetic 
field modulation does not shift or broaden zero-field 
resonances in a frequency swept spectrometer, it simply 
adds negative "modulation wings" to either side of the 
transitions. The use of polycrystalline samples and the 
presence of extra weakly allowed EPR transitions at low 
field certainly broadens these modulation wings; but if 
adequate modulation field strength is used and the 
modulation waveform is reasonably square, this has no 
effect on the central part of the ZFR line shape (see 
section HB and Figure 3). 

Misra and Mikolajczak83 claimed a more accurate 
EPR analysis for Ln = Pr, Sm, Eu, Y, Nd, Yb involving 
several directions in the zx plane and complete least-
squares analysis (Malhotra and Bist analyzed only the 
z and x directions) at "room temperature" and analyses 
were also given for the first four of these lanthanide 
hosts at 77 K and 4.2 K. Predictions of zero-field 
splittings which could be compared with Bogle and 
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Symmons' direct measurements were not given nu­
merically. However, they did give zero-field energy level 
schemes (wrongly labelled as zero-field splittings); from 
these it appears that there are again differences with 
Bogle and Symmons' measurements. Misra and Mio-
lajczak also noted a splitting of the three highest field 
EPR lines near the z direction for temperatures below 
15 K and agree with the proposed explanation of Bogle 
and Symmons.26 

This case needs reexamining to see if differences 
between EPR-derived ZF splittings and direct mea­
surements really exist. Observations have to be made 
at the same, controlled temperature. A possible source 
of error in the spin Hamiltonian is the presence of 
magnetic ions in the host salts. 

C. ZFR of Gd3+ In Zircon Structure Compounds 

A series of publications by Urban and co-workers was 
concerned with the spin Hamiltonian parameters for 
Gd3+ as a dilute impurity in zircon structured com­
pounds of the type ABO4 [A = Y, Lu, Sc; B = P, V, As; 
Gd: A « 1150O].37-84-89 A combination of zero-field 
resonance, and variable frequency EPR at a number of 
fixed magnetic fields, was used and an elegant method 
developed for determining all five zero-field parame­
ters.85 This work sought principally to elucidate the 
mechanisms of interaction of S-state ions with the 
crystal field. To this end, temperature and pressure 
variations of the crystal field were also studied. A 
variable frequency EPR spectrometer was used for both 
zero-field and high-field resonance detection, the two 
techniques differing only with respect to magnetic field 
modulation, square-wave to detect the zero-field reso­
nances and sine-wave when a constant field was applied. 

Most of the important results are summarized in the 
last two papers of the series.37,89 The structure of these 
compounds has been well-characterized,90 the most im­
portant feature for analysis of the spectra being the D2^ 
point symmetry of the trivalent ion. The appropriate 
spin Hamiltonian to describe the ground state zero-field 
splitting of Gd3+ therefore reflects the fourfold inversion 
axis and takes the form 

W3 = b°20°2/3 + 6°O°/60 + b°60°6/1260 +*b4O4/60 + 
6|O|/1260 (10) 

General expressions were given85 for the energy levels 
in the presence of a magnetic field along the symmetry 
axis (which required an extra term gn^Sz in (10)). [A0 
and A should be interchanged in Figures 2 and 3 of ref 
85.] The best presentation of the formulas which were 
used to obtain all the operator equivalent coefficients 
directly was given in the third paper in the series.86 We 
present these later, but first give a description of their 
origin. In terms of spin states \MS) where M8 = 7/2,5/2, 
..., -7 /2 the only off-diagonal elements in the matrix of 
(10) involve the fourfold operators 0\ and O4, and they 
connect spin states which differ in M$ by 4. The matrix 
then factorizes into four 2X2 matrices from which the 
energy levels are readily obtained. In the case of an 
applied magnetic field along the symmetry (z) axis the 
same type of factorization occurs because the gusBSz 
term only affects diagonal terms. An energy level dia­
gram for magnetic field in the z direction is shown in 
Figure 11 together with relevant transitions which are 
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|+7/2> 

Figure 11. Schematic energy level diagram for an S = 7/2 ion 
in tetragonal symmetry, with the magnetic field directed along 
the symmetry axis. The dominant parameter in the spin Ham­
iltonian is bf, repulsion between levels differing in (high-field) 
spin Af8 by 4 are caused by terms b\ and b& Zero-field transitions, 
used to determine the 6„, and some of the transitions used to 
determine the b„ by variable frequency EPR are shown. Weak 
transitions are indicated by dashed lines. Further level repulsion 
would occur, for example, at the crossings indicated by arrows 
if an orthorhombic distortion occurred around the ion (extra 
parameters b2

n). 

discussed in this section. Energy level solutions in the 
case of zero applied field are as follows: 

«!,2 = b°2 + 862 - 26g + 
{[66P, - b<l +3b°6]

2 + 35[6|/5 + b\/l]2)ll2 

«3,4 = -b°2 - 8b°4 + 2b% + 
{[2b0, - bb\- lb%]2 + [ 3 1 ^ - Z-^bif]1'2 

«5,6 = ~b°2 ~ 864° + 2b6° -
\[2b\ - hb\- lb%]2 + [&l2b\ - 3"1/26|]2)1/2 

67,8 = b°2 + 8b1 - 26g " 
{[6b°2 - b\ +3b°6]

2 + S5[bi/5 + bi/l]2}V2 

The corresponding wave functions consist mainly of 
l±72>, l±6/2>, l±3/a>. and |±V2>, respectively if the 
off-diagonal elements are much smaller than those on 
the diagonals. Strongly allowed ZFR transitions occur 
a t vi ~ l«5,6-«7̂ l. "2 = l«3,4-«5,6l. and v5 = |€i>2-€3i4| and if the 
dominant term is (as is usual) b2 (= D in the notation 
often used for d5 systems) these resonances occur re­
spectively near 2fe2, 462» and 66° (exactly if other terms 
are zero). In analyzing the resonance results the fol­
lowing combinations of ZFR frequencies are useful: 
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v3 - V1 = 4(6° + %b\ - 2b°6) 

"l + V2 + V3 = 

2{[6b°2 -b° + 3b%]2 + 35[6i/5 + fe|/7]2}1/2 (H) 

v2 = 2{[2b°2 - 56° - 76g]2 + [31Z2^ - 3-!/26I]2JVS 

Three zero-field resonances are not sufficient to de­
termine all five parameters uniquely. Urban developed 
a method for directly determining the off-diagonal el­
ements which is made possible only by variable fre­
quency, high-field EPR. This method was previously 
used by Kornienko and Prokhorov5 to evaluate the 
off-diagonal term in the spin Hamiltonian of Fe3+ in 
a-Al2O3; they used variable-field EPR at a number of 
fixed frequencies at X-band which by chance corre­
sponded to the correct energy gaps for determining the 
off-diagonal term. This was discussed in section IIIB. 

In this case when a magnetic field is directed along 
the fourfold symmetry axis, energy levels in the high-
field designations |±7/2>, 1^5A) aie mixed with I=F1Z2), 
I=F3Z2) respectively, via the fourfold parameters of (10). 
The off-diagonal element causes a mutual repulsion of 
energy levels with, for example, the mostly |7/2) level 
at high field being repelled from the mostly [-1Z2) level 
and becoming mostly 1-1Z2) at low field (see Figure 11). 
(The spin levels which repel one another are those 
which would otherwise have crossed and this depends 
on the sign of 6°; in this case b\ was negative and re­
pulsion occurs for I7Z2), \-

l/2) levels, not for |-7Z2)> I1A))-
The maximum effect of an off-diagonal element occurs 
at the field where the levels would otherwise have 
crossed if the off-diagonal element were zero. If we 
consider one of the 2X2 matrices where X and Z are 

m 
field dependent, Y is field independent, and solve the 
secular determinant for the energies we obtain 

e = [(Z + X) ± \(Z - X)2 + AY2]1'2]/2 

The gap between the repelling levels at constant field 
is 

Ae = [(Z - X)2 + 4Y2}1/2 

and the minimum gap is obtained from the condition 

dAe/dB = 
2(Z - X)[(Z - X)2 + 4Y2r1/2(dZ/dB - dX/dB) = 0 

Since Z and X have different field dependences this 
occurs when Z = X and the minimum gap AenU11

 = |2Y|. 
Thus the absolute value of the off-diagonal element is 
determined by a measurement of this minimum gap. 
Experimentally this can be done by using an appro­
priate EPR transition and measuring its resonant fre­
quency at a series of fixed magnetic fields near to the 
cross-over condition Z = X. For example, the off-di­
agonal element connecting \7/2) and |-1/2> was deter­
mined from the minimum frequency difference between 
the branches of the |—3/2> to I-V2) EPR transition when 
the spin function with predominantly I-V2) character 
changes from one level to another. 

The relevant off-diagonal elements in this case are85 

as follows: 

Bramley and Strach 

A0/2 = 351Z2IbIZS + b\/l\ 

connects <±%! with I=F1Z2) 

A x / 2 = |3V2fo4 _ 3-1/2^4, 

connects {±%\ with I=F3Z2) 

and are determined directly as half of the residual gaps 
between appropriate interacting levels. 

From eq 11 and 12 it can be seen that all five pa­
rameters can be obtained from measurements of the 
three zero-field resonances and two residual gaps: 

b\ = (SB)1^[A0 + A1(15Z7)1Z2]Z44 

bt = (31S)1Z2CA0 + A1(7Z15)V2]Z44 

b§ = -[3[(V1 + v2+ V3)
2 - A2,]1Z2Z2 + [v\ - Af]V2Z2 + 

("8 - "i)/4j/21 

b°t = "{[("! + v2 + V3)
2 - ^ 2 / 2 + b[v\ - Af]1Z2Z2 + 

i(v3 - ^J/154 

b°e = -13[(V1 + v2 + v3)
2 - A§]V2Z2 - l[v\ - A2]V2Z2 -

(̂ 3 - ?i)}/66 (13) 

In these equations the signs were chosen to agree with 
those from EPR determinations. In principle the sign 
of b2 (and therefore of 6°, 6g) can be determined from 
observation of low temperature ZFR intensities. The 
only signs not determined by this method are those of 
the fourfold parameters, and there is in addition to the 
sign ambiguity another set of parameters which fits the 
equations. This is discussed in an analogous situation 
for Gd3+ in CdS (section IVD). 

We feel that this technique of measuring minimum 
gaps between repelling levels to determine off-diagonal 
elements directly is a very useful additional "trick" for 
EPR spectroscopists. It generally requires a variable 
frequency EPR setup. In the case just discussed all the 
parameters of the spin Hamiltonian can be accurately 
determined using ZFR and variable frequency EPR. 
The only disadvantages in the high-field technique are: 
(a) in common with conventional single crystal EPR 
experiments, measurements are subject to any errors 
in the crystal orientation and (b) ambiguities occur 
when more than one parameter occurs in the off-diag­
onal element. Errors in magnetic field strength mea­
surements do not contribute to parameter errors since 
the important measurement is frequency; the field at 
which the minimum energy gap occurs does not have 
to be measured. Direct measurement of transitions 
between the two repelling levels has not yet been at­
tempted. Whereas the AMS = ±1 transition (rf field 
perpendicular to static field) between a nonrepelled 
level and one of the repelled levels becomes less allowed 
as the field for maximum repulsion is approached (and 
subsequently becomes very weak or "forbidden"), a AM5 
= 0 transition (rf field parallel to the static field) be­
tween the two repelling levels is allowed and has 
greatest intensity at the field at which the minimum 
energy gap (and minimum transition frequency) is at­
tained. This would appear to be the optimum method 
for determining off-diagonal elements. While some of 
the predicted 2 polarized transitions occur at frequen­
cies so far unexplored by variable frequency EPR (280 
and 400 MHz in the present case), others occur in re-
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gions which have been studied (Gd3+ in CdS, discussed 
in the next section, would have three such transitions, 
two at 171 and 151 MHz; for Fe3+ in Ct-Al2O3 (see section 
IIIB) the transition would occur at about 2.08 GHz). 

We also propose a general theorem concerning the 
number of zero-field splittings and repelling energy 
levels for B//z. The number of level repulsions is the 
same as the number of parameters 6™ for a given m 
which cause the repulsions. The number of zero-field 
splittings is the same as the number of parameters 6°. 
This holds for half integral S, even n and m > 0 and 
shows that in principle all parameters in such cases are 
determinable from measurements of the zero-field 
splittings and all minimum energy gaps between re­
pelling energy levels (apart from ambiguities of the type 
discussed above). 

The spin Hamiltonian parameters obtained for Gd3+ 

in YVO4 were in good agreement with the EPR analysis 
of Rosenthal,91 although the latter measurements were 
more precise. However, Urban pointed out that the 
lower precision arose entirely from the frequency 
measurement (wavemeter) errors. Improvements to the 
apparatus by the addition of a frequency counter re­
duced the parameter errors by almost an order of 
magnitude.86 To give an idea of the relative magnitudes 
of parameters and errors obtained from the more ac­
curate frequency measurement, we quote the results for 
Gd3+ in ScVO4 at 300 K; units are MHz (IO"4 cm"1). b°2 
= -1121.3 ± 0.5 (-374.0 ± 0.2), b\ = -7.6 ± 0.2 (-2.54 
± 0.05), 62 = 2.5 ± 0.3 (0.83 ± 0.1), b\ = 149 ± 1 (49.3 
± 0.3)8 b\ = -0.9 ± 0.4 (-0.30 ± 0.15). [A factor of 
3.0000 rather than 2.9979 X 1010 cm s"1 seems to have 
been used for the velocity of light86 and we have ad­
justed the results accordingly.] 

The final set of results gave the parameters as func­
tions of temperature and pressure for Gd3+ in nine 
zircon type matrices. It was found that A0 and A1 were 
not significantly affected by temperature changes. 
From (13) it is easy to derive expressions for the tem­
perature coefficients of the axial parameters in terms 
of the temperature coefficients of the three ZF reso­
nances and analogous expressions for pressure variation. 
X-ray measurements were also made of the unit cell 
dimensions as a function of temperature. 

By far the most significant temperature and pressure 
dependence is observed for 62 and the final discus­
sion37'89 is concerned with the observed correlation of 
6° with the unit cell edge ratio c/a. The high precision 
of both the 62 and c/a measurements establishes a 
definite monotonic, but nonlinear, relation between 
them. However, it has so far proved impossible to 
provide the vital microscopic correlation of 62 with the 
guest ion's surrounding distorted oxygen tetrahedra 
(four nearest neighbors and four next nearest neigh­
bors). An empirical but very useful method for inter­
preting the spin Hamiltonian parameters of S state ions 
is the superposition theory. In this theory, discussed 
in more detail in section IVD, any parameter b™ is de­
scribed asa sum of contributions from each ligand (an 
intrinsic 6„ value determined from experiment being 
defined for each ion ligand combination dependent on 
their separation) weighted by the appropriate spherical 
harmonic Y%(8,<j>), 9 and <j> being coordination angles. 
Thus in principle it should be possible to calculate any 
b„ given the intrinsic parameters and ligand positions. 

In the case of the zircon structure compounds, the 
trivalent atom is surrounded by two distorted tetrahe­
dra of oxygen atoms. Because of the nature of the 
spherical harmonic term Y2

1, an exact tetrahedron gives 
no contribution to 62. It is observed that 62 -*• 0 as c/a 
-*• 0.92 and the rationale for this is that the two dis­
torted tetrahedra for c/a = 0.92 would give equal but 
opposite contributions to 62. 

D. ZFR of Gd3+ In CdS 

Urban, Siegel, and Hillmer's study of Gd3+ in CdS92 

made use of their variable frequency facilities to analyze 
more fully the EPR spectra of this system. With a 
frequency variation capability extending from 1 to 18 
GHz, they were able to map large parts of the Zeeman 
diagram, particularly near the noncrossing regions, and 
to observe one resonance at zero field. They were able 
to identify one of the substitutional sites of Gd3+ in this 
host. Three different Gd3+ species in CdS, all showing 
axial symmetry, had previously been found, two of 
which were doped by diffusion and the third by adding 
Gd3+ to the melt. It was the aim of this paper to de­
termine and interpret the site symmetry of the third 
species. The combined techniques of ZFR and variable 
frequency EPR were similar to those described in the 
previous section. When variable frequency EPR was 
used, mutual repulsions were found between the J-1Z2) 
and |-7/2> levels and between the IV2) and I-V2) levels 
and the residual gaps were determined as before. This 
confirmed a C3 axis and the appropriate spin Hamil­
tonian is 

&s = &2O2/3 + 6JO2/60 + bgOg/1260 + 6101/3 + 
610|/36 + 6|O|/1260 + gnBBS2 

for magnetic field along the symmetry axis. This uses 
Buckmaster and Shing's coefficients.46 In this case only 
one zero-field transition ^ = 11121*3 MHz was de­
tectable, the other two being above the range of their 
spectrometer. A structure was seen in the wings of this 
transition and claimed to be due to hyperfine interac­
tion or local distortion. In the light of the later ZFR 
analysis of Gd3+ in lanthanum ethyl sulfate by Bern­
stein and Dobbs70 (discussed in Section IVA) using 
almost pure 155 and 157 isotopes (I = 3/2), the structure 
seen by Urban et al. could well be due to hyperfine and 
quadrupole interactions of the same order of magnitude 
as obtained by Bernstein and Dobbs. The structure 
appears as small unresolved satellites; this would occur 
for the overlapping hyperfine structure for the two 
magnetic isotopes (natural abundance 15% each). The 
separation of the satellites is qualitatively what would 
be expected for hyperfine interactions of similar mag­
nitude to those observed in lanthanum ethyl sulfate. 

The two threefold operators cause repulsions between 
|-7/2) and 1-1Z2) levels and between |-5/2> and 1+V2) 
levels for positive 62; for negative 62 the signs of the spin 
functions are reversed. The sixfold operator causes 
repulsion between the |-7/2> and |+5/2) levels. The 
authors were able to measure the residual gaps caused 
by the threefold operators and which were labelled Af 
Q-1A), P/2) and A2

3' (IV2), |-
5/2)); measurement of the 

third gap A(6) involves EPR transitions of a frequency 
too great for their spectrometer. At magnetic fields far 
removed from values where such level repulsions occur 
they found a good linear Zeeman effect of magnetic field 



74 Chemical Reviews, 1983, Vol. 83, No. 1 Bramley and Strach 

on the energy levels and so were able to extrapolate 
back to zero field to estimate the other two zero-field 
transition energies. 

The 8 X 8 secular determinant splits into two 3 x 3 
determinants with two unmixed states (|+3/2> and 
|-3/2)). An approximation was employed to solve for 
the three parameters (bl, bl, bl). Often at a noncrossing 
region the only important off-diagonal element is the 
one causing the particular repulsion; the other off-di­
agonal elements in such cases can be neglected to a good 
degree of approximation. We note that the authors' 
determinant (eq 2) is inappropriate for the type of 
mixing of levels indicated in their Figure 1. This does 
not affect the evaluation of off-diagonal elements, it 
merely makes the determinant appropriate for negative 
b\. The elements in this determinant (l 12\ff\-

5 / 2) -
(-V2)^lV1) should read -51/2(4&S - 76g), not 
-2(3S)1ZZ(^ + b3

6) as given. With the above approxi­
mation all the off-diagonal elements can be determined 
from measurements of the residual gaps and we sum­
marize the evaluation below (the spin states are those 
for positive b2): 

mixing levels 

Af = 2|-2(35)1/2(65 + 61)| |-7/2) |-i/2> 

Af = 2|-5V2(4&2 - 76g)| 1+V2) I-5/,) 

A® = 2126!/71^i 1-V2) |+5/2> 

Approximate values of b\, b\, b\ can be obtained from 
the gaps. It was not stated how the final values of all 
the parameters were calculated [b% was not evaluated). 
The method of choice would be to obtain approximate 
values and then iteratively vary all the parameters until 
the observations were fitted. The sign of b\ was taken 
from EPR. 

It should be pointed out that the equations given for 
h3 h3-°4> °6-

fcs = 71/2Af/44(5)1/2 + A2
3V22(5)X/2 

bl = AP71K35)1/2 - A2
3V22(5)1/2 

resulted in four sets of values for b% bl (two distinct sets 
and two with opposite signs) since only the absolute 
values of the off-diagonals were obtained. A similar 
ambiguity occurs in the equations for b\ and b\ for Gd3+ 

in YVO4 discussed in the previous section. Resolution 
of such ambiguities would be difficult, even using exact 
diagonalizations, because of the very small values of all 
parameters other than b2; off-axis EPR measurements 
would be required.39 

The superposition theory was used to distinguish 
three possible sites for Gd3+. In this method b2 is re­
lated to the relevant coordination angles 0, and dis­
tances R1 of N ligands through 

b°2=E B2(R1)Yl(^) 

where B2[Ri) is an intrinsic parameter for a given ion 
and ligand and has a supposed R dependence B2(R) = 
-A(RJR)1 + B(RJR)10; Y is a spherical harmonic. 

In CdS the Gd3+ ion is surrounded by a tetrahedron 
of four sulfur ligands (at R0) with a fifth S ligand at R 
= 1.63R0 forming a double tetrahedron. Assuming 

substitutional Gd3+ would be displaced_0.2 to 0.3 A 
toward the fifth ligand and with a value b2(R0) = 1300 
X 10-4 cm"1, a b°2 of 500-800 X 10"4 cm"1 might be ex­
pected. Similarly an interstitial site (octahedral coor­
dination of S) plus an expected shift in the c direction 
for Gd3+ results in b°2 between 300 and 800 X 10"4 cm-1. 

For Gd3+ at the substitutional site, but with one of 
the nearest neighbors missing, b\ is calculated to be 
between 1800 and 2000 X 10"4 cm"1 and this is identified 
as the site in this case (actual b2 = 1850 X 1O-4 cm-1). 
This was supported by chemical evidence which showed 
a sulfur deficiency for the melt grown sample. 

As in the case of first-row transition-metal ions, 
combinations of zero-field transition frequencies such 
as vi + V2, v2 + v3, vi + v2 + v3 become allowed when 
there are off-diagonal elements connecting the zero-field 
spin states. It may be possible to use these in favorable 
cases to help in the assignment of nonaxial parameters. 
Accurate measurement of intensity and polarized RF 
absorption would be required for such an analysis. 

Some of the work described in sections IVC and IVD 
is also summarized in a review on S state ions by 
Newman and Urban.39 

E. ZFR of Gd3+ In LINbO3 

In spite of the large differences in formal ion charge, 
Gd3+ can be doped into LiNbO3 at concentrations close 
to the nominal doping level using Czochralski methods. 
Parallel EPR and ZFR studies were carried out by 
Dischler et al. in collaboration with Urban.93 EPR (X-
and Q-band) experiments identified at least seven in­
dependent patterns for the field parallel to the crystal 
c axis. This is probably due in part to magnetic in­
equivalence. The two dominant patterns at this ori­
entation were analyzed and the results used to predict 
the ZFR frequencies. Only the '|±V2> ** |±3/2) ' and 
'|±3/2) **• |±5/2)' transitions (near 7 and 14.5 GHz) were 
within the range of their ZFR equipment, but agree­
ment was good, confirming the EPR assignments. The 
ZFR spectra are particularly simple consisting of a 
doublet at each frequency, the technique distinguishing 
only physically inequivalent sites (in this case two). The 
comment that peculiar lineshapes are produced by the 
square-wave field modulation technique is somewhat 
surprising since such effects had not been observed in 
the previous ZFR experiments of Urban et al. on Gd3+. 
We feel that the distortion of the ZFR lineshapes may 
well be due to weaker ZFR lines overlapping with the 
main transitions, that is some of the other five or more 
inequivalent species detected by EPR with the static 
field along the c axis may in fact be due to physically 
inequivalent sites. For species I, the Gd3+ ion was 
thought to substitute for Li+ or Nb5+ (which have 
threefold symmetry) since the EPR could be analyzed 
in terms of trigonal symmetry (which requires b% b% b%, 
64, b% bl), although bl and bl were not determined. For 
species II, a small but significant b\ was needed to fit 
the results. This was interpreted in terms of Gd3+ in 
a similar substitutional position to that of I but with 
a nearby charge compensator lowering the symmetry. 

This work illustrates the value of ZFR in complex 
systems. Predicting correct ZFR frequencies provides 
valuable confirmation of assignments in such cases of 
site multiplicity. Given the similar values for b\ for the 
two sites (0.1185 (3) and 0.1260 (20) cm-1), superposition 
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theory would not be useful in distinguishing them. 
The ZFR spectra show interesting linewidth effects. 

The authors commented that these give a "qualitative 
measure of the statistical scattering of the zero-field 
splittings". However, the two linewidths for species I 
are similar, contrasting with a factor of 2 between those 
for species II. Measurements at low temperature would 
be needed before the particular zero-field splittings 
responsible for the linewidth variations could be iden­
tified. A more extended analysis of this type was given 
by Symmons and Bogle15 for Fe(acac)3 (see section 
IIIB). 

F. ZFR of Nd3+ in Lanthanum Compounds 

In some situations where there is a local-field con­
tribution to the paramagnetic resonance line width 
(from magnetic nuclei for example), the ZFR line width 
can be appreciably narrower than the high-field EPR 
line width. This is because in such situations, the 
Zeeman effect occurs in second order. This phenome­
non can give one or two orders of magnitude narrower 
lines at zero or low magnetic fields. The ZFR work on 
Nd3+ has made use of this fact. 

ZFR has been observed and analyzed for dilute Nd3+ 

in lanthanum ethyl sulfate nonahydrate9'31 and in lan­
thanum trichloride.31 In both these salts Nd3+ sub­
stitutes for La3+ in a site of C3h point symmetry. The 
Nd3+ (4^) ion has a 4I9/2 ground level. This is split 
according to the symmetry of the crystalline electric 
field into five Kramers doublets, the lowest of which 
consists mainly of \JMj) where J = 9/2, Mj = ±7/2 plus 
a small amount with J = 9/2, Mj = =F5/2. Higher order 
treatment admixes small amounts of states with J = 
1V2,13/2, and 15/2 and Mj = ±7 /2 or T 5 / 2 . At the low 
temperatures necessary to slow spin-lattice relaxation, 
only the ground doublet is populated. This can then 
be described by an effective spin Hamiltonian of the 
form: 

Ks = /*ate|BA + Bi(BxSx + BySy)\ + A11SJ1 + 
AJS+I. + SJ+}/2 + P[P1 -1(1 + 1)/3| 

(effective spin S = 1Z2) 

where P represents the axial nuclear quadrupole in­
teraction. Hyperfine and quadrupole terms are re­
quired for the magnetic isotopes 143Nd and 145Nd which 
have natural abundances of 12% and 8%, respectively. 
Both have / = 7/2. In the absence of a magnetic field 
the spin Hamiltonian matrix formed from the high field 
IMsM1) spin functions for general nuclear spin / breaks 
down into 2 / 2 X 2 matrices plus two single (diagonal 
term) values. The (S+I. + SJ+) term mixes states such 
as IM5M/) with \Mg-l M1+!), Le., states where the total 
spin angular momentum along the z axis, k = M8 + M1, 
is constant. The solution to the secular determinant 
can then be written generally as 

e = -A„/4 + P\k2 + 1/4 - / ( / + l)/3) ± 
HA(A, - 2P)}2 + A2JI(I + 1) + 1/4 - k2W2/2 (14) 

where k takes all possible values of M8 + M1 (in this 
case 4, 3, ... -4) with the proviso that for k = (S + I) 
only, the sign of k is taken in front of the square root 
term. This restriction arises simply because the energy 
levels for the two single values (nonmixed states) are 
consistent with eq 14 for one sign only; eq 14 is really 

a general equation only for the mixed states (all the 2 
X 2 matrices). Care has to be taken with the signs in 
this equation when it is applied generally; Erickson 
writes eq 14 differently and has to observe different sign 
conventions because the absolute signs of k and (A11 -
2P) are lost. The symbol k is the same as MF used 
elsewhere. 

Allowed EPR transitions occur at zero field between 
levels containing spin function components with the 
same M1, and with M3 differing by 0 or 1. AM3 = 0 
transitions (allowed for microwave field parallel to z) 
correspond to Ak = 0 transitions and occur at 

Ae = [Ik(A11 - 2P)}2 + A2JU - fc2)]1/2 (for / = 7/2) 

With a nonzero quadrupole interaction all but one of 
the AM3 = 1 (corresponding to Ak = 1) transitions 
occur in pairs of weak and strong intensity separated 
by 2P(2k + 1) where k is the lower value of \k\. A single 
transition occurs between k = ±4 and k = ±3 levels. 

Bleaney, Scovil, and Trenam9 measured Ak = 0 
zero-field transition frequencies by using the same 
technique they used for Gd3+/La(EtS04)3-9H20, that 
is extrapolation back to zero field of field/frequency 
plots of EPR transitions between the appropriate Zee-
man levels. For the k = 0 •*• k = 0 transition, a non­
linear Zeeman effect occurs near zero field and the ZFR 
frequency was calculated using the exact equation with 
known value otg\\. Some of the Ak = 1 ZFR transitions, 
which are predicted to have a first-order Zeeman effect, 
were obtained in the same way but the direct quadru­
pole information was lost in the overlapping line pairs. 
They found that the 143Nd ZFR transition k = 0 ** k 
= 0, which occurs at 4A1, gave a value for A _i agreeing 
almost exactly with the high-field EPR determination. 
ZFR transitions were then compared with zero-field 
frequencies predicted from Ay and A1 determined from 
high-field EPR at the same temperature (presumably 
20 K). The quadrupole terms for the two isotopes could 
then be introduced to produce a best fit calculated 
spectrum. The fit was not perfect with discrepancies 
up to 11 MHz (estimated measurement errors were <3 
MHz). Since the resonant positions involve P only 
negligibly the authors compared the ratio of corre­
sponding ZF transition frequencies for the two isotopes 
with the ratio of A||(143)/A||(145) and found a signifi­
cant error of seven times the estimated ratio error. 
Calculation of Ap A1, and P from zero-field transitions 
alone also gave inconsistent results since it was found 
that A)|(143)/A|,(145) * A_L(143)/AX(145). 

Erickson followed a fairly similar procedure,31 but 
made measurements at 4 K. He was able to detect the 
small quadrupole splitting of the Ak = 1 transitions and 
noted that the same value of P/A is determined from 
the relative intensities of the two peaks in the pair. 
Values for An, A1, and P were obtained by a least-
squares fitting method. The RMS deviations of mea­
sured and calculated spectra for Nd3+/LES were greater 
than expected (3 times greater than with Nd3+/LaCl3 
discussed below). The isotopic hyperfine ratio for A11 
disagreed with that of Ax and nuclear magnetic mo­
ment ratio94 (A||(143)/A||(145) = 1.617 ± 0.003, Ax-
(143)/AX(145) = 1.6089 ± 0.0003, nN(UZ)/nN(Ub) = 
1.60883 ± 0.00004). The quadrupole isotopic ratio 
agreed in magnitude but differed in sign from ENDOR 
and atomic beam determinations. Unfortunately this 

file:///Mg-l


76 Chemical Reviews, 1983, Vol. 83, No. 1 Bramley and Strach 

Transition 
polarisations: x % y z K y z 

— MF = 0 

% 

TIV\! 

F = 0 

L±J_ 

M 

(a) A x Z A ^ A 1 

- ! - 'Mp = O 

(b) A1=A, = A l (c) A, = A r=A r= A,,0<0 

A,= A,, 

Figure 12. Energy level diagrams and ZFR transitions for an 
S = 1I2,1 = 1Ii system with (a) orthorhombic, (b) axial, and (c) 
isotropic hyperfine interactions. The orientation of the magnetic 
vector of linearly polarized radiation necessary to observe par­
ticular transitions is shown at the top of each diagram. 

indication of sign difference in P for the two isotopes 
mentioned in the text is not seen in Table V of Erick-
son's paper; it can be presumed that P should read -1.76 
MHz for 143Nd by comparison with the work of Bleaney, 
Scovil, and Trenam.9 No satisfactory explanation for 
the hyperfine and quadrupole anomalous results was 
found by either group. Bleaney et al.9 discounted 
mixing in of higher Kramers doublets because it was 
argued that this would have negligible effect, and Er-
ickson31 did not consider such refinement justified be­
cause of incomplete spectral data and coupling correc­
tions. 

In the case of Nd3+/LaCl3 Erickson showed that 
RMS deviations between calculated and experimental 
ZFR spectra were in accord with expectation and 
pointed out that this better agreement may be due to 
the determined zero value of P (within experimental 
error). The isotopic hyperfine ratios also agreed with 
the nuclear moment ratio given by Halford.94 

The k = 0 •*-» k = 0 transition is a good example of 
a ZFR transition subject to second-order Zeeman effects 
only, as shown by the expression for the transition 
frequency for a small field along the z direction: 

Ae = [|G2) + A2JI(I + 1) + 1/4|]V2 

which can be written At0 + G/ (2Ae0) for G « Ae0 
where G = g^nsBz and Ae0 is the ZF frequency \AJI(I 
+ 1) + l/4j|. The splitting only becomes a first order 
effect when G » Ax. For this reason the line width 
of the zero-field transition is much less than for other 
transitions. As Erickson pointed out the ratio of the 
two transition frequencies for k = 0 *» k = 0 for the two 
isotopes provides a simple and accurate determination 
of the nuclear moment ratios. 

V. ZFR of Organic Radicals 

A number of organic radicals have been studied by 
ZFR and hyperfine parameters as good or better than 

those from EPR have been obtained in some cases. In 
this section the simple theory for —CH— type radicals 
(i.e., one electron interacting with one proton) is pres­
ented. Several radicals having such a proton hyperfine 
coupling and additional weaker nuclear couplings can 
be described by this type of spectrum to first order. A 
discussion of results for the simple radicals is then 
followed by a discussion of more complex radicals, and 
the necessary theory is presented where appropriate. 

A. ZFR for S = V2, / = V2 System 

McConnell et al.11 and Cole et al.61 have presented 
the theory for the ZFR of an electron spin interacting 
with one proton through a completely anisotropic hy­
perfine interaction. Representing the hyperfine tensor 
by its principal values Ax, Ay, A2 the relevant spin 
Hamiltonian in the hyperfine principal axis system is 

H5 = AxSJx + AySyIy + A.SJ, 

The spin Hamiltonian interaction matrix for an IM3M1) 
basis set forms two 2X2 matrices which give the fol­
lowing energies and spin states: 

J1 = (-A1 + Ax + AJ/4 

ti = Q1Ar1A) + 1-1ASA))/21/2 

C2 = (A2-Ax + Ay)/4 

2̂ = (IV2-V2) - 1 -V 2 -V 2 ) ) /^ 2 

e3 = (A2 + Ax- Ay)/4 

h = ( M ) + hV2-V2»/21/2 

e4 = (-A2 -Ax -Ay) /4 

*4 = Q1Ar1A) ~ Y-1ASA))/^ 

given in order of increasing energy for the usual values 
of the hyperfine tensor for —CH— radicals, x being the 
direction of the p orbital symmetry axis, and z being 
the C-H direction. The energy levels and allowed 
electron spin transitions between them and their ra­
diation polarizations are shown in Figure 12. It is easy 
to show that all six transitions between the four levels 
are allowed with the same intensity if all polarizations 
of the microwave field are considered. Also shown in 
Figure 12 are the allowed transitions and polarizations 
for axial and isotropic hyperfine interactions. For an 
axial hyperfine interaction the quantum number MF = 
Ms + M1 is well-defined, and for isotropic hyperfine the 
total angular momentum F = I + S (and its projection 
on one axis) are well-defined. 

A property of the S = l/2> I - V2 system with Ax, Ay, 
A2 all different is that the energy levels are all non-
degenerate at zero field and this leads to no first-order 
interaction with magnetic fields. This can be seen by 
the expectation value of the magnetic moment operator 
A = gfiB^-S (for isotropic g) for all spin states ^1 to \p4 
i.e., (̂ alAl'/'a) = 0 for all a = 1 to 4. As shown in ap­
pendix II of ref 61 small magnetic fields give only sec­
ond order contributions to shifts in the resonant fre­
quencies of the order (Sn3B)2Z(A1 ± Aj). Thus a typical 
line width at high field of 9 MHz, if due to local field 
variation only, leads to a zero-field line width of only 
1.3 MHz for a typical A1 - Aj of 60 MHz. Thus zero-
field resonances are intrinsically narrower than EPR 
transitions in this case. Cole et al.61 pointed out that 
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the second-order shift depends on the magnitude and 
direction of the local field so in a polycrystalline sample 
an asymmetric line shape is expected and observed. 
Such line narrowings occur whenever the zero-field 
transition involves two levels which are nondegenerate. 
For the S = 1I2,1 - 1I2

 c a s e with axial hyperfine in-
terction, this narrowing effect would only occur with the 
z-polarized transition between the two Mp = 0 states; 
other zero-field transitions involve degenerate Mp = ±1 
states which are subject to first-order Zeeman effect. 
An analogous situation is discussed in the section on 
Nd3+ (S = 1I2,1 = 112) where an axial hyperfine inter­
action leads to one "narrowed" ZFR transition between 
MF = 0 states (there referred to as k = 0). This is a 
general result for S = 1I2,1 = n/2 systems, the tran­
sition leading to very accurate measures of the per­
pendicular component of the hyperfine interaction. 

For —CH— radicals the ZFR spectrum is predicted 
to consist of the following transition energies and linear 
polarizations: 

\AX - Ay\/2 \AX + Ay\/2 z polarized 

\Ay - Az\/2 \Ay + Az\/2 x polarized 

\AX - Az\/2 \AX + Az\/2 y polarized 

With a polycrystalline sample all six transitions can be 
observed simultaneously. Only three transitions would 
be necessary to determine the three principal values of 
the hyperfine tensor, other transitions can be used as 
a check or in a least-squares fitting procedure. In these 
radicals, normally the IA1 - Ay\/2 and \AX - Az\/2 
transitions have the two lowest frequencies and often 
overlap. 

McConnell et al.11 were the first to observe zero-field 
resonances in an organic radical, by varying the field 
through zero at a number of fixed frequencies. In single 
crystals of X-irradiated malonic acid they were able to 
observe the two lowest frequencies with the correct 
polarizations. Using direct frequency-swept ZFR 
techniques, Cole et al.61 measured between four and six 
resonances for —CH— radicals in irradiated polycrys­
talline samples OfCH2(COOH)2, CH2(COOH)(COOK), 
and CH2(COOK)2 at room temperature. Excellent 
agreement with high field EPR analyses95"97 was found 
for the first two radicals. For the dipotassium salt 
previous EPR measurements had not been fully ana­
lyzed because of the presence of more than one species 
and magnetic inequivalence within the unit cell. Such 
inequivalences have no effect on the ZFR of powders, 
and the authors were able to assign the main lines of 
the spectrum to a radical of the —CH— type since the 
principal values were very similar to those of malonic 
acid and potassium hydrogen malonate. 

Birkle and Schoffa analyzed the ZFR spectra of the 
—CH— radicals produced on irradiating malonic acid, 
barbituric acid, and cyclohexane-l,l-diacetic acid.98 The 
only discrepancy with previous EPR work was in the 
A1 value for the barbituric acid radical (ZFR: -25.4 
MHz; EPR: -31.4 MHz99). 

It should be pointed out that the relative or absolute 
signs of the hyperfine tensor components are not de­
terminable from ZFR alone in S = 1I2, I = 1I2 systems 
and the assignments for —CH— radicals were based on 
earlier arguments used in analyzing EPR results. In 
principle, intensity measurements at very low temper­

atures can give sign information because of changes in 
population distribution. For such small values of A 
such an effect would not be detectable but it might be 
applied to other radicals (inorganic) with large hyper­
fine couplings. 

B. Hyperfine Interactions with Several Protons 

When interaction with more than one proton occurs, 
the calculation of ZFR spectra becomes more compli­
cated since analytical expressions are no longer possible. 
To treat the problem one has to consider all the hy­
perfine interactions and diagonalize the spin matrix for 
all states of interacting spins. In their seminal paper, 
Cole et al.61 considered the problem of hyperfine in­
teraction with three protons. The basis functions are 
spin products |MsM/(l)Af/(2)Aff(3)) and for the case of 
three different diagonal axis systems for the tensors all 
the interactions have to be referred to some fixed crystal 
direction X, Y, Z. The zero-field spin Hamiltonian is 
then 

-Hs = LZZAjjSjti 
i l k 

where i = 1, 2, 3; ; , k = X, Y, Z. 
The Ajk' are the elements of the hyperfine interaction 

tensor for the ith nucleus expressed in the X, Y, Z 
system. If these are known then it would be possible 
to obtain the energy levels and predict the ZFR spec­
trum. For this case of 3 inequivalent protons, 16 energy 
levels and 120 transitions are predicted. This illustrates 
a disadvantage of ZFR: as the number of interacting 
nuclei increases, the spectrum rapidly becomes very 
complex. For n inequivalent protons there are 2n+1 

levels and 22n+1 - 2n transitions. One spectral simpli­
fication which could be used in such cases would be the 
use of liquid solutions, where possible, to average out 
the anisotropic interactions. The interaction matrix 
would then have fewer off-diagonal elements compared 
with the anisotropic case and there would be fewer ZFR 
transitions. 

For the two cases considered by Cole et al.,61 irradi­
ated glutaconic acid and succinic acid powders, useful 
simplifications were developed in order to reduce the 
computational load. The it radical produced in the 
former case has two equivalent protons H(I) and H(3). 

H ( 2 ) 

HOOC C,*,, • '• C1-^y-COOH 

H ( t ) H ( 3 ] 

Moreover, the three tensors are diagonal in the same 
axis system within a few degrees. To this degree of 
approximation the spin matrix divides into two 8 X 8 
submatrices and the authors were able to calculate a 
ZFR spectrum from high-field data which qualitatively 
agreed with experiment. Many of the transitions 
overlap so any exact determination of parameters by 
least-squares fitting of calculated to experimental 
spectrum would require a computational procedure 
which would have to take into account line shape. 

For the succinic acid radical HOOC—CH2—CH— 
COOH, all three tensors are different and have different 
diagonalizing axis systems. However, the anisotropic 
parts of the hyperfine tensors for the /3 protons were 
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only 10% of the isotropic part so the authors used the 
reasonable approximation of isotropic hyperfine inter­
action for these two protons. Again the matrix reduced 
to 8 X 8 submatrices which the authors could handle 
in terms of predicting ZF transition energies from 
high-field derived hyperfine tensors. The eigenvalues 
were close to those obtained from diagonalization of the 
complete spin Hamiltonian and thus justified this 
procedure. Qualitative agreement with the observed 
ZFR spectrum was again obtained. 

A useful paper by Lefebvre and Maruani described 
a program for calculating ZFR frequencies and inten­
sities for several I = x/2 nuclei interacting with one 
electron.100 This allowed for unequal hyperfine prin­
cipal values and different diagonal axis systems. ZFR 
spectra were recalculated for the glutaconic and succinic 
acid radicals. The main finding was that although there 
is a large number of transitions, only a much smaller 
number had significant intensity. It was suggested that 
since errors of a few MHz are usual in EPR analyses, 
it should be possible to obtain more accurate values by 
using a ZFR fitting procedure. 

This program was later used to interpret the ZFR of 
other radicals with more than one proton coupling. The 
significance of these findings is summarized here. 
Values for the a proton hyperfine tensor were changed 
slightly by Birkle et al.98 from those given in EPR 
analyses101102 for the radical CH3CHCOOH (produced 
by X-irradiation of a-alanine). This gave an improved 
fit to the observed ZFR spectrum between 12 and 80 
MHz. Later Birkle et al.103 extended the frequency 
range of their spectrometer and showed that the 
100-200 MHz transitions were also fitted by their im­
proved a proton hyperfine tensors. The interpretation 
by EPR of the spectrum of irradiated fumaric acid in 
terms of radicals HOOC—RCH—CH-COOH and 
H O O C - C H 2 - C H - C O O H (the latter being the suc­
cinic acid radical) by Cook et al.104 was confirmed by 
combination of the two predicted ZFR spectra.98 

Geiger et al. used Gaussian line shapes to simulate 
the ZFR spectra of the radical H O O C - C H 2 - O -
CH-COOH in irradiated diglycolic acid.105 In this 
species the main interaction is with the a proton but 
there are very small interactions with the methylene 
protons. The ZFR spectrum looks very much like that 
of an S = V2, J = V2 system, the CH2 proton couplings 
causing line shape effects only, in first order, and small 
shifts in second order. The best value for the CH2 
proton couplings (assumed isotropic and equal) was 
determined from line shape considerations and the 
authors then derived a couplings with a claimed accu­
racy of 0.15 MHz. However, line width and intensity 
differences indicate that complete simulation of the line 
shape may be required (including effects of the modu­
lation field) and the accuracy of the results may be 
optimistic. 

A similar procedure was applied to the radicals from 
thiodiglycolic acid and glycolic acids (the latter having 
a /3 proton coupling).103'106 For the latter the line pos­
itions were reasonably well predicted from high field 
data. In the former case, fitted CH2 and a proton 
couplings gave a predicted ZFR spectrum not in full 
agreement with the observed spectrum. The ZFR 
spectrum of the malonamide radical NH2COCHCONH2 
was analyzed in terms of a single a proton interaction 

and values were obtained similar to those for other such 
radicals. From the broadened lines, however, it was 
assumed that there was also a small coupling with the 
amino protons. 

The ZFR spectra of irradiated potassium sodium 
tartrate and malic acid were interpreted in terms of two 
radicals in both salts.103 

OH 0H(2) 

S l I / 0 
yz C C C. HO CH COOH 

o I ' N o 
H ( I ) u 

I 

The radical I had previously been characterized by 
EPR107 as one of several radicals in the irradiated tar­
trate, and hyperfine tensors from the EPR analysis were 
used in the ZFR simulation (two 0 protons). II is the 
same radical as observed in irradiated glycolic acid.106 

The authors103 were not certain that this was the only 
interpretation of the spectrum. I was predicted to have 
lines at 88 and 110 MHz: only the 110 MHz transition 
was observed as a broader line than usual—this being 
due to normal EPR linewidths applying for degenerate 
states which occur at zero field when the interaction is 
with two protons. Birkle et al. also observed ZFR of 
the succinic acid radical with their extended frequency 
range 10-200 MHz. The group of lines between 160 and 
190 MHz predicted by Lefebvre and Maruani100 was 
confirmed, and some previously observed extra lines 
were confirmed as being due to a second species since 
they disappeared after 6 days leaving a ZFR spectrum 
very much as predicted from the high-field data. 

Treating the adipic acid radical HOOC—CH— 
(CH2)3—COOH in terms of an anisotropic a proton 
coupling and two isotropic, but different /3 couplings, 
Birkle et al.103 obtained slightly different a proton 
tensor principal values than from previous EPR anal­
ysis.108 However, the fit was not perfect, intensities were 
poorly predicted and some predicted lines were not 
present. The authors pointed out that this discrepancy 
was probably due to the use of isotropic /3 couplings and 
ignoring possible y couplings. Similar problems of 
overlapping zero-field transitions due to coupling with 
several inequivalent nuclei occur in the triplet state of 
naphthalene and analogous full matrix diagonalization 
procedures are required to predict the ZFR spectrum; 
this has been described by Hutchison et al.109 

There is scope for development in such ZFR work. 
In complex cases, preliminary EPR analysis is neces­
sary, and to simulate the ZFR spectrum great care has 
to be taken to include all significant hyperfine inter­
actions, their anisotropy and principal axis directions. 
Also the exact line shape may have to be better simu­
lated. 

Heller110 has pointed out that in general the relative 
signs of two hyperfine interactions are determinable 
from ZFR measurements, but use of this has not been 
made so far. 

C. ZFR of Radicals with / = V2 and / = 1 
Nuclei 

Mangiaracina was the first to examine ZFR of sys­
tems with an N group adjacent to the radical center in 
a series of irradiated glycine peptides.111 All the spectra 
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were closely related and interpreted in terms of radicals 
containing the grouping -CONHCHCO2H. The. ZFR 
spectra consisted of features characteristic of a —CH— 
radical (6 lines between 10 and 70 MHz), but the lines 
were much broader than usual. Some of the lines show 
signs of splitting, and Mangiaracina interpreted the 
ZFR spectra in terms of two slightly different radicals, 
the difference being in orientation in the crystal or in 
which methylene proton is lost on irradiation. This 
contrasts with previous EPR interpretations as one 
radical, e.g., for acetylglycine.112 The spectra shown in 
this paper111 only indicate a possible splitting of the 
fifth line (~50 MHz) and the evidence for two radicals 
is far from convincing. However, there is some evidence 
for the presence of two radicals from EPR work where 
some extra splittings were found in deuterated glycyl-
glycine and acetylglycine at 77 K. Hyperfine tensors 
were deduced by using the equation for S = 1I2,1 = 1I2, 
for both the main species and the secondary species 
where it was thought to be present. Acetylglycine en­
riched in 15N was also examined; little difference in the 
ZFR could be detected and it was assumed that the N 
hyperfine coupling must be negligible. 

Birkle et al. examined the ZFR of electron irradiated 
amino acid derivatives, including acetylglycine and 
glycylglycine.113 They found no evidence in the form 
of line splitting for more than one radical species. In 
analyzing the zero-field resonances they also considered 
the hyperfine interaction with 14N using values from 
high-field EPR measurements on glycylglycine and 
carbamylglycine of 5.5, 8.5, 11 MHz for the principal 
values.114'115 Direction cosines were specified for each 
set of tensor principal values, and a gaussian line shape 
was added to each transition position. They also dis­
cussed the effect of a small nitrogen hyperfine inter­
action using perturbation arguments and showed that 
there is no first-order effect for the same reasons that 
there is no first-order Zeeman effect on the energy levels 
of the S = 1J2,1 = l/2 system with completely aniso­
tropic hyperfine interaction. Exact calculation showed 
that each transition in the S = 1I2,1 = x/2 system was 
replaced by nine resonances closely spaced over about 
5 MHz in the S = l/2,1 = 1I2, I=I system including 
the EPR determined nitrogen hyperfine tensor.114,115 

These overlapped to give one broadened line whose 
maximum (which occurs very near to the average of the 
component frequencies) was characteristically shifted 
from each of the six original positions for the elec­
tron-proton system. Thus, it is important to include 
the effect of the nitrogen hyperfine interaction in order 
to be able to extract the correct proton interaction, 
which the authors did by iterative fitting of the calcu­
lated to the experimental spectrum. It was argued that 
the final principal values for the proton tensor were 
more precise than those from previous EPR measure­
ments since the anisotropic parts were much more in 
accord with expectation for —CH— radicals and the 
isotropic parts varied much less from radical to radical. 
Analyses were given for glycylglycine, carbamylglycine, 
glycocyamine, and acetylglycine radicals. They also 
considered the radical produced on irradiating creati­
nine by taking account of two nitrogen couplings. The 
EPR derived a proton hyperfine tensor had to be 
changed to fit the ZFR spectra, although their analysis 
was not complete. 
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Figure 13. Energy level diagram (a) and predicted transition 
frequencies, intensities, and polarizations (b) for S = 1I2, I=I 
system with isotropic hyperfine interaction A = 36.65 MHz at 
zero field and for a magnetic field (defining the z direction) of 
1 G. This diagram applies to the peroxylaminedisulfonate anion 
radical in aqueous solution. In (a) levels connected by continuous 
lines are transitions allowed with the radiation field polarized in 
the xy-plane; those connected by dashed lines are allowed with 
polarization in the z-direction. Numbers alongside lines indicate 
relative intensities. Additional ir type EPR transitions (AMF = 
±1) at low frequencies are allowed within the constant F manifolds 
but are not marked. 

For these systems the data for the a proton hyperfine 
principal values is not particularly sensitive to the di­
rection of the N hyperfine tensor principal axes nor to 
the anisotropic part of the N hyperfine tensor, so sim­
pler simulations using just the isotropic N hyperfine 
interaction are adequate. 

VI. Peroxylaminedisulfonate Anion Radical 

The conventional EPR spectrum of the radical 
(S03)2N02~ in aqueous solution6 shows an isotropic 
hyperfine interaction of the unpaired electron with the 
nitrogen nucleus (99.6% 14N, / = 1). Townsend, 
Weissman, and Pake6'7 were the first to obtain the 
zero-field splitting for this radical. They measured field 
swept EPR spectra at a variety of frequencies between 
9 and 120 MHz with resonant fields all below 60 G. 
They were able to fit the resonant frequency/field plots 
using the Breit-Rabi formulas,116,117 which yielded a 
value of the single adjustable parameter Av = 54.7 MHz, 
the zero-field splitting. Of the 15 combinations of en­
ergy level pairs, electron spin transitions are allowed 
between 10 of them at low field if all polarizations of 
the radiation field relative to the applied field B are 
considered. This can be seen by applying selection rules 
AM5 = ±1, 0 or AMf = ±1, 0 to the low-field spin 
functions. Of these, two are allowed for z-polarized 
radiation (AM = 0 type, or a, transitions) and eight are 
allowed for xy-polarized radiation (AM = ±1 type, or 
7T, transitions). Two pairs of the eight ir transitions are 
degenerate transitions (within the very good approxi­
mation that the nuclear Zeeman splitting has negligible 
effect) and so a total of six TT type transitions occur at 
low field as shown by Townsend et al.7 Three of these 
approach the zero-field splitting as B2 -*• 0 and the other 
three approach zero frequency. The three -re transitions 
and two a transitions which approach the zero-field 
splitting are indicated in Figure 13a. 
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Cole, Kushida, and Heller61 succeeded in directly 
observing the ZFR spectrum of this radical in aqueous 
solution with a frequency-swept spectrometer. This 
appears to be the only ZFR measurement which has 
been made on a liquid sample. As mentioned in the 
introduction, the problems with lossy aqueous solutions 
at conventional EPR frequencies are much reduced 
when ZFR resonances occur in the submicrowave re­
gion. It was found that the earth's magnetic field (~0.5 
G) caused a splitting of the resonances which could be 
detected because the resonant lines were very narrow 
(AW1/2 =* 0.5 MHz). The diagram given by Cole et al.61 

illustrating the effect of a small static magnetic field 
on the energy levels and on transitions in the region of 
the ZFR resonance has incorrect Mp labels in the F = 
l/2 group and the wrong polarizations of transitions. 
We show a correct illustration of the energy levels, 
transitions and their polarizations in Figure 13. 

The spectrum shown by Cole et al. in the weak am­
bient field appears to have been produced with the rf 
field approximately perpendicular to a field of about 
1 G (earth's field and stray laboratory fields), since three 
transitions are observed at frequencies approximately 
equal to those expected from an exact calculation with 
S = IG. Equal net contributions from a and T tran­
sitions would occur if the linearly polarized microwave 
field were inclined at 45° to the modulating field and 
would result in a five line spectrum with intensity ratios 
3:4:2:4:3. The zero-field resonance at 54.97 ± 0.03 MHz 
was observed by cancelling out the ambient field using 
the fringing field of a permanent magnet. Exact zero 
field in such a case is found simply by changing the field 
until the narrowest single resonance line is observed. 
For S = 1Z2 and a general nuclear spin J, zero-field 
resonance occurs at (/ + 1I2)A where A is an isotropic 
hyperfine interaction; from the ZFR a value A = 36.65 
± 0.02 MHz was obtained, in good agreement with the 
EPR determination.6'7 This measurement is indicative 
of the high precision which can be achieved using ZFR 
in some circumstances. 

Pake et al.7 noted some extra features in the low- and 
high-field EPR spectra which were unexplained. The 
weak features in the high-field spectra are probably 
those later ascribed118 to hyperfine interaction with 
naturally occurring 15N and 33S; indeed species with one 
17O bonded to 32S have also been detected in natural 
abundance.119 However, the extra features shown in the 
9.2 MHz EPR spectrum6 do not correspond to predicted 
low abundance isotope effects and would be worth in­
vestigating. 

Figure 13 shows the value in generally considering the 
very low-field frequency-swept EPR spectrum since it 
has immediate implications about the effect of ZFR 
detection by magnetic field modulation. For this case 
of S = l/2, I = 1 the optimum ZFR signal strength 
would obtain with the modulation magnetic field (which 
could probably be as low as 2 G) parallel to the mi­
crowave field (i.e., both in the z direction) since the 
resonances are shifted well away from the zero-field 
resonance during the field-on part of the square-wave 
modulation. This contrasts with the situation with 
magnetic field modulation perpendicular to the micro­
wave field where a significantly intense transition re­
mains very close to the ZF resonance position during 
the on part of the modulation; the modulation detected 

ZFR signal would be reduced in such a situation. Thus 
careful consideration of the effects of all polarizations 
of the modulation field on the form of the ZFR signal 
can remove the necessity of using high modulation am­
plitudes, and thus reduce problems caused by amplif­
ying distorted modulation waveforms. 

VII. Concluding Remarks 

At the time when electron paramagnetic resonance 
in bulk matter was discovered, microwave sources were 
largely fixed frequency devices. Since it was the elec­
tron Zeeman effect which was then of principal interest, 
this was no great handicap and an electromagnet pro­
vided the essential variable, B. Electron fine structure 
and nuclear hyperfine structure then appeared in the 
spectrum in a manner suggested by their names, that 
is, as perturbations on the Zeeman spectrum. Greater 
interest then attached to these superimposed interac­
tions which can give rise to a magnetic dipole allowed 
spectrum in the absence of a magnetic field for a wide 
variety of materials, from simple organic radicals to 
compounds of the rare earth ions. 

In spite of this, the comparative difficulty of sweeping 
microwave frequencies over wide ranges and the es­
sentially fixed frequency nature of microwave resonant 
devices meant that field-swept EPR spectrometers were 
almost always employed; the fine and hyperfine struc­
ture interactions always had to be deconvoluted from 
the Zeeman effect. In many cases this is straightfor­
ward enough. However, as our work on Mn2+ has 
shown, significant errors can arise. These errors have 
many sources and include the inherent spectral com­
plexity when structural or magnetic inequivalence is 
present, field measurement errors, inaccurate crystal 
alignment, assumptions about the alignment of guest 
ions with respect to host axes, and assumptions of 
parallelism of the Zeeman tensor with the tensors rep­
resenting other interactions. 

Considerable developments in microwave technology 
have occurred in the last decade and this remains a 
growth area. However a new EPR spectrometer still 
bears detailed similarities to instruments 20 or more 
years old. Variable frequency sources are now com­
paratively inexpensive and commonplace. Variable 
frequency spectrometer design and construction has 
been given in a number of the papers we have reviewed 
and EPR sensitivities can be attained if necessary. The 
time therefore seems ripe to exploit the valuable com­
plementary role that ZFR has in the study of electron 
paramagnetism. 

Zero-field studies confer several benefits. Either 
because the analysis is simpler and free from field 
measurement, crystal orientation and Hamiltonian 
(tensor axes) errors, or because in some cases ZFR 
linewidths are one or two orders of magnitude narrower 
than their EPR counterparts, an order of magnitude 
greater confidence can be placed on ZFR determined 
parameters, thus allowing finer effects to be probed. 
These range from hyperfine anomalies to simply better 
resolution of superimposed resonances. Higher accu­
racy comes not only from these effects but also from 
the facts that quadrupole effects turn up in first rather 
than second order at zero field and that ZF splittings 
from nuclear hyperfine structure can exceed, by a sig­
nificant factor, those observed in high field EPR. Sign 
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information of hyperfine and quadrupole parameters 
relative to those of fine structure terms also appears in 
first order at zero field compared with its appearance 
as a second order effect at high fields. In ZFR there 
is no competition for the quantization of the angular 
momentum, so amorphous powders, glasses and poly-
crystalline materials are well-suited to study by this 
technique. There is thus scope for investigation of 
mineralogical and biological materials which do not 
always occur in the single crystal form preferred for 
EPR spectroscopy. Overlapping spectra, common in 
such studies, from paramagnetic ions in several phys­
ically distinct sites or from a number of different ions 
can be much more readily resolved at zero field because 
of a reduced number of lines and because magnetic 
inequivalences are not an additional complication. The 
multiplicity of lines resulting from such effects at high 
field can be a considerable problem in EPR. On the 
analytical side, there is the advantage of having to di-
agonalize the Hamiltonian matrix only once rather than 
at every field of interest. Finally, the power of variable 
frequency EPR should not be overlooked, particularly 
for the evaluation of the many small perturbations that 
arise from higher order terms in the Hamiltonian. 
Combining variation in field and frequency allows very 
full mapping of the Zeeman diagram rather than at 
selected frequencies, typically one in X-band and an­
other in Q-band. 

While advocating the complementary merits of ZFR, 
cases exist where its power is limited. For example, in 
organic radicals with several interacting nuclei, the 
multiplicity of transitions and the problems of different 
component line shapes may make the technique of 
limited value in this area. There are cases where the 
very simplicity of the ZFR spectrum can hide param­
eters in principle. For example, Cr3+ in a nonaxial 
environment (E 7* 0) may not be revealed as such in 
the straight frequency spectrum, which consists of only 
one transition. Even in these cases ZFR is useful for 
checking the validity of an EPR determined spin 
Hamiltonian. 

For the future, it seems that advancing microwave 
technology and the development of NMR spectrometers 
at frequencies approaching the microwave region might 
provide the impetus for more routine use of ZFR pro­
cedures. There is still scope for experimental devel­
opment, particularly of tunable microwave resonators, 
and areas of applicability of the technique are virtually 
as wide as in traditional EPR. With equipment so­
phistication ranging from the normal accessories of a 
commercial EPR spectrometer to the custom-built re­
sonant ZFR spectrometer covering several frequency 
bands, this technique is likely to have considerable im­
pact. 

Note Added in Proof. Recently two papers have been 
published describing the loop-gap or split-ring resona­
tor.120-121 These appear to be promising as tuneable 
microwave resonators. 
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