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/. Introduction 

Clusters play crucial roles in fields ranging from at­
mospheric chemistry to industrial catalysis. An in­
creasing awareness of their importance has stimulated 
the development of fresh methods for investigating their 
chemical and physical behavior. Although few would 
deny that a knowledge of their internal structure is 
indispensible to a satisfactory understanding of their 
properties, only a modest effort is being expended in 
direct structural research. An aspect of clusters that 
makes them particularly attractive objects for study also 
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makes them troublesome to treat. Being larger than 
ordinary molecules but too small to be dealt with as 
bulk objects, they occupy a poorly understood niche 
that is ripe for exploration but not well suited for the 
traditional approaches of spectroscopy and X-ray dif­
fraction. One tool in structural chemistry that offers 
promise in research on clusters generated in supersonic 
jets, the subject of this review, is electron diffraction.1,2 

Although new sources of intense, coherent X radiation 
are actively under consideration for the purpose,3 

electrons enjoy several strong advantages: 
(1) They are scattered by small particles enormously 

more strongly than are X-rays or neutrons. 
(2) They can be focused easily to yield a far higher 

resolution of diffraction detail than is customarily 
achieved in X-ray or neutron studies of weakly scat­
tering objects. 

(3) They are readily produced in intense beams ca­
pable of recording diffraction patterns with high sig­
nal-to-noise ratios in a fraction of a second. 

0009-2665/86/0786-0491 $06.50/0 © 1986 American Chemical Society 



492 Chemical Reviews, 1986, Vol. 86, No. 3 Bartell 

(4) They can determine positions of hydrogen atoms 
far more definitively than can X-rays. 

The present review will be limited, for the most part, 
to clusters generated in and studied during supersonic 
flow from miniature nozzles. Not covered will be im­
portant classes of clusters such as finely divided par­
ticles (e.g., platinum catalysts) dispersed upon solid 
supports. Usually the clusters examined by electron 
diffraction are much larger than those analyzed by 
spectroscopy and the character of the information 
sought is different. While clusters as small as a half-
dozen molecules have been looked at with electrons, it 
is not uncommon to study clusters of thousands or tens 
of thousands of molecules. Questions of interest to 
workers in the field include 

(1) What is the effect of cluster size on the internal 
structure and molecular motions? 

(2) What can be learned about the dynamics of ho­
mogeneous nucleation and cluster growth? 

(3) What can be learned about structures of liquids 
and amorphous solids in studies of supersonically gen­
erated clusters? 

As we shall see, information of value in the resolution 
of all of these questions has been generated by electron 
diffraction. It has been found that atoms in small solid 
clusters do in fact pack together differently than in large 
clusters,4-23 and the transition from one extreme to the 
other can be followed. Moreover, in the case of certain 
molecules, profound changes in the packing arrange­
ment for a given cluster size can be induced by varying 
the conditions of nozzle flow,24'25 and the structure can 
be probed microseconds after nucleation. Clusters may 
be liquidlike26'27 or crystalline,11-18 or mixtures of both.26 

For some substances liquidlike clusters can be studied 
at degrees of supercooling far exceeding those yet at­
tained in the bulk.27 

The special advantages of electron beams in signal-
to-noise and resolution of diffraction detail have been 
realized in practice. This has opened up a promising 
avenue in the exploration of liquid structure where the 
full exploitation of electron diffraction has only become 
possible with the advent of the supersonic technique. 
Electrons are scattered too strongly to penetrate bulk 
liquid but are transmitted cleanly through, say, 100-A 
clusters that are large enough to qualify as bulk phases 
as far as structure is concerned. 

Electron diffraction is not the only experimental 
technique applied to draw inferences about the nature 
of clusters formed in nozzle flow. We briefly mention 
two other quite different approaches. By noting the 
presence or absence of "magic numbers" in mass spec­
tra, Muhlbach et al.28 had postulated that certain sub­
stances gave solid clusters, while others gave liquids. 
Another investigation29 followed the gas dynamics in 
detail along a rather large nozzle during the condensa­
tion of water from moist, expanding air. A careful 
measurement of the profile of temperature and pressure 
was interpreted in the framework of classical nucleation 
theory. It was concluded that a liquidlike rather than 
an icelike surface tension was required for the critical 
condensation nuclei, but that the heat of condensation 
evolved from the growing clusters was that of solid 
water. 

Clearly, the fundamental understanding of nucleation 
and cluster properties is a goal of such importance that 

it is worthwhile to apply a variety of experimental and 
theoretical approaches. As sketched above, electron 
diffraction is one of the approaches yielding encouraging 
results. To the best of this author's knowledge, only 
three laboratories have so far applied electron diffrac­
tion to cluster beams and each entered with a different 
purpose. The first of these, at Orsay, was expressly 
designed for clusters about 2 decades ago. Early work 
was largely carried out by Farges, Raoult, and Torchet, 
who together with de Feraudy, are still performing 
meticulous analyses of cluster structure and internal 
vibrations supplemented by molecular dynamics com­
putations. The second laboratory was set up at 
Northwestern University in the early seventies by the 
late Gilbert Stein. Although his motivation was to test 
gas dynamics and nucleation theory, his researches 
carried him deeply into the characterization of struc­
tures and properties of clusters, as well. More recently, 
the present writer, long associated with electron scat­
tering by gas molecules, entered the field with the no­
tion that it might be possible to generate liquidlike 
clusters supersonically. Because the liquid state is to 
an overwhelming degree the least investigated struc­
turally and the most poorly understood of the common 
phases, the venture seemed a worthwhile gamble. Re­
sults of the various approaches are presented in the 
following sections after a review of the experimental 
methods employed and the principles upon which they 
are based. 

/ / . Experimental Methods 

A. Electron Diffraction 

1. Qualitative Review of Principles 

Chemists are less familiar with diffraction studies of 
noncrystalline materials than with conventional spec­
troscopic and crystallographic techniques of structural 
chemistry. Therefore, it may be worthwhile to sketch 
the principles involved in order to convey what can be 
learned about clusters by electron diffraction. The 
essential ideas are very simple and can be understood 
in terms of the familiar double-slit interference 
experiment—because all diffraction features from 
cluster beams can be expressed in terms of contribu­
tions from pairs of sites that scatter electrons. If a 
wavefront encounters two fixed scattering sites, the 
waves are diffracted in all directions by each site. When 
scattered wavelets from the sites are combined at, say, 
a photographic plate (see Figure 1), they will be out of 
step with each other by an amount (db - da) corre­
sponding to the path length difference. As the scat­
tering angle 6 increases, this path difference also in­
creases; it is rab sin 6 in the plane of Figure 1. Con­
structive (or destructive) interference occurs when the 
path difference is an integral (or half-integral) number 
of waves and the resultant interference fringes can be 
recorded and measured. Constructive interference 
fringes occur, then, at 

rab sin 6n = nX (1) 

where n is an integer. From the known wavelength X 
and measured angles Bn can be calculated the distance 
rab between scattering centers. 

This elementary construction can be generalized to 
illustrate what happens when a monochromatic electron 
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Figure 1. Illustration of interference fringes produced by waves 
diffracted from two scattering centers separated by rab. Con­
structive interference results when the path length difference dh 
- da = rab sin 8 is an integral number of wavelengths. 

beam (X = h/mv) is scattered by a stream of randomly 
oriented clusters (or what is easier to visualize, a single 
cluster tumbling chaotically over all orientations). 
Consider, first, the set of fringes corresponding to any 
given pair of atoms in the cluster. The fringes would 
gyrate in synchrony with the tumbling. What is crucial 
is that a well-defined interference pattern survives this 
tumbling though, of course, in somewhat washed out 
form. Because no orientation is preferred, the pattern 
is circularly symmetric about the axis of the electron 
beam. It is not difficult to show that the interference 
intensity contributed by the atom pair ij consists of 
diffuse haloes whose intensity 

h/h = //i(sin SrJ/Sr1) (2) 

oscillates about the smooth background of atomic 
scattering. In eq 2 s is the scattering variable (4ir/X) 
sin 0/2 while /; and /j are widely tabulated scattering 
factors approximately proportional to the atomic num­
bers Z1 and Zy A little reflection confirms that the 
spacing between the haloes of eq 2 is comparable to the 
fringe spacing implied by eq 1, as it should be. 

Because of the random orientation, all pairs of atoms 
play identical roles in scattering except for scale factors, 
and all contribute haloes characterized by eq 2. Widely 
spaced atoms give closely spaced haloes and covalently 
bonded atoms produce relatively widely spaced haloes. 
Again, internuclear separations can be inferred from the 
spacing. Diffraction features can only have a sharp 
appearance if they have components sin sr^ that turn 
over in a short range of 6. Since such components can 
only arise from large internuclear separations, infor­
mation on cluster size can be derived from the sharp­
ness of diffraction features, especially the innermost 
diffraction rings. The fact that the net interference 
intensity is the sum of a great many sinusoidal con­
tributions, each with a period directly related to an ry 
value, means that a harmonic (Fourier) analysis can be 
performed to determine what sine curves contribute to 
the intensity. This leads to a radial distribution func­
tion of internuclear distances in the cluster. In prin­
ciple, a cluster with N atoms would exhibit N(N - I)/2 
internuclear distances which, if well-resolved, would 
provide more than enough information to establish the 
SN - 6 atomic coordinates describing the structure. In 
practice, the peaks P$(r) in the radial distribution 

function overlap too severely to allow a unique recon­
struction of the detailed internal structure of a cluster. 
Examples of the patterns corresponding to various types 
of clusters and how cluster properties can be interpreted 
from them will be covered in a later section. First, let 
us put the foregoing ideas into a more quantitative 
language that will facilitate a description of the dif­
fraction analyses. 

2. Basic Relations 

According to the foregoing discussion, small randomly 
oriented fragments of matter give diffraction patterns 
expressible in terms of probability distribution func­
tions .Pjj(r) of individual atom pairs. This is true for free 
molecules, liquid clusters, and microcrystals as well, as 
developed in the following equations, starting with one 
for the net intensity 

/net(s) = K(Iint + Q (3) 

where K is a factor depending on the concentration of 
scatterers and incident intensity, while /int and /a rep­
resent the contribution of a single molecule or cluster 
to the interference terms of interest and to the smooth 
atomic scattering that would occur regardless of the 
organization of atoms in the molecule or cluster. At­
omic scattering2,30 

h = Ei[|/i(s)|2 + J1S1(S)] (4) 

is a simple sum over the atoms in the object, where /;(s) 
is the elastic scattering factor for the radiation being 
used, S1(S) is the inelastic scattering factor, and t\ is 
nearly unity for X-rays or (2/Ci0S

2)2 for electrons with 
a0 the Bohr radius. Tables of scattering factors exist 
for most atoms.31-33 A straightforward extension of eq 
2 gives 

/,nt = S E 2 Re h% $~ Piy{r) ^ dr (5) 

For heavy elements the electron scattering factors /; are 
complex with a decided imaginary component but this 
complication is simple to handle and has been of neg­
ligible effect in clusters studied to date. 

Note that Iint is the sum 

^int — •'mol "*" Ii 'Cl (6) 

of /moi, the intramolecular interference terms and IQ\, 
the cluster intermolecular interference terms. All of the 
structure information derivable about clusters, then, 
resides in the term IQ. It is convenient and common 
to express this term in the reduced form 

M01(S) = /C1//a (7) 

usually called the "structure function", where Ia
e is the 

elastic part of /a of eq 4. For clusters of a single type 
of atom, the atomic scattering factors cancel and the 
reduced function MCi(s) is the same for electron, X-ray, 
or neutron radiation. For clusters of molecules con­
taining more than one kind of atom the scattering 
factors no longer cancel and there may be differences, 
often modest, between structure functions derivable 
from different types of radiation. 

In practice Mci(s), the intermolecular function, can 
be derived from intensity measurements by subtracting 
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Figure 2. Experimental s-weighted structure functions for 
benzene clusters showing interference features characteristic of 
liquid structure. Helium carrier, curves a-e; neon carrier, curves 
f-i; argon carrier, curves j-m. In each case benzene mole fraction 
increases and carrier pressure falls. Reproduced, with permission, 
from Valente.27 Copyright 1984, American Institute of Physics, 
New York. 

from [Iint/Ia
e _ 1] the function Imoi/Ia

e. This molecular 
function can be derived either from experimental 
measurements on unclustered vapor molecules or from 
analytical calculations if the molecular structure is 
well-known.34 Theoretically generated structure func­
tions for comparison to experiment can be readily 
calculated from the foregoing equations if a histogram 
of the intermolecular distances is available from some 
theoretical model. Illustrations of what the structure 
function looks like for different types of clusters are 
given in the next section. 

Before showing them, however, a few comments need 
to be made about notation. Unfortunately, the litera­
ture on structure functions is chaotic because workers 
in various areas have introduced a variety of different 
symbols. The quantity (4TT/X) sin (0/2) called s by the 
three cluster laboratories and adopted herein is not 
uncommonly called k or q in the field of liquid dif­
fraction, and crystallographers are inclined to use the 
notation (sin 0)/X, instead, and to mean by it [sin (0/ 
2)]/X because 0 to them is the Bragg angle. Cluster 
publications from Orsay or Northwestern seldom refer 
to the structure function, often plotting s3/net, instead. 
In liquid diffraction the structure function is often 
represented by Hd(k), S(q), or i(s). 

3. Inferences of Cluster Properties 

Examples of structure functions are shown in Figure 
2 (in this case, multiplied by s) for benzene clusters 
produced under a variety of different expansion con­
ditions.27 That the diffraction haloes are more or less 
sinusoidal in aspect betrays a liquidlike structure. The 
initial diffraction feature, however, is fairly sharp, im­
plying the presence of intermolecular distances of at 
least 30 A and, hence, implying a cluster at least that 

Figure 3. Experimental reduced intensity curve for crystalline 
clusters of SF6 showing the relatively sharp Debye-Scherrer 
diffraction rings superposed on the broad molecular oscillations. 
Helium was the carrier gas. Reproduced, with permission, from 
Heenan et al.36 Copyright 1983, American Institute of Physics, 
New York. 

large. Crystalline clusters, on the other hand, give fairly 
sharp diffraction rings of the sort illustrated in Figure 
3 for SF6 clusters35 (where the conspicuous molecular 
undulations have not yet been subtracted out). These 
rings can either be thought of as (slightly blurred) re­
flections from Bragg planes or as the superposition of 
sin sry terms (of eq 2) with harmonic progressions of 
r;j values. Such rings may be identifiable with the rings 
in the powder diffraction pattern of some known 
crystalline phase. Those in Figure 3, in fact, correspond 
to the plastic-crystalline body-centered cubic phase of 
SF6.24 

In the case of crystalline clusters it may be possible 
to deduce the temperature and cluster size quite di­
rectly. From the ring radii can be estimated the lattice 
constants. If, in addition, the lattice constants are 
known at a definite temperature from previous work 
and the coefficient of thermal expansion is known, the 
temperature can be deduced. For very small clusters 
a correction may be needed to take into account the 
compressive effect of surface free energy or the loose 
structure of surface layers (not all details are estab­
lished).36 An alternative measure of the temperature 
in some cases may be extracted from the rate at which 
intensities of diffraction rings, indexed hkl, fall off with 
scattering angle.17,18'36'37 From the observed fall off, 
expressed as the Debye-Waller factor36,37 

hkiobsd/hkrlcd (rigid lattice)= exp(-(u2)s2 /3) (8) 

can be inferred (u2), the mean square amplitude of 
thermal motion of the scatterers. If the elastic con­
stants of the lattice are known, (u2) implies the tem­
perature. For finer details, consult ref 36 and 37. 

Sizes of crystalline clusters can be estimated from 
diffraction ring breadths, as can be understood at once 
from the uncertainty principle.38 If an electron has been 
scattered by a cluster of diameter D, its uncertainty in 
lateral position is no more than Ay = D. Therefore it 
must have an indeterminacy in lateral momentum of 
order Apy « h/D which will blur the diffraction rings 
by an amount the order of As «= 2wA8/\ « 2Tr(Ap5,)/ 
p)/X « 2TT/£>. 

If a crystalline cluster is approximately spherical a 
more quantitative calculation shows that the top 95% 
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of each diffraction ring profile is very nearly Gaussian 
in shape with a fullwidth at half-maximum, in s units, 
of39 

W = 6.953 /D (9) 

It may be necessary to remove instrumental broadening 
effects from Wp, the total width, a useful approximation 
being 

W « (UV -W0
2)1/2 (10) 

where W0 is the instrumental FWHM. More commonly 
is found the Scherrer formula40 

W = 2w/D (11) 

derived for prisms of thickness D perpendicular to the 
Bragg plane reflecting the radiation (no crystal, of 
course, can be a right rectangular prism with external 
faces parallel to every Bragg plane). If clusters were 
polycrystalline or crystalline with imperfections, the 
ring breadth would be a measure of the size of indi­
vidual well-ordered domains, not of the diameter of the 
cluster itself. In experiments to date, however, ob­
served41,42 D values from application of eq 9 are in ap­
proximate agreement with cluster diameters calculated 
according to classical nucleation theory,42'43 and there 
is little reason to believe that individual growing nuclei 
collide and agglomerate.44 

Diffraction patterns of liquidlike clusters provide less 
detailed information about structure, temperature, and 
density. Breadths of the internuclear distance peaks 
in the radial distribution function (pair correlation 
functions) still govern the rates of attenuation of in­
tensities of diffraction haloes. Whether the breadths 
of the radial distribution peaks arise from dynamic 
motions of molecules in a liquid, say, or frozen disorder 
in a rigid amorphous solid cannot be deduced from the 
pattern of elastically scattered electrons, however. For 
small clusters of perhaps a dozen atoms it would be 
feasible to determine the detailed structure by electron 
diffraction just as one does in the case of gas mole­
cules,45 provided the cluster beams were separated into 
fractions of uniform mass. In practice, to date, such 
mass fractionation41,46 has reduced cluster beam inten­
sities to levels too low to give satisfactory diffraction 
patterns. The most fruitful approach to the analysis 
of noncrystalline clusters has been to compare observed 
structure functions with those calculated according to 
various proposed models or simulations based on sta­
tistical mechanics. 

Distributions of sizes of clusters produced by a given 
procedure cannot ordinarily be determined from elec­
tron diffraction patterns. Mass spectrometry has been 
applied in some cases.28'46,47 In others, clusters have 
been collected and examined by electron microscopy for 
size distribution.42 The simplest but most speculative 
method is to simulate nucleation and growth using 
classical nucleation theory, and to compute the distri­
bution. Even though there are some unsatisfactory 
aspects of the theory, calculated and observed mean 
sizes so far reported have been in reasonable agreement 
and in the one example reported, the calculated size 
distribution agreed quite well with that observed by 
electron microscopy.42 Under common conditions of 
expansion, calculated distributions imply that the 
half-width at half maximum of the distribution depends 

upon conditions and may range from 10 to 40% of the 
most probable radius.39'42 

4. Comments about Multiple Scattering 

Despite potential advantages of electron beams in 
studies of matter, relatively little effort has been ex­
pended upon liquids. Prior attempts to obtain unam­
biguous, quantitatively interpretable diffraction pat­
terns of electrons scattered by liquids have been im­
peded by multiple scattering and absorption. Scattering 
cross sections are very high. For example, for 40-kV 
electrons the elastic48 and inelastic49 cross sections for 
scattering from benzene molecules are 0.11 and 0.45 A2, 
respectively, and the density60 of cold condensed C6H6 
corresponds to about 1 molecule per 140 A3. Therefore, 
electrons will suffer more than one scattering, on av­
erage, when the length they must travel in condensed 
benzene is greater than about 250 A [or 140 A3/(0.11 
+ 0.45) A2]. Considerations of this sort pertain to the 
incoherent multiple scattering by random arrays of 
molecules. (Coherent multiple scattering is discussed 
in the following paragraph.) Calculations51 and mea­
surements52 of the incoherent effect show that diffrac­
tion patterns become washed out and more rapidly 
damped when electrons, on average, experience more 
than one scattering. It was found, however, that when 
interference features were attenuated by a factor of two 
through multiple scattering, the shapes and positions 
of the features were only modestly altered. Further 
attenuation led to excessive degradation of the pattern. 
Although a theory exists that can provide multiple 
scattering corrections if they are not large,51 it is clear 
that electron diffraction patterns of high quality cannot 
be obtained for condensed phases unless some means 
is found to produce exceedingly thin samples. Nozzle 
flow generates satisfactory samples very naturally. An 
alternative procedure of considerable ingenuity but 
great technical difficulty and uncertain characterization 
was devised by Kalman.53 In Kalman's technique a film 
of water brushed onto a special holder was thinned by 
evaporation until it would transmit electrons for an 
instant before being obliterated. 

The above discussion pertains to multiple scattering 
with random phase relations between scatterings. 
When electrons are diffracted by a well-defined scat-
terer such as a periodic lattice or a fairly rigid molecule, 
another type of multiple scattering, "dynamic scatter­
ing," coherent in nature, arises. It can exacerbate the 
situation because elastic amplitudes rather than in­
tensities are added. Questions have been raised about 
work with crystalline clusters because dynamic scat­
tering effects can even be seen to complicate the pat­
terns of electrons scattered by single moleculesl54 By 
contrast, dynamic scattering is seen in X-ray or neutron 
diffraction only when samples reach macroscopic 
thickness. Theories of dynamic scattering exist both 
from the standpoint of building up scattering systems 
atom by atom54,55 and of subdividing crystals to smaller 
and smaller units.20 For small clusters of organic 
molecules corrections can be ignored.56 For large 
clusters of metals it is wise to apply them. Gold clusters 
only 16 A in diameter gave calculated dynamic effects 
in intensities exceeding 25%. Only for large diameters, 
however, were the intensities of the rings relative to 
each other, greatly distorted.20 
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Figure 4. Schematic diagram of the diffraction chamber of the 
Orsay apparatus. Gas expands from the miniature nozzle at the 
left into the skimmer chamber evacuated by a Roots pump. Gas 
transmitted through the skimmer and collimator is probed by an 
electron beam before being condensed on surfaces cooled by liquid 
helium. Scattered electrons are filtered by a rotating sector, then 
recorded on a photographic plate. Redrawn from Raoult and 
Farges.67 

5. Diffraction Apparatus 

Illustrated schematically in Figure 4 is the Orsay 
electron diffraction unit.57 A conventional electron 
optical system produces a fine beam intersecting the 
effluent from the nozzle-skimmer assembly. Electrons 
scattered by the cluster beam are recorded on a pho­
tographic plate taking several precautions to ensure 
records of high quality. The electron beam is focussed 
by a magnetic lens above the nozzle to direct all elec­
trons scattered through a given angle sharply to a 
common radius of the plate. A rotating sector is in­
terposed between the point of scattering and the plate 
to act as a filter and restrict recorded electron flux 
densities to a fairly narrow range. Without the rotating 
sector, electron intensities would vary over the photo­
graphic plate by several orders of magnitude, prohib­
iting accurate photographic measurements of pattern 
intensity. Because diffraction patterns are circularly 
symmetric, the diffraction plates can be rotated during 
photometry to average over grains in the emulsion. In 
careful work, sensitivity to diffraction detail more 
delicate than 1 part per thousand of the background 
atomic intensity can be obtained.45 Cryopumping at 
liquid helium temperatures augments a diffusion pump 
in scavenging gas from the diffraction chamber. 

The Michigan unit,35'45 originally designed for dif­
ferent purposes, is qualitatively similar to its Orsay 
counterpart but adopts a simpler nozzle system, uses 
liquid nitrogen instead of helium, compensating, in part, 
by incorporating pumping lines of large diameter. The 
most recent version of the Northwestern unit intro­
duced an electron counting system to replace film re­
cording in an attempt to improve precision in the 
measured diffraction patterns.58 The resultant digitally 
recorded patterns, however, have yet to approach the 
signal-to-noise ratios achieved in standard sector mi-
crophotometer measurements made upon high quality 
photographic plates when provision is made to integrate 
over plate areas exposed to ~ 108 electrons and to in­
tegrate over a precisely integral number of revolutions 
of the plate. 

One feature greatly facilitating accurate observations 
of the innermost diffraction details was the fabrication 
of a miniature rotating sector27 with a useful range in­
side s = l A"1. Construction followed Kalman's simple 
but effective design53 for small angles of joining two 
circular disks and rotating the pair about the point of 
contact. An improved compensation for the rapidly 
falling electron intensity was obtained by milling flat 
a short portion of the edge of each disk before joining 
the disks along the flat segments. 

B. Supersonic Nozzle System 

The Orsay system is based on Campargue's design59 

of a supersonic configuration to achieve high through­
put with modest pumps while preventing invasion of 
the jet by background gas. Gas at pressures from 
perhaps 100 torr to tens of atmospheres expands from 
a small tubular nozzle toward a skimmer. Most of the 
gas is skimmed off at a pressure of the order of 1-500 
millitorr and exhausted from the expansion chamber 
by a Roots pump. Gas transmitted through the skim­
mer is skimmed again by a collimator 15 mm down­
stream, after which the collimated jet is probed by the 
electron beam. This system has many advantages, in­
cluding a ready capability of generating clusters from 
neat gases, and a simple means of determining the 
position of shock waves. Clusters can be studied un-
shocked or, if desired, annealed by passage through a 
shock wave. Most investigations at Orsay have been 
carried out with neat gases. 

The Northwestern system is similar,58,60 including the 
skimmer and collimator. A miniature glass Laval 
nozzle,61 however, replaces the tubular nozzle. Super­
sonic flow is attained within the nozzle itself, and nu-
cleation and cluster growth are completed (or nearly so) 
before gas exits the nozzle. This contrasts with the 
Orsay system where nucleation and growth take place 
during the free jet expansion between the nozzle and 
collimator. Another difference is that, in the North­
western system, a carrier gas, usually He, Ne, or Ar, 
accompanies the material to be condensed through the 
nozzle and plays an important role in governing the 
kinetics of the cluster formation. It controls flow speed, 
helium transporting the seed gas much faster than, say, 
does argon, and it carries off heat of condensation, argon 
more efficiently than helium. 

The Michigan nozzle system35 is more primitive than 
the others. It resembles the Northwestern system in 
its incorporation of a Laval nozzle and skimmer but 
dispenses with the collimator. A carrier gas is usually 
used, as well. The shock wave structure is as yet un­
mapped. The main virtue of the system is its simplicity 
and compatibility with a diffraction unit designed for 
other purposes. Despite its severe simplicity and recent 
entrance into cluster research, the nozzle has produced 
the greatest variety of cluster types so far seen by any 
system. 

Several characteristics of a Laval-type of nozzle make 
it useful for cluster studies.61 By definition, it is a nozzle 
that flares out beyond its throat (position of minimum 
cross section area). Only with such a nozzle will su­
personic flow and the attendent temperature drop be 
achieved inside the nozzle itself. The nozzle walls im­
pose a severe constraint on the rate of expansion, 
thereby considerably slowing down the temperature 
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drop and greatly increasing the number of collisions 
between molecules in comparison with a free jet ex­
pansion over the same temperature drop. Laval nozzles, 
therefore, are more efficient generators of clusters and 
can give satisfactory results with much milder flow 
conditions and smaller pumping requirements. 

/ / / . Statistical Modeling of Clusters 

Three statistical techniques commonly applied to the 
structure and thermodynamic properties of condensed 
phases are identified here to avoid distracting elabo­
rations in later sections. Especially when noncrystalline 
clusters have been encountered it has proven to be 
helpful to interpret diffraction patterns in terms of one 
or more of the following statistical approaches, molec­
ular dynamics, Monte Carlo calculations, and the ref­
erence-interaction-site model (RISM). All of the 
methods depend upon an explicit representation of the 
potential energy surface characterizing the ensemble of 
molecules to be treated. Partly for reasons of economy 
and partly out of ignorance of many-body force laws, 
atom-atom pairwise additive interaction energies are 
almost always adopted. Lennard-Jones (6-12) potential 
functions have been the most popular partly, again, 
because they are cheaper to calculate than Buckingham 
and more complex functions that are superior repre­
sentations of observed interactions and, partly, because 
a rich background of information on Lennard-Jones 
systems is already available to provide guideposts, even 
if the systems are artificial. In the case of polyatomic 
molecules, in particular, optimum potential energy 
functions have not yet been established. Nevertheless 
statistical modeling is yielding rich insights about con­
densed matter. The three techniques encountered in 
the review of results are sketched below only in barest 
outline to distinguish them from each other. For fur­
ther details review articles should be consulted.62"*5,68-70 

A. Molecular Dynamics 

In the method of "molecular dynamics" (MD)62"64 the 
trajectories of individual members of a small collection 
of molecules are calculated as the molecules undergo 
chaotic collisions. Commonly the systems comprise a 
few dozen to a few hundred molecules, though as many 
as several thousand have been included.67 These may 
be placed in a cluster possessing a surface or in a cell 
with periodic boundary conditions to simulate bulk 
matter with only a small assemblage of individuals. 
Molecules interact through some assumed potential 
energy function and move according to Newtonian 
mechanics. Their mean kinetic energy is a direct gauge 
of the temperature, and runs can be made with full 
control over temperature and pressure or density. From 
such runs can be computed pair correlation functions 
for various atoms, groups of atoms, or centers of mass, 
the equation of state, and standard thermodynamic 
functions. In addition, certain kinetic quantities such 
as self-diffusion coefficients and transport properties 
can be inferred. 

B. Monte Carlo Calculations 

Monte Carlo (MC) computations64-66 are similar to 
MD simulations in the size and types of molecular 
systems studied. Instead of generating a thermal dis­

tribution by random collisions, however, random mol­
ecules are moved through random displacements by 
some prescription, and the move is accepted or rejected 
according to the Metropolis criterion. After a great 
many moves (»106) the system is in a Boltzmann dis­
tribution at a controllable temperature and pressure or 
density. While MC runs do not give as intimate a view 
of molecular processes as MD runs, they yield compa­
rable pair correlation functions and thermodynamic 
information, and can characterize transport properties, 
as well,64 though in the hands of chemists they have 
mainly been applied to equilibrium properties. 

C. Reference-Interaction-Site Model 

The reference-interaction-site model (RISM) has 
evolved from the approximate solution of the integral 
equations of fluids in statistical mechanics via consid­
eration of the direct correlation function of Ornstein 
and Zernike.68 The Percus-Yevick approximation 
provides a closure relation for the Ornstein-Zernike 
equation and renders numerical solutions of pair cor­
relation functions tractable.69 Originally the method 
was applied to monatomic hard-sphere liquids, then 
generalized by Lowden and Chandler70 to polyatomic 
molecules in which component atoms were treated as 
hard spheres. Finally, it was extended by Johnson and 
Hazoume71 to treat more general interaction functions. 
The principal advantage of RISM over MC and MD 
calculations is that it is considerably less expensive to 
apply, and it is supposed to be excellent if densities are 
not too high. Its accuracy in handling actual liquid 
systems has been analyzed only comparatively recently. 
Although MC and MD can be applied explicitly to small 
clusters, solid or liquid, in principle, RISM is intended 
to handle bulk liquids. 

IV. Results 

A. Clusters of Monatomic Molecules 

Rare gases and, to a lesser extent, metals, have been 
the most popular subjects of diffraction investigations 
of clusters to date. This is quite natural for several 
reasons, not the least of which is that chemists have 
only recently invaded this field previously enjoyed solely 
by physicists and gas dynamicists. Monatomic systems 
offer advantages. Not only are their dynamics of ex­
pansion and condensation more elementary to treat 
theoretically than those of polyatomic systems but also 
the diffraction patterns they yield are simpler to de­
cipher. All of the diffraction detail visible over and 
above the smooth background of atomic scattering is 
immediately ascribable to the cluster structure. No 
corrections for intramolecular interference terms need 
be made and no orientational factors complicate pack­
ing arrangements. 

Though simple, these systems have yielded funda­
mental insights about the structure and dynamics of 
matter intermediate in spatial extent between molecules 
and bulk. The influence of fineness of subdivision of 
matter isn't merely a matter of a distinctive surface 
layer of molecules becoming more conspicuous when the 
proportion of surface molecules increases. Rare gas and 
at least some metal atoms choose to pack together 
differently in small clusters than in large ones. How 
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Figure 5. Transformation (arrows) from a cuboctahedron (a) 
into an icosahedron (b). Redrawn from Farges et al.14 

this influences the kinetics of nucleation and catalysis 
is an open question of great significance. A brief outline 
of the effect of cluster size upon cluster structure is as 
follows. 

At temperatures below their freezing points, large 
clusters of rare gas atoms and certain metals (e.g., Pb 
and Ag)20 crystallize into cubic closest packed arrays 
(fee lattices). While this is the most efficient space­
filling form for spheres in the bulk (insofar as anyone 
knows) it is not the most stable arrangement for small 
numbers of soft, mutually attracting spheres. This 
conclusion was suggested by computations of packing 
energies of Lennard-Jones spheres by Hoare and Pal4-6 

whose results were in harmony with the earliest ex­
perimental observations of small argon clusters by the 
Orsay group. To give an example, the most stable 
packing of 12 rare gas atoms around a central atom is 
a regular icosahedron visualizable as made up of 20 
identical (but slightly distorted) tetrahedra sharing a 
common vertex (the central atom). The corresponding 
13-atom fragment of cubic closest packing is a cuboc­
tahedron with 6 atoms surrounding the central atom 
in an equatorial plane, three more atoms sitting in in­
dentations above the plane, and three, below. Identical 
tetrahedra, this time regular, can be identified in the 
cuboctahedron, also, but there are altogether only 8, not 
20. 

Mackay showed in 1962 how simple deformations 
from one form could lead to the other.72 Figure 5 il­
lustrates the transformation for 13-atom cluster. De­
tailed discussions by Mackay,72 Hoare and Pal,4-6 and 
the Orsay group11-18,73 treat smaller clusters, and larger 
ones, as well, considering further growth upon the faces 
of the icosahedral unit that preserve an underlying 
icosahedral signature. As is well known to students of 
crystallography, there is no space group admitting such 
packing and, hence, no true crystals can be built up by 
growth upon icosahedra. Successive layers added to the 
icosahedral faces lead to increasing strains. Even the 
13-atom fragment is not strain-free. The radial atom-
atom distances are compressed to lengths 5% shorter 
than the outer, tangential distances. Beyond a certain 
size, multilayer icosahedral structures become less 
stable than fee. Experimental diffraction patterns of 
rare gas clusters closely parallel those based on theo­
retical simulations by molecular dynamics. At tem­
peratures of formation characteristic of the Orsay nozzle 
system (see below) clusters progress from amorphous 
("polyicosahedral") for N < 50 atoms/cluster through 
multilayer icosahedral for 50 < N < 800 to fee when N 
exceeds about 800 atoms/cluster.13,17,74 There is some 
indication21-23,75 that for colder clusters, grown in the 

presence of an expanding carrier gas, the transition to 
fee is delayed until the mean size reaches a few thou­
sand atoms. Although the smaller clusters with poly­
icosahedral or multilayer icosahedral structures are 
noncrystalline, they are solid. For clusters larger than 
N »= 100 atoms their diffraction patterns are sharper 
than characteristic liquid patterns. Moreover, MD runs 
betray no liquidlike self-diffusion, and unmistakable 
melting occurs in MD simulations as the temperature 
is increased to the melting point.17 

Icosahedral packing recently received widespread 
attention76,77 due to the convergence of two observa­
tions, one experimental,78 and one theoretical.79'80 It was 
discovered78 that certain rapidly quenched alloys 
sometimes yield metastable quasicrystals displaying 
sharp, well-ordered diffraction spots manifesting 5-fold 
symmetry. Sizes of these quasicrystals may exceed 1 
Aim, with Bragg planes appearing to be well aligned 
across the entire ordered domain. Independent math­
ematical modeling79,80 showed how space-filling subunits 
("Penrose patterns") with an icosahedral motif can be 
put together to produce a quasi-periodic structure. 
When the Fourier transform was computed, it implied 
a diffraction pattern that turned out to be strikingly 
similar to the observed diffraction patterns of the alloys. 
While this is a provocative clue, the true internal 
structure of the quasicrystals remains incompletely 
understood. 

Although metal clusters have been studied intensively 
by several techniques, they have received much less 
attention than rare gases in diffraction investigations. 
When they have been investigated,19,20,37,81 conditions 
of the vaporization and nozzle flow have been decidedly 
different from those of the rare gases, and the mea­
surements of diffraction intensities, more rough and 
ready. Nevertheless, the diffraction patterns of metals 
that normally crystallize in the fee habit in the bulk 
(Pb,37 Ag20) closely resembled patterns of rare gas 
clusters of comparable size. In particular, they exhib­
ited the same characteristic deviation from the fee 
patterns now associated with correlations in atomic 
motions in small crystals deviating from those in the 
bulk.82 

One remarkable investigation of nucleation in su­
personic expansion deserves mention even though the 
clusters formed were not subjected to structure analy­
ses. Sherman et al.42,83,84 produced metal clusters, 
principally Zn, in flows (through Laval nozzles with 
helium carrier gas) that were conceptually identical with 
the later expansions of volatile gases at the North­
western and Michigan cluster laboratories. What stands 
in sharp contrast, however, is that the metal heats of 
vaporization and surface tensions were an order of 
magnitude higher, requiring temperatures to be scaled 
up, accordingly. Stagnation temperatures were brutal, 
sometimes exceeding 5000 K with pressures of 5000 
psia, and nozzles eroded quickly. Because the clusters, 
once formed, were nonvolatile, they could be collected 
and examined for size and shape by electron micros­
copy. Clusters were in the 100-A range, as they com­
monly are, also, in the analogous studies of volatile 
substances. The results of Sherman et al. are particu­
larly valuable in demonstrating the influence of carrier 
gases and nozzle design and in permitting a quantitative 
comparison with classical nucleation theory. Despite 
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the formidable experimental difficulties, observed nu-
cleation rates and cluster size distribution were well-
modeled by the classical theory. 

Temperatures of clusters as they exit the nozzle can 
be inferred from diffraction measurements of lattice 
constants and mean-square amplitudes of atomic 
motions, as outlined in a previous section.36'37 Although 
cluster temperatures depend strongly on the substance 
condensed and upon the expansion conditions, the 
Orsay group found a very simple relationship applicable 
to their system.74 Temperatures of clusters generated 
by the flow of neat gases through the Campargue nozzle 
were almost independent of initial (stagnation) pres­
sures and temperatures. Moreover, how hot the clusters 
were depended little upon cluster size or internal 
structure, for a given substance. It was discovered that 
cluster temperatures were, to a good approximation, 
proportional to the well-depth of the interatomic po­
tential energy. We here convert to heat of sublimation 
and rewrite the Orsay relation as 

Ta « AH9ub/B (12) 

where B is a constant85 with the value 0.20 kJ mol"1 K"1. 
That B is dimensionally an entropy with a value twice 
the Trouton constant is interesting but of obscure sig­
nificance. Alternatively, as suggested by the form of 
eq 12, the measured cluster temperatures are those for 
which the bulk sublimation pressure is very nearly 10"6 

atm. Clusters of O2, N2, and CO2 fell on the same curve 
as the rare gases. Illustrative examples of cluster tem­
peratures are T01(Xe) = 79 ± 8 K, and T01(Ar) = 37 ± 
5 K. Greater degrees of chilling can be achieved in 
expansions through Laval nozzles with carrier gases. 

Mean cluster sizes are readily controllable from a few 
atoms per cluster to over 20,000, by adjusting initial 
temperature, pressure, and concentration of carrier gas. 
In experiments by the Orsay group with neat argon,57,86 

changes in pressure, alone, from a few hundred Torr to 
a few atmospheres changed the effluent from unclus-
tered gas to large clusters. Conditions that lead to 
extremely small clusters are not conducive to the con­
densation of more than a small fraction of the gas. 
Diffraction patterns of such clusters are feeble, then, 
and difficult to measure with precision. On the other 
hand, conditions favorable for large clusters lead to 
condensation of most of the gas transmitted through 
the skimmer, and strong cluster patterns can be re­
corded, even in the presence of large excesses of carrier 
gas. 

Additional structural research on clusters of mona-
tomic substances is described in references 87-90. 

B. Solid Clusters of Polyatomic Molecules 

1. CH4 and N2 

Methane and nitrogen are quasispherical molecules 
whose condensed phases have physical properties 
bearing some resemblance to those of argon. It is not 
surprising, then, to find that clusters of CH4 and N2 
produced by the Orsay system behaved strikingly like 
those of Ar.18 Small clusters with a few dozens of 
molecules exhibited polyicosahedral structures while 
clusters of several thousands of molecules were crys­
talline with molecular centers at fee lattice sites. In the 
case of CH4, whose central carbon atom dominates the 

scattering, the structure functions are virtually identical 
in appearance with those of argon clusters. Indeed, 
even methane's root-mean-square amplitudes of oscil­
lation (u2)1/2 of 0.31 A (or 5.2% of the cluster lattice 
constant) were close to the corresponding quantities 
0.26 A (or 4.8%) for argon clusters. Patterns of nitrogen 
molecules, whose scattering sites are displaced from the 
molecular centers, differed appreciably in appearance. 
Moreover, root-mean-square amplitudes were substan­
tially larger at 0.51 A (or 9.0%), no doubt, partly be­
cause of the contribution of librational motions of the 
molecules. 

2. CO2 

Even though CO2 is decidedly less spherical than the 
other molecules so far considered, its large clusters are 
similar in internal organization.36 Carbon dioxide 
molecules pack in a cubic structure [PaS) with carbons 
at fee sites. Large clusters with diameters of several 
hundred angstrom units gave quite sharp Debye-
Scherrer rings and root-mean-square amplitudes of 
0.252 A (for planes containing only O atoms) and 0.240 
A (for planes containing both C and O atoms). For 
smaller clusters, formed at lower gas pressures, the 
amplitudes as well as the difference between the O and 
C/O amplitudes steadily increased as the cluster diam­
eter decreased, and the lattice constant shrank by about 
1 % as clusters reached 25 A. The larger amplitudes of 
the smaller clusters reinforced previous experience with 
the Orsay condensation process (cf. eq 12) that the 
shrinkage of the lattice was not due to cooling. It could, 
however, be accounted for by the Laplace internal 
pressure, iy/D, which of course is exerted more in­
tensely, the smaller the cluster diameter. A plausible 
surface stress, y, of 80 ergs/cm2 suffices for the observed 
shrinkage. The increasing proportion of the looser 
surface molecules as the clusters become smaller ex­
plains the trend in mean-square amplitudes, and li­
brational motions naturally make the O displacements 
larger than those of C atoms. Librational amplitudes 
were inferred to be 5° or 6° in the intermediate clusters, 
only slightly larger than those in the bulk. 

Torchet et al.36 interpret their diffraction patterns in 
terms of fee packing at all cluster sizes down to the 
smallest they encountered, thereby drawing a distinc­
tion between CO2 and Ar, CH42 and N2 which exhibit 
icosahedral packing for small N. This may in part be 
a matter of experimental sensitivity. Van de Waal,91 

in packing calculations on very small CO2 clusters (N 
< 13 molecules) found that polytetrahedral or icosa­
hedral structures closely analogous to those discussed 
above for Ar were more stable than fee fragments. 

3. H2O 

Clusters of water are decidedly different from the 
other clusters so far discussed.92'93 Those studied to 
date, both at Orsay and Northwestern, were produced 
without carrier gas. In order to get vapor pressures in 
the required range, initial nozzle temperatures were 
elevated. Clusters ranging from several dozen to several 
thousands of molecules were obtained with stagnation 
pressures ranging from 1 to 7 atm. Large clusters were 
mainly crystalline, but of the diamond cubic phase, not 
of simple ice. Small clusters were amorphous, although 
they were believed to be solid, also. Temperatures of 
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all clusters generated at Orsay92 were estimated to be 
about 180 K, partly on the basis of eq 12 and partly 
from comparisons between diffraction patterns and 
model calculations. Stein and Armstrong93 assumed 
their clusters were colder than 150 K, the temperature 
of transition to the diamond cubic form.94 A variety of 
popular models of water clusters were tested and found 
inadequate to account for the diffraction patterns of 
small clusters. These included models of dense random 
packing of tetrahedrally coordinated molecules95,96 and 
several clathrate models.97'98 A model which did give 
agreement was constructed by carrying out a molecular 
dynamics simulation with 20 H2O molecules interacting 
through the Stillinger-Rahman potential function.99 A 
droplet, initially liquid, was cooled to temperatures far 
below 0 0C in the simulation, giving a disordered hy­
drogen-bonded network with distorted rings of 3-6 H2O 
molecules. 

In one interesting set of experiments upon the larger 
clusters, skimmer conditions were altered to force the 
clusters to pass through a Shockwave, thereby subjecting 
them to a brief heating.92'100 This had the effect of 
annealing the microcrystals and increasing the degree 
of crystallinity. Similar experiments with CO2, which 
had given well-ordered clusters at all conditions, showed 
no increase of ordering induced by the Shockwave. 
Instead, the Shockwave appeared to evaporate some of 
the surface CO2 molecules. 

4. SF6, SeF6, TeF6, and Other Fluorides 

Sulfur hexafluoride has been the most extensively 
studied molecule with the possible exception of Argon, 
having received attention from all three cluster labo-
ratories.24'26'35'41'43'61'101"104 It was a particularly con­
venient subject for a series of fruitful studies, experi­
mental and theoretical, on gasdynamics and the kinetics 
of nucleation and cluster growth by Stein et al.43'61 

While these investigations were valuable and interesting 
in their own right, their detailed content is beyond the 
scope of the present review. The different procedures 
of the different laboratories led to contrasting results 
providing clues (not yet fully understood) about the 
mechanism and dynamics of nucleation. 

The Orsay system, applying high initial pressures 
(20-40 atm) and nozzle temperatures cooled to 220 K, 
was able to produce SF6 clusters ranging from 40 A 
diameter, temperature 113 K (neat gas) down to 30 A, 
70 K (mole fraction 0.01 SF6 in Ne).104 Intermediate 
temperatures could be produced by passing the cold 
clusters through Shockwaves. All clusters gave dif­
fraction patterns corresponding to the plastic-crystal­
line bcc phase I believed to be stable in the bulk from 
its melting point (225.5 K at 2.2 atm) down to 94.3 K 
where it undergoes a transition to phase II whose 
character is not fully understood.105-107 That the bcc 
phase was observed at a temperature 25 0C colder than 
the transition temperature is of some interest (see be­
low) but is not surprising in view of the cluster's brief 
lifetime of tens of microseconds, only part of which was 
spent in a supercooled state. 

Larger clusters (50 A to over 170 A) were easily 
achieved under much less severe conditions in Laval 
nozzles with carrier gases. Laval nozzles, as explained 
before, are more efficient generators of clusters. Stein 
et al.41 reported bcc clusters of SF6 (XSFe = 0.03 in Ar) 

with temperatures apparently decreasing to 70 K as 
stagnation pressures increased to 3.5 atm (nozzle tem­
perature 293 K). While this does not look out of line 
with the Orsay data, it is not consistent with data on 
SF6 and SeF6 acquired later in similar Laval expansions 
at Michigan.24,25 Moreover, Stein reported anomalous 
behavior of the apparent cluster size as a function of 
mole fraction and stagnation pressure. What has been 
observed in Ann Arbor for SF6 and SeF6 is the growth 
of intensity of a diffraction pattern of crystalline phase 
II that "contaminates" the phase I pattern as conditions 
become severe enough to drop nucleation temperatures 
below the transition temperature. Since diffraction 
rings of phase II appear close to those of the strong rings 
of phase I, they distort the pattern in a way that can 
lead to misinterpretation of cluster size and tempera­
ture if the "contamination" is not taken into account. 

Strong lines of phase II were obtained more readily 
for clusters of SeF6 than for SF6,

24 presumably because 
its transition temperature (170 K)108 is higher. Tellu­
rium hexafluoride, with yet a higher transition tem­
perature (233 K),108 formed clusters of phase II with 
such ease that patterns of the bcc phase I were never 
seen.24,25 In fact, on decreasing the temperature of 
nucleation, TeF6 clusters of yet a third crystalline phase 
(so far unidentified) were produced. This could be 
brought about either by decreasing the TeF6 mole 
fraction or decreasing the stagnation pressure. Phase 
II appears to be triclinic25106 although some reports 
suggest that the transition of SF6 at 94 K is from bcc 
to hexagonal.105 

Details of the crystallography of the hexafluorides 
and of the simulations under way to help resolve the 
matter are outside the subject of this review. What is 
significant is the control one has over the type of cluster 
that can be formed and whether, if low temperatures 
are attained, one has a supercooled or an equilibrium 
form. For example, for the hexafluorides at depressed 
temperature, cold form I or forms II or III can be grown, 
or a mixture of forms. How a mixture can appear is 
uncertain. One possibility is that first I, then II forms 
by homogeneous nucleation as the nucleation temper­
ature drops through the transition point, before nu­
cleation is shut off via the heat of condensation evolved 
by the growing clusters. 

Other fluorides that have been observed to give 
crystalline clusters include SiF4 and C4F8.

109 Flow 
conditions and cluster sizes are similar to those of the 
hexafluorides. 

One behavior, first noted by Stein,103 is that when SF6 
clusters are grown in expansions with Ar carrier at low 
concentrations of SF6, Ar clusters can appear, too, under 
flow conditions similar to the production of Ar clusters 
from neat Ar. Such behavior has also been observed 
with a number of other seed gases at low concentration 
(X < 0.03) in Ar.24-25 It was initially interpreted as the 
heterogeneous nucleation of Ar upon the surface of SF6 
clusters.103 This seems doubtful because the Ar clusters 
are much colder than the SF6

24 (and other) clusters, and 
the thermal conductivities could not allow such a gra­
dient.39 Indeed, the molecular clusters appear to be too 
warm to condense Ar under the flow conditions 
achieved, and it is probable that Ar fractionates away 
from the warm cluster jet concentrated on the central 
lines of flow and undergoes homogeneous nucleation as 
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it would in the absence of the seed gas. 

C. Liquidlike Clusters of Polyatomic Molecules 

/. General Remarks 

Before chemists entered the field, all supersonically 
generated clusters studied by electron diffraction had 
been reported to be solid. Their constituent molecules 
had all been very simple, and most were spherical or 
quasispherical. As soon as chemists tried seeding car­
riers with more complex molecules, for example, various 
hydrocarbons, it turned out that a large proportion of 
them gave cluster patterns of very different aspect. 
Clusters were liquidlike. A full elucidation is not yet 
at hand but much useful evidence has accumulated. 

2. CCI4 

Carbon tetrachloride was among the early substances 
observed to condense into liquid clusters.26 It is note­
worthy for several reasons. First, it is the only sub­
stance so far to have been induced to condense into 
either liquid clusters or crystalline clusters, depending 
upon conditions. Secondly, the distance over which 
order is seen in the liquid is quite large. Liquid clusters 
are obtained in expansion with carrier gas through a 
Laval nozzle when conditions are mild. As expansion 
pressures increase, diffraction features begin to trans­
form into a superposition of rings corresponding to the 
rhombohedral plastic-crystalline phase. It is not yet 
possible to determine the temperature of the liquid 
clusters with accuracy but an estimate based on the 
temperature-dependent position of the innermost dif­
fraction line suggests ~200 K whereas eq 12, found by 
the Orsay group to apply to some polyatomic cases, 
suggests a temperature below 150 K. In any event, the 
clusters appear to be substantially supercooled below 
the melting point of 250 K. Because the clusters are 
probably above the glass temperature estimated to be 
129 K110 and transform easily into crystals,26 they are 
almost certainly liquid in nature, not amorphous solids. 
They also appear to be colder than the crystalline 
clusters whose densities correspond approximately to 
225 K. Freezing of isolated supercooled liquid CCl4 
would raise the temperature by about 20 0C through 
evolution of the heat of fusion. 

What stimulated research on CCl4 in the first place 
were comments in the literature111 that standard X-ray 
and neutron diffraction techniques give too poor re­
solving power of diffraction detail to show the true 
narrowness of profile of the innermost diffraction 
rings—and, hence, the standard technique far under­
estimates the true range over which the liquid exhibits 
order. A new energy-dispersive X-ray technique was 
introduced that was claimed to detect order out to 30 
A in liquid CCl4.

111 Such a long range seemed re­
markable for a molecule like CCl4. Because it was not 
clear to what extent the novel X-ray technique could 
be trusted and because an electron beam can provide 
very high resolution, it was decided to carry out an 
electron study of CCl4 clusters. The result was even 
more remarkable than that of the energy-dispersive 
X-ray examination. Order was found beyond 50 A for 
the microdrops of supercooled liquid! 

One statistical model has been applied to both liq­
uid112 and glassy113 (10 K) CCl4 with some success. 

RISM calculations reproduced experimental details in 
rough outline but, among other discrepancies, fell far 
short of experiment in predictions of the range over 
which pair correlation functions deviate from unity 
(randomness). 

3. C6H6 vs. Spherical Molecules 

Benzene clusters are particularly attractive subjects 
for investigation. They offer the possibility of studying 
in some detail a polyatomic, aspherical analogue of 
liquid clusters of nominally close-packed spheres. As 
will be seen, benzene behaves in some respects as 
quasispherical. So far, liquid clusters of rare gas atoms 
that might serve as reference examples have been seen 
only in computer simulations,17'114,115 not experiment, 
perhaps because of their relatively narrow temperature 
range of stability and their resistance to supercooling. 
Whether an icosahedral motif appears in their liquid 
structure as has long been proposed, as well as in small 
solid clusters, has been answered definitively only very 
recently in molecular dynamics analyses of Stillinger.116 

In simulations of bulk liquids the structural patterns 
are so blurred by thermal motions that an objective 
assessment is difficult. Nevertheless, the local potential 
energy minimum in SN - 6 dimensional hyperspace 
describing the N-atom ensemble at a given moment can 
be determined and sampled at intervals. It is found 
that the geometric distribution of atoms corresponding 
to a characteristic potential energy minimum in hy­
perspace is independent of temperature, and that ico-
sahedra make up only a minute fraction of the local 
groups in the bulk. Fragments with fee packing can be 
joined to others in disordered aggregates more effi­
ciently than can icosahedral fragments, evidently. 
Although the case against icosahedral packing in simple 
liquids looks compelling for bulk samples, it may very 
well be found that icosahedral packing will prevail in 
sufficiently small microdrops as it does in the micro-
clusters they freeze to. Moreover, evidence suggesting 
that strong supercooling favors icosahedral units has 
been advanced.117 

Unfortunately, conclusions available for benzene at 
the time of the present review are preliminary and in­
complete. What can be said are the following. At or­
dinary pressures benzene freezes at 5.5 0C into ortho-
rhombic crystals in which the molecular packing is often 
described as "herring bone" in pattern.118 Nevertheless, 
if the disklike molecules are envisaged to puff up and 
undergo a smooth transformation to a spherical shape 
while maintaining the same packing arrangement, they 
reach the cubic closest packed (fee) structure enjoyed 
by rare gas atoms. Moreover, also like rare gas atoms, 
their most stable packing in 13-molecule clusters is not 
the cuboctahedral fragment but is an icosahedron, ac­
cording to calculations of packing energy.91 

Under all expansion conditions leading to clusters so 
far explored with an initial vapor temperature of ~25 
0C, the clusters have been observed to be liquidlike.27,119 

Typical structure functions are illustrated in Figure 2 
for clusters produced with He, Ne, and Ar at a variety 
of mole fractions and pressures. Comparisons (Figure 
6) with patterns calculated for 13-molecule clusters, 
cuboctahedral and icosahedral, and a 55-molecule 
crystal fragment show marked similarities but signifi­
cant differences—differences related both to cluster size 
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Figure 6. Structure functions for benzene, (a-c) Calculated, 
respectively, for Williams' 13 molecule cuboctahedral cluster and 
icosahedral cluster and for a 55 molecule, approximately spherical 
crystal fragment, (d) Narton's experimental X-ray intensities, 
(e) Electron diffraction intensities from clusters. Reproduced, 
with permission, from Valente.27 Copyright 1984, American In­
stitute of Physics, New York. 

and packing. From the sharpness of the innermost ring 
it is estimated that the cluster diameter must be in 
excess of 32 A; indeed, the ring is as sharp as that of 
bulk benzene. Preliminary evidence suggests that the 
supercooling may be substantial. Perhaps benzene's 
aspherical shape is responsible for a substantially higher 
activation energy for transition from supercooled liquid 
to crystal than is the case for monatomic clusters. No 
crystalline clusters have yet been seen although, when 
the most effective carrier, argon, was used under con­
ditions designed to achieve high cooling, Ar clusters 
were formed as well as liquidlike benzene. 

Simulations with RISM successfully represented the 
structure function in the mean (Figure 7) if atoms were 
inflated 6% over their true sizes according to the 
Williams potential functions. The detailed represent­
ation is not good, however, and is associated with a pair 
correlation function that is far more washed-out than 
that implied by experiment. Molecular dynamics and 
Monte Carlo simulations are widely believed to be su­
perior to these or RISM for dense condensed phases. 
Although a number of investigators have carried out 
MD and MC computations on benzene120-127 that re­
produce the thermodynamic properties at room tem­
perature reasonably well, they are of little use in in­
terpreting the properties of cold clusters, quite apart 
from the disparity in temperature. Among other rea­
sons, the potential functions they are based on are 
highly simplified and marginally realistic. Because of 
the considerable expense of MD and MC runs, only 
six-site models have been adopted, so far, instead of the 
12-site model of Williams and Starr shown to give 
faithful representations of the crystal123,124 for the high 
as well as the low pressure forms. In fact, the six-site 
models heretofore published have given rather crude 
crystal structures, whether they included the electro­
static quadrupole energy or not. 

When computer simulations are refined to the point 
where they satisfactorily reproduce the diffraction 
patterns of clusters as well as giving a good account of 
thermodynamic properties, it can then be concluded 
that molecular interactions leading to clusters are fairly 
well understood. This degree of understanding has been 
at hand for monatomic substances for several years. It 

Figure 7. Structure functions for benzene. Points, electron 
diffraction intensities from clusters. Lines, RISM liquid simu­
lations with various adjustments, curve (c) representing the best 
fit obtainable. For details see ref 27. 

is only slowly being approached for liquidlike ensembles 
of polyatomic molecules. 

4. Other Liquidlike Clusters 

Too few systems have been investigated to establish 
general conclusions. As discussed in the foregoing 
section, monatomic, diatomic (in the single case exam­
ined), and very simple polyatomic molecules tend to 
form solid clusters. More complex polyatomic mole­
cules apparently form liquid clusters easily. Examples 
so far seen include carbon tetrachloride and benzene 
(already discussed), cyclopropane, n-butane, neo-
pentane, and perfluorobenzene.109 Analyses of the latter 
examples are incomplete. 

D. Trends In Nucleation and Cluster Growth 

A comprehensive account of cluster formation in su­
personic flow is far from having been achieved. On the 
one hand, it seems to be established that very small 
clusters are organized internally in a different way than 
are large clusters, and an underlying icosahedral pack­
ing is increasingly thought to characterize small assem­
blies of symmetrical molecules. On the other hand, 
small changes in the conditions of expansion have 
sometimes been seen to lead to substantial differences 
in molecular packing in clusters. In the case of the 
hexafluorides of sulfur, selenium, and tellurium three 
different crystalline forms have been produced,24 and 
nucleation temperature more than cluster size seems 
to be the factor responsible. In the one example (CCl4) 
so far seen to give both liquid and solid clusters, con­
ditions favoring nucleation at a higher temperature were 
those giving the solid, and temperatures of the solid 
clusters appeared to be higher than those of the liquid, 
but not by a large margin.26 It is possible under some 
conditions that disorganized clusters if formed at too 
low a temperature cannot transform quickly to the 
crystalline form. While this might account for the be­
havior of CCl4, the modest differences in conditions 
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giving liquid and solid and the reasonably high cluster 
temperatures do not make for a convincing argument. 
The argument might, however, explain the fact that 
only liquid benzene clusters have been seen, so far. 

It may be worthwhile to review briefly a few aspects 
of nozzle flow that afford some control over nucleation 
conditions. We will assume the nozzle is a Laval nozzle, 
a nozzle whose inner diameter increases smoothly with 
distance x from the throat. We will neglect effects of 
viscous drag in the boundary layer of gas close to the 
nozzle wall. Such effects are larger, the smaller the 
nozzle, but do not change greatly the behavior sketched 
below. To a good approximation the flow is adiabatic, 
attaining sonic velocity (Mach 1) at the point of greatest 
constriction, the throat. Therefore, the nozzle 
throughput is readily calculable126 from the speed of 
sound 

vs = WT1ZMu,)1'2 (13) 

and the throat area, A0, where y is the ratio Cp/Cv of 
heat capacities of the gas mixture, Mw is the mean 
molecular weight, and T1 is the temperature to which 
the gas falls when it has been accelerated to the speed 
of sound as discussed in the next paragraph. What 
accelerates the gas up to this point and beyond, of 
course, is the expansion of the gas upstream of it. The 
net increase in kinetic energy of flow of any volume 
element, on balance, is paid for by the enthalpy of that 
volume element. Therefore, gas with a high heat con­
tent by virtue of vibrational and rotational degrees of 
freedom can be accelerated to higher speeds in expan­
sion than can a monatomic gas of comparable density 
whose heat capacity is solely translational. By the same 
token, a monatomic gas can undergo the greatest tem­
perature drop in a given length of flow in the nozzle, 
and can cool a small amount of any gas seeded into it 
in like measure. This cooling is so great that even 
though the partial pressure p s of the seeded gas de­
creases during expansion in the nozzle, the degree of 
supersaturation p8/p8(°°) rapidly increases, where ps(

m) 
is the saturated vapor pressure of the bulk substance 
at the local temperature. When supersaturation reaches 
a critical level, nucleation of clusters becomes rapid. 
Then the heat of condensation evolved by the growing 
nuclei tends to raise the temperature of the flowing 
medium and shut off further nucleation. 

To illustrate how the nucleation temperature and, 
thereby, cluster characteristics, can be controlled by 
varying flow conditions, we sketch a few more properties 
of flow in Laval nozzles. If A(x) is the effective area 
of the nozzle at distance x from the nozzle throat, the 
temperature profile T(x) is a simple function of A{x)/A0 
for a gas with a given y ratio.84 Since all rare gases have 
the same y, their temperature profiles T(x) are the 
same, and this is little changed by addition of a small 
mole fraction X8 of seeded vapor, as long as no heat of 
condensation has been given off. Moreover, T(x) is 
independent of the initial pressure p0. In addition, the 
well known relation between Mach number M (jet 
speed/speed of sound) and temperature expressing the 
conversion of enthalpy to mass flow rate, is 

T1 1 + ((7 ~ 1)/2)M!2 

T1 ' 1 +((T - 1)/2)M2
2 ( U ) 

and is applicable to initial temperature (M = 0), throat 

temperature (M = 1) and flow temperature T(x) at 
M(x). Therefore MOc), the profile of Mach number is 
the same for all monatomic carrier gases. What dis­
criminates between the carrier gases is their molecular 
weights. Flow velocities and molecular speeds are both 
proportional to (Mw)~xl2 according to eq 13 and 14. 
Helium will move over 3 times more quickly through 
a nozzle than will argon, but will contribute the same 
number of atom-cluster collisions (assuming the same 
pressure) because its atoms are over 3 times faster. 
Seeded molecules and clusters tend to be dragged along 
with the flow. Therefore, in a given distance Ax along 
the nozzle, seed-seed and seed-cluster collisions de­
crease in number the lighter is the carrier gas, because 
seed molecular speeds depend on T(x) and seed Mw, not 
carrier M10. Further enhancing the discrimination be­
tween carrier gases is the fact that energy exchange 
between atoms of carrier gas and surface molecules is 
more efficient if their masses are comparable. There­
fore, argon atoms striking a cluster surface are, as a rule, 
far more efficient at extracting heat and cooling the 
cluster than are helium atoms. A final factor is mass 
fractionation, a phenomenon in which heavier particles 
tend toward the central flow lines while lighter particles 
move outward.127 This effect is most pronounced with 
helium and has the effect of depleting the cooling power 
of the carrier gas in the region where the clusters are 
most concentrated. 

Now let us consider how nucleation temperature can 
be controlled. If X8, the seed mole fraction is small, the 
T{x) profile is nearly that of the carrier and is inde­
pendent of P0, the total initial pressure. If X8 is fixed 
but P0 is increased, or if p0 fixed but X8 is increased, 
then a given degree of supersaturation will occur earlier 
in the nozzle and the nucleation temperature will be 
increased. To get nucleation at a lower temperature, 
initial conditions should be changed in the opposite 
direction. How mean cluster diameters D and the 
fraction / of seeded vapor that is condensed depend on 
flow conditions is exemplified by studies on benzene. 
Both experiment and computer simulations based on 
classical nucleation theory gave the following results:27 

(1) At constant carrier stagnation pressure, reducing 
benzene mole fraction to small values causes D and / 
to decrease. 

(2) At constant partial pressure of benzene, reducing 
carrier pressure causes D and / to decrease. 

(3) As the molecular weight of carrier increases, D and 
/ tend to increase. 

(4) At saturated vapor pressure of benzene (20 0C), 
a carrier pressure of 2-3 bar is needed for a typical 
micronozzle (throat, 0.013 cm, exit 0.2 cm, length 3 cm, 
ref 24) to give reasonably complete condensation. These 
results can be understood after a little reflection in 
terms of the foregoing discussion. For further details, 
consult ref 27, 42, 43, 61, and 83. 

V. Summary and Conclusions 

Homogeneous nucleation in supersonic flow has 
proven to be a versatile technique for generating clus­
ters. Mean cluster size can be controlled from a few 
molecules per cluster to over tens of thousands. Effects 
of cluster size on molecular packing have been docu­
mented in some detail for simple systems. Moreover, 
clusters of some substances can be induced to organize 
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in any of several different structural types, depending 
upon conditions of flow. Efforts to exploit this prom­
ising approach are at a very early stage. 

Electron diffraction is one of the most effective ex­
perimental tools available for research on clusters. For 
crystalline clusters it can often determine in detail the 
molecular packing, cluster size, temperature, and den­
sity. For liquid and amorphous clusters the diffraction 
information is more limited. Computer simulations via 
Monte Carlo or molecular dynamics can provide sup­
plementary evidence of considerable value for filling in 
details not resolved by the diffraction analyses. At the 
present state of the art, however, computer modeling 
is no more capable by itself than the diffraction analyses 
in deciphering details of disordered polyatomic systems 
because reliable, practical, potential surfaces are not yet 
generally avaialble. What appears to be a fruitful ap­
proach is to construct preliminary potential surfaces 
based upon available information about crystal struc­
ture, lattice dynamics, and thermodynamic information 
and to adjust, as needed, to fit the cluster data, in ad­
dition. In that way, by successive approximations, the 
internal structure, temperature, and density of even 
disordered clusters can be inferred. In the process of 
adjustment, realistic molecular interaction functions can 
be developed. This is presumably the ultimate goal in 
chemical research on clusters in the first place. Al­
though most clusters studied by diffraction to date have 
been of highly volatile substances of marginal interest 
in, for example, reaction chemistry, high volatility is not 
an inherent requirement. If there were sufficient in­
centive, the technique could be extended to moderately 
refractory materials including various potential cata­
lysts. 

Because the approach described in the foregoing has 
been applied, so far, by only a handful of principal 
investigators, and because these investigators have been 
in widely different fields overlapping chemistry only 
modestly, the focus of this review has not been that of 
traditional chemistry. Yet it is clear that the type of 
information derivable is intrinsically of enormous im­
portance in chemistry. It is to be hoped that the con­
siderable potential of the method will be fully realized 
in the coming years. 
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