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/ . Introduction: The Task of Quantum 
Chemistry In Cluster Research 

It is superfluous to repeat the arguments justifying 
why an understanding of the electronic structure of 
clusters is important. Similarly, it is needless to enu­
merate the far-reaching consequences of this under­
standing for our general knowledge of some basic 
properties of matter as well as for practical applications 
(e.g., in heterogeneous catalysis and astrophysics). The 
necessary information can be drawn from several 
sources in the recent literature (cf., e.g., ref 1-13). A 
large and still increasing number of experimental and 
theoretical contributions to cluster research convinc­
ingly demonstrates that the scientific community well 
understands the importance of this field. 

On the other hand, it is more difficult to reach a 
consensus about the real meaning of the interpretation 
of the basic properties of clusters. This state of things 
is due to the very nature of clusters. They represent 
a natural bridge between molecules on the one side and 
solids or liquids on the other side. Therefore, they offer 
a challenging field of research for both physicists and 
chemists. More specifically, the theory of clusters has 
been simultaneously developed using the concepts and 
methods of the solid-state theory and those of the 
theoretical chemistry. Although both these branches 
of science are naturally based on a common general 
background, the concepts actually used differ substan­
tially. Consequently, we assume that a few remarks 
concerning the formulation of the problems and tasks 
in the theory of clusters will be useful. 

Clusters can be defined as agglomerates of a limited 
number of atoms or molecules. The number of atoms 
or molecules in a cluster is very small in comparison 
with the number of atoms or molecules in a liquid or 
solid. The average number of nearest neighbors of an 
atom in a cluster does not usually correspond to its 
chemical valence, and it differs also from the number 
of nearest neighbors in the corresponding crystal. This 
circumstance is often formulated by physicists as a 
relatively large ratio between the "surface" particles and 
the "bulk" particles in a cluster, or, otherwise, as a large 
number of "dangling bonds" on the "surface of a 
cluster". Let us notice that the ratio is not at all small 
for relatively big clusters (cf., e.g., ref 14). Notions such 
as surface tension or surface curvature are frequently 
employed in classical models which are sometimes used 
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to rationalize certain deviations from crystal properties 
(e.g., the deviations of the ionziation potential of clus­
ters from the work function).1516 Similarly, some 

methods of solid-state quantum theory are often mod­
ified in such a way that they take into account the finite 
dimensions of clusters. In this connection, the various 
versions of the spheric jellium model17-20 as well as the 
local potential approaches should be mentioned (cf. 
21-23). It is evident that the applicability of methods 
based on concepts and notions well proven in solid-state 
physics can start to be questionable when a cluster is 
very small. Moreover, the translational symmetry 
properties of crystals which help substantially to reveal 
the interesting and important features of very large 
systems studied by solid-state theory do not exist for 
relatively small clusters. 

Therefore, it seems quite natural to employ the 
methods used in quantum chemical investigations of 
molecular systems. Let us emphasize that, roughly 
speaking, quantum chemistry has been successful in two 
fields: first, in the qualitative explanation of the elec­
tronic structure and properties of relatively stable 
molecules with well defined bonds; second, in the pre­
diction of the behavior and properties of unusual small 
molecular systems which are of great importance in 
modern chemistry and molecular physics. The proce­
dures used in these two research directions are quite 
different: The first group of problems can be treated 
with relatively simple theoretical methods that in 
principle allow for an extrapolation of the knowledge 
about small molecules of a given type obtained from 
higher level of theory to other, very often quite large, 
molecules of a similar kind treated at different levels 
of sophistication. Simple ab initio methods and various 
semiempirical procedures belong to this category of 
procedures. A reliable investigation of molecular sys­
tems with unusual fundamental properties requires 
more sophisticated quantum chemical approaches. The 
application of the more elaborate quantum mechanical 
methods borders very often on limits of practical fea­
sibility if the systems under investigation are not really 
quite small. For this reason severe limitations exist in 
the size of manageable systems, if the unmodified or 
unadapted methods of quantum chemistry are used. 
The application of relatively sophisticated quantum 
chemical methods to small properly selected repre­
sentative systems sometimes yields new insights in the 
form of regularities which may be generalized to obtain 
general rules. 

These features of quantum chemical methods pose 
a dilemma to a would-be investigator: The use of so­
phisticated methods is desirable to solve the relevant 
problems of the electronic structure of small clusters, 
but their applicability seems to be limited only to ag­
gregates that are too small. 

The danger is to lose the possibility to thoroughly 
examine just those clusters whose size is such that they 
exhibit peculiar properties intermediate between those 
characteristic of molecules and those characteristic of 
solids. 

The dilemma is further aggravated by the circum­
stance that the practically most interesting and ex­
perimentally most frequently studied clusters are com­
posed of relatively heavy atoms with large numbers of 
electrons. The difficulties are particularly serious in the 
case of clusters built from transition-metal atoms be­
cause they not only have a large number of electrons 
but also a very dense spacing of energy levels. This last 
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property opens many possibilities of interaction of the 
transition-metal atoms with suitable partners. More­
over, relativistic effects are no longer negligible for a 
correct examination of interesting heavy atoms. This 
troublesome situation in the electronic theory of clusters 
is similar to the difficulties in the electronic theory of 
inorganic complexes and is perhaps even more com­
plicated. Notice, nevertheless, that recently quite en­
couraging progress has been achieved just in the ap­
plication of ab initio quantum chemical procedures in 
the chemistry of complexes. 

Is there any escape from these troubles with the ap­
plication of quantum molecular methods appropriate 
for answering relevant questions about the electronic 
structure of clusters? Or, on the contrary, are the ap­
proaches typical for solid-state theory more practicable 
here and consequently more promising so that there is 
no advantage in employing quantum chemical methods 
in cluster theory? 

According to our opinion the recent literature on 
quantum chemical investigations of the electronic 
structure of small clusters clearly shows the usefulness 
of quantum molecular methods in cluster theory. Of 
course, some precautions should be taken in order to 
make such investigation really effective and informative. 
To be able to formulate the corresponding recommen­
dations it is necessary to try first to define the goals of 
the electronic theory of clusters more precisely and 
concretely, taking into account the limitations of 
quantum chemical methods. 

The most frequently asked question concerning 
clusters of metal atoms is at what cluster size the typical 
metallic properties, such as high electronic conductivity, 
start to appear? Another topic of special interest is the 
comparison of magnetic and spectroscopic properties 
of clusters with the corresponding properties of crystals. 
One can ask at which rate the ionization potential of 
clusters converge to the bulk work function or at which 
rate the average binding energy per atom in a cluster 
converges to the cohesion energy of a crystal. Is the 
geometric arrangement of particles in a cluster similar 
to that in the crystal or crystal surface or are, on the 
contrary, the geometric features of clusters very spe­
cific? Is it possible to obtain the most stable cluster 
by adding more atoms or atom groups at proper places 
to a smaller stable cluster or, oppositely, should the 
cluster undergo deep qualitative rearrangements during 
its growth? Is cluster stability a monotonic function 
of cluster size? If mass spectroscopy is used for the 
detection of clusters the experimentalists very often find 
especially high abundances for certain cluster sizes in 
the mass spectra. What are the reasons for the ap­
pearance of these "magic numbers"?17,24'25 The theory 
of electronic structure should be in principle able to 
yield at least the basic starting point to answer all these 
questions. 

The criteria by which theory judges the differences 
between cluster and crystal bulk properties are some­
times obvious, but in many cases the opposite is true. 
An example for the first case are the geometrical fea­
tures of clusters. Here, the only problem is the choice 
of a proper theoretical method able to find the ener­
getically favorable geometry without prejudices and a 
prior constraints which can result from them. This does 
not mean, of course, that the task of finding the cluster 

geometry is an easy one because the number of degrees 
of freedom is extremely large if it cannot be assumed 
a prior that the cluster has a high symmetry. 

A typical example of a property for which the crite­
rion discriminating between the bulk and the cluster 
behavior is not evident is the electric conductivity. The 
usual criterion of the metallic state in solid-state theory 
is a large density of states at the Fermi level. The 
concept of density of states is based on a one-electron 
approximation on the one hand and on the continuous 
spectrum of one-electron energy levels on the other 
hand. The first feature is of a questionable value for 
many clusters. The second feature is evidently not 
appropriate for finite clusters at all, and an artificial 
broadening of the calculated discrete one-electron en­
ergy levels of a cluster does not necessarily yield a good 
simulation of the density of states for a metal crystal. 
It is mainly necessary to realize that very often two or 
more states of a cluster have very similar total energies, 
but the spectra of one-electron levels in the main 
electronic configurations (cf. appendix VILA) differ very 
much just in the vicinity of higher occupied and lower 
virtual molecular orbitals (around the "Fermi level"). 
In the special case, quite often occurring for stable 
cluster shapes, only one configuration has a very large 
weight in the configuration expansion of the wave 
function. Consequently, the one-electron energy gap 
between the occupied and virtual orbitals can be taken 
as a measure of the conductivity. This gap can, how­
ever, vary substantially for various close-lying electronic 
states of the same cluster geometry. Therefore, it is 
dangerous to draw any conclusion about the electric 
conductivity by making an analogy between the energy 
difference between the highest occupied and lowest 
unoccupied MO for a particular state of a cluster and 
the existence or nonexistence of an energy gap between 
the valence and conductivity band of an infinite system. 
Here we meet the above-mentioned dangers when 
usuing the concepts of solid-state theory for small 
systems—the clusters. 

Since the criterion of the width of the energy gap near 
the "Fermi level" in the density of states dependence 
is not easily applicable for clusters, other criteria of the 
evolution of the metallic state with the cluster size 
should be considered. One can suggest the existence 
of few excited states with very small excitation energies 
as a criterion related to the "energy gap" criterion. 
Indeed, the small clusters very often exhibit a very rich 
spectrum of excited states with energies near to that 
of the ground state. Nevertheless, it has been noticed 
that many clusters can show a "biradicaloid" character26 

which can be accompanied by very small energy dif­
ferences among states with different multiplicity (cf. 
appendix VILA). It can therefore be argued that the 
existence of the nearly degenerate states of clusters is 
a consequence of the surface and not of the interior 
properties. Owing to the very nature of the "metallic" 
clusters the presence of excited states near to the 
ground state is probably due to both features: For very 
small clusters the influence of the "cluster surface" 
prevails, and for very large "metallic" clusters the con­
ductivity in the interior of the clusters is more impor­
tant. The separation of the two influences is probably 
impossible. 



542 Chemical Reviews, 1986, Vol. 86, No. 3 Koutecky and Fantucci 

Therefore, some other criteria for the development 
of the metallic state should be thought of. The degree 
of derealization of the one-electron density over the 
cluster seems to be an appropriate supplementary 
measure for this property. The derealization of the 
chemical bonds and the simultaneous existence of states 
with low excitation energies in the same cluster allow 
the assumption that the electrons in the cluster are 
mobile. 

Experimental research on clusters undergoes a stormy 
development with all the associated advantages and 
drawbacks for a parallel theoretical investigation. The 
theory can give valuable hints for experimental activ­
ities and important interpretations of empirical find­
ings, but it can easily be misled by an uncertain or 
incorrect interpretation of experimental results. Cau­
tion is mainly recommended if enormously complicated 
processes or phenomena, such as relative abundances, 
are interpreted on the basis of a single feature or a few 
theoretically predicted features of clusters. In general, 
a direct comparison of the numerical results of the 
theory with an experiment is quite risky without a 
careful and critical consideration of the origin and na­
ture of the quantities compared. 

The main goal of investigation of electronic structure 
of clusters with quantum molecular methods is to unveil 
the manifestation of the general physical and chemical 
properties of atoms under the specific conditions ex­
isting in clusters. The resulting cluster properties either 
can be specific for a cluster of a given chemical nature 
and size or they can be considered as characteristic for 
an extremely small section of a crystal without any 
pronounced specificity. For example, the shapes of 
small clusters can either be considered to represent 
deformed sections of an infinite crystal lattice or they 
can be specific and not resemble any part of the cor­
responding crystal. Interatomic distances can be similar 
to or essentially different from crystal distances. 

The quantum theory of clusters should also contrib­
ute to further development of the theory of crystal 
growth. Until now the superposition of various pair 
potentials has been used as a tool for the determination 
of the probable steps in the growth of very small ag­
gregates. The two-body potentials favor more compact 
structures. According to the form of the potential 
(Lennard-Jones, Morse, Mie, etc., cf., e.g., ref 27) dif­
ferent growth sequences have been proposed. One fact 
clearly results from all these investigations: Very small 
compact clusters can deviate quantitatively from sec­
tions of the crystal lattice. This is mainly true for 
cluster geometries with a fivefold rotation axis, which 
cannot be continued until any infinite crystal lattice is 
built. The explicit consideration of the electronic 
structure of clusters can introduce new aspects in the 
determination of the stability of clusters of a given size 
and thus help to suggest the probable growth sequences. 

The consequences of the described requirement for 
the methodological aspects of the small cluster theory 
are obvious. The methods used should not be selected 
on the basis of any prejudices taken over from the ex­
perience with the more usual molecular systems. They 
should be in principle able to describe quite reactive 
states with open electronic shells and therefore be able 
to yield states of arbitrary multiplicity. On the other 
hand, the tractability of the investigation of relatively 

large clusters should be guaranteed to some extent. 
These seemingly contradictory requirements on the 
methods useful in cluster theory can be hopefully sat­
isfied in a time-consuming development of careful in­
vestigations. Analogies to the solution of problems 
encountered in the description of large organic and 
inorganic molecules may help, but at the same time 
cluster research should evidently follow its own foot­
paths. 

As a first step, a careful invesigation of small clusters 
of relatively light atoms by means of quantum molec­
ular methods (as sophisticated as possible) is advisable. 
One hopes that relatively simple laws or rules govern 
the cluster structures and that basically very compli­
cated phenomena can be reduced to some essentials. 
The use of elaborate approaches should also serve to 
discover the necessary methodological aspects which 
must be respected in the simplified methods. The 
method thus modified can be employed without a big 
risk for the investigation of larger clusters if the general 
problems connected with its application on large sys­
tems (e.g., size consistency effect in CI, Appendix VILA) 
can be properly taken into account. 

A typical example is the problem of an appropriate 
choice of the atomic orbital basis set (extent and 
quality) in the so-called "ab initio" calculation (cf. ap­
pendix VILA). Evidently, a satisfactory flexibility in 
the description of electron density requires the use of 
very extended basis sets, containing components of high 
angular symmetry (polarization functions). 

However, advanced computational methods making 
use of extended basis sets are of limited applicability 
in the study of clusters of relatively high nuclearity. 
This is true, first, because of the rapidly increasing 
computational costs and, second, because a near linear 
dependence can occur, especially in the case of very 
compact cluster shapes. 

Both difficulties can be overcome by adopting basis 
sets of smaller size but the basis of reduced dimensions 
should include at least the polarization functions which 
are essential for the description of the directionality of 
the interatomic interaction. 

The degree of the possible simplifications concerning 
the level of sophistication of the theoretical treatment 
cannot be established with "a priori" considerations. It 
depends, in general, on the particular nature of the 
system under study and on the nature of physical 
properties to be investigated. In order to carry out these 
simplifications it is useful to carefully compare the re­
sults obtained with more complete as well as with sim­
pler methods for smaller aggregates. Simultaneously, 
the interpretation of the achieved results should be 
made. The investigation of group Ia (I),360 Ha (2), and 
IVa (4) clusters very nicely illustrates the usefulness of 
this approach. 

The difficulty in treating systems with atoms having 
many electrons can be partially overcome by using 
methods in which only the valence electrons (or, in 
general, some subgroups of electrons) are explicitly 
treated; the "core" electrons are assumed to modify the 
potential in which the valence electrons move (effective 
core potential or pseudopotential procedures).28-35 Up 
to the present, this approach has been unavoidable, 
especially for the treatment of transition-metal clusters. 
An investigation with pseudopotential methods must 
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be carried out with extreme care and, when practicable, 
the comparison of the pseudopotential and all-electron 
procedures is highly advisable (e.g., for the sp metal 
clusters where both approaches can be employed). 

Other methods very often applied in cluster inves­
tigation are the local potential and electron density 
approaches21"23 which make studies on relatively large 
clusters possible. Here the comparison with other 
methods without any assumptions about the potential 
in which electrons are moving is very useful, too, and 
can justify the application of these important ap­
proaches. 

The effective core potential methods are very often 
combined with the local potential approach and provide 
a relatively simple tool for the investigation of clusters 
with a larger number of electrons (cf., e.g., ref 28-29, 
35). 

In this review theoretical studies of clusters built from 
group Ia (1), Ha (2), IHa (3), and IVa (4) atoms as well 
as from transition-metal atoms are considered and 
discussed. We do not review work on a very important 
and interesting category of mixed clusters. We rather 
concentrate our attention on the analysis of conse­
quences that the covalent and metallic bond can have 
upon the properties of small clusters. If the cluster is 
composed of two kinds of atoms, two cases can occur: 
Either the differences in electronegativity are so small 
that they only can complicate the general features de­
termined by the covalent and metallic interactions or 
they completely dominate the electronic structure. In 
the latter case other methodological means have to be 
employed for the elucidation of the basic cluster prop­
erties. At any rate, a careful discussion of mixed 
clusters would require the introduction of additional 
concepts and their incorporation in the structure of the 
present review article. We feel that it would be better 
to consider the mixed clusters separately because of 
their evident importance for cluster research as well as 
their challenging connections with the modeling of im­
purities in solids and the chemisorption sites on the 
surfaces of ionic solids. 

The contemporary state of art in isolating relatively 
unstable systems makes experimental investigation of 
van der Waals and molecular clusters possible. In spite 
of the evidently fundamental differences in the very 
nature of the forces stabilizing van der Waals and mo­
lecular clusters, some surprising similarities of their 
"abundances" (very high yields of clusters of a given 
size) with the "abundances" of metallic clusters have 
been quoted in the literature (cf., e.g., ref 12). 

These analogies in behavior of metallic and van der 
Waals clusters (e.g., the existence of the so-called "magic 
numbers") certainly need to be explained, but the dif­
ficulties encountered in an appropriate theoretical 
treatment of van der Waals forces are enormous. 
Therefore, the consideration of the van der Waals and 
molecular clusters is beyond the scope of this review. 

Clusters that have forms of a part of the crystal 
surface are very often used as models for chemisorption 
sites in the theory of chemisorption and catalysis. 
Sometimes the influence of the crystal bulk is taken into 
account, by using the "embedding" procedure. In this 
approach the crystal bulk is described with some kind 
of a simple method that allows for an approximate 
treatment of a large electronic system. The whole 

philosophy of this cluster modeling is quite different 
from the objectives of cluster theory. Therefore, in this 
review, we do not attempt to cover this interesting and 
very broad field although we will occasionally discuss 
the consequences of cluster theory investigations for the 
cluster modeling in the theory of chemisorption. 

In general, the whole field of the theoretical studies 
on clusters nowadays undergoes a very intensive de­
velopment. The limitations imposed on the scope of 
the review leave a sufficient number of fundamental 
theoretical problems in cluster research to be discussed 
in the present work. 

/ / . Alkali Metal Clusters 

A. Introduction 

Alkali metal clusters are a challenging and also for 
many reasons a natural target of basic research. Indeed, 
each alkali metal atom has only one electron outside of 
the electron core and, consequently, is monocovalent 
at least according to the simple ideas of bond theory. 
The bond in diatomic molecules built from alkali metal 
atoms is quite weak, in contrast with the relatively high 
stability of the corresponding alkali metal solids. On 
the other hand, alkali metals have, of course, all char­
acteristic metallic properties. The rise of metallic 
properties with the growth of clusters of metallic atoms 
is a very interesting problem. Because of the freely 
mobile electrons the alkali metals are often considered 
as prototypes of metals well described with the free 
electron methods. 

Frequently it is argued that the quantum mechanical 
methods based on the use of localized one-electron 
functions (LCAO-type methods) are not appropriate 
tools for the description of metallic properties. Such 
arguments against LCAO-type procedures are no longer 
convincing if the localized functions are used only for 
the mathematical convenience to expand the one-elec­
tron functions needed in some steps of the theoretical 
procedure used (see appendix VILA). 

It is useful to illustrate the main problems of the 
electronic structure of small clusters on the example of 
alkali metal clusters and especially lithium clusters 
because their nature is relatively transparent. Nu­
merous theoretical predictions of the optimal geometry 
for small alkali metal clusters and changes in cluster 
stability with the increase in the size of alkali metal 
clusters as well as some predictions of the ionization 
potentials can be found in the recent literature. 
Moreover, the variety of theoretical methods used al­
lows some statements on the basic properties of alkali 
metal clusters independent on the approach employed. 

B. Alkali Metal Tetramers 

It is useful to start the discussion of chemical bonds 
in alkali metal clusters with the consideration of tet­
ramers. Li and Na tetramers have been studied with 
the Hartree-Fock,36"41 CI,39"41 CEPA,38 effective core 
potential,42-44 X3-SW,45 and spin-density-functional 
methods46"50 (see appendixes VII.A,B,C). The semi-
empirical CNDO51 methods and the DIM approach52"55 

have been employed as well. 
The tetramer built from alkali metal atoms can be 

considered as a dimer of biatomic molecules which 
should be inert closed shell moieties. One asks whether 
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Figure 1. Energy change (AE) of two Li2 (with a constant bond 
length r„ = 3.02 A) as a function of their mutual distance R (see 
Figure 3). The approaches A-C are shown in Figure 3. The 
SRD-CI procedure (1 M, 1 /uhartree) and the (10s) uncontracted 
AO basis set (see ref 56) have been used. The extrapolated values 
are plotted. For very large R and R's corresponding to the minima 
in Figure 2 the appropriate MRD-CI method has been employed 
to demonstrate that the (10s) basis set gives the repulsive curves. 
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Figure 2. Energy change (AE) of two Li2 (with re = 3.02 A) as 
a function of/?. The approaches A-D are shown in Figure 3. The 
MRD-CI procedure with an AO basis set (6slp/2slp) has been 
employed. 

the tetramer is more stable than two noninteracting 
dimers. If the answer is positive then it is important 
to know whether no energy barriers exist for some ap­
proaches of two dimers. The answer to this question 
can give interesting general suggestions about the origin 
of bonds in clusters in general. 

General understanding of the interaction of two Li2 

molecules can be obtained from the comparison of 
Figures 1 and 2. Three characteristic simple ap­
proaches, A, B, and C (Figure 3), are shown here (cf. 
ref 38). The data listed in Figure 1 have been obtained 
with the MRD-CI method (see appendix VILA) based 
on ab initio SCF calculations with a basis set including 
ten s-type Gaussian functions but no p-type polarization 
function at all.56 The quality of the AO basis set for 
description of atomic properties is very high and the 
SCF energy of the Li atom is near to the Hartree-Fock 
limit. Only the colinear approach exhibits a very 
shallow minimum for r = 3.8 A. The other two poten­
tial curves are repulsive. 

A nearly minimum AO basis set augmented with one 
p-type AO (6slp/2slp)57 gives qualitatively completely 
different results: The approaches B and C yield 

Figure 3. Approaches A, B, C and D of two dimers (see Figures 
1 and 2). 

clear-cut minima which are only saddle points on the 
complete energy hypersurface of the Li4 ground state. 
Geometry optimization indicates the rhombus as the 
most stable geometrical structure OfLi4 (4.1) (see Chart 
I). Let us emphasize that only the main characteristic 
features of this "dimerization" are relevant here. The 
details depend on the AO basis set employed as well as 
on the quality of the configuration interaction. For 
example, square Li4 (D4^ has a singlet ground state with 
an energy near to the sum of two noninteracting Li2 if 
a good quality AO basis set and a large CI are employed. 
The lowest triplet for this biradicaloid geometry is 
nearly degenerate with the singlet ground state (cf. ref 
39). The nearly minimal AO basis set was chosen for 
the calculations illustrated in Figure 3, in order to show 
the dramatic role played by p-type basis functions. 
However, this simple AO basis set leads to the triplet 
ground state of Dih Li4 and to an energy of the lowest 
singlet state slightly higher than the energy of two 
noninteracting Li2 molecules treated at the same level 
of approximation. On the other hand, and this is the 
point that we wish to stress, this "nearly minimal" AO 
basis set qualitatively leads to the same main result 
about Li2-Li2 interaction as more flexible basis sets, and 
shows that the main features (which we are interested 
in) are basis set independent if p functions are intro­
duced. 

To sum up, "dimerization" of Li2 moiety is energet­
ically clearly favorable, but it proceeds without an en­
ergy barrier only for some approaches. Further, it is 
evident that cluster growth is supported by the p or-
bitals of lithium which are empty in the electronic 
configurations of the Li atom. In ab initio calculations 
these p-type one-electron functions are usually named 
polarization functions. One should notice some analo­
gies in the properties of the Pauling's metal orbitals. 

A look at the composition of natural orbitals (see 
appendix VILA) corresponding to the highest occupied 
MO's for Li4 in the geometrical arrangements corre­
sponding to the minima for approaches B and C as well 
as for rhombic Li4 confirms the participation of p-type 
AO's in these NO's. The HOMO as well as the NO with 
the sixth largest occupation number exhibit nodal 
planes for the three related geometries considered (A, 
B, C). The p-type basis functions with large weights 
are located in centers lying in the nodal plane or near 
to it. 

The striking role played by the p polarization func­
tions in the interaction just considered is due to the 
bonding overlap of the p orbitals with appropriate an­
tisymmetric linear combinations of s orbitals localized 
in two parts of the cluster separated by the HOMO 
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TABLE L Some Calculated Properties of Li4 Clusters 
geometry" 
4.2 (DJ 
4.2 (DJ 
4.2 (D4,) 
4.3 (Td) 
bcc (2,2) 
4.1 (DJ 
4.1 (DJ 
4.3 (Td) 
4.1 (DJ 
4.2 (DJ 
4.3 (Td) 
4.1 (DJ 
4.1 (DJ 
4.2 (DJ 
4.3 (T,) 
4.3 (Td) 
4.2 (Z)4,) 
4.1 (DJ 
4.1 (D2J 
4.1 (D2J 

a, A" 

2.82 
2.88 
3.52 
3.25 
3.50 
3.04 
3.05 
3.01 
3.08 
2.95 
3.05 
3.07 
3.08 
2.92 
3.05 
2.89 
2.77 
3.09 
2.94 
3.05 

6,A' 

2.70 
2.60 

2.70 

2.70 
2.75 

2.61 
2.61 
2.60 

BE/n, eV 
0.22 
0.74 
0.41 
0.41 
0.06* 
0.61 
0.76 
0.17 
0.57 
0.46 
0.36e 

0.68 
0.62 
0.51 
0.41* 
0.72 
0.78 
0.30 
0.73 
0.58 

method' 
DIM 
DIM 
Xa-SW 
Xa-SW 
SCF, (9s4p/4p3p) 
CEPA, (8s2p/6s2p) 
CNDO/BW 
CNDO/BW 
MRDCI (8s2p/6s2p) 
MRDCI (8s2p/6s2p) 
MRDCI (8s2p/6s2p) 
LSD (4s3p) 
ECP (4s2p) MRDCI 
ECP (4s2p) MRDCI 
ECP (4s2p) MRDCI 
DIM 
DIM 
ECP (4s2p)-LSD 
UHP + CI, STO-3G 
(7s3p/7s2p) CI-GUGA 

ref 
53 
52 
45 
45 
36 
38 
51 
51 
39 
39 
39 
46 
42 
42 
42 
55 
55 
43 
40 
41 

0 The symbols for cluster geometries are from Chart I; bcc (2,2) means the section from (bcc) lattice with two atoms in the first and second 
(100) plane. b a is the edge of the cluster with exception of bcc (2,2) where it means the distance between nearest neighbors. c b is the shorter 
diagonal in the rhombus. dBE/n is the binding energy per atom. *Triplet state. 'DIM diatomic-in-molecule method. ECP = effective-core 
potential approximation. LSD = local spin density approximation. Other symbols are self-explanatory. 

nodal plane (or NO with the sixth largest occupation 
number). Interestingly enough, the relatively small 
participation of p-type basis functions causes quite 
strong effects. 

The Li4 cluster in the most stable rhombic geometry 
has a singlet ground state. On the contrary, Li4 with 
square geometry is as typical biradical with nearly de­
generate lowest singlet and triplet states. According to 
ref 39, the most favorable geometry of a triplet is the 
bent square with an energy very near to the energy of 
two noninteracting Li2 molecules. The unstable tetra­
hedron Li4(Td) is an typical biradical with the triplet 
lying at an energy much lower than the most stable 
singlet state and slightly higher than the energy of two 
isolated lithium dimers. 

The highest occupation orbitals in the square and 
tetrahedral form are only partially occupied. Especially 
the deformation of the planar Li4 square to the planar 
Li4 rhombus can be attributed to a stabilizing pseudo-
Jahn-Teller effect. During this deformation the de­
generate HOMO of the square is split into two nonde-
generate orbitals of the rhombus. Of course, the mo­
lecular orbital with the nodal plane in which the shorter 
rhombus diagonal lies has the lower energy. Further 
stabilization of this lower b2u orbital is due to the p 
polarization functions located at the centers on this 
shorter diagonal. The choice of the pseudo-Jahn-Teller 
deformation specifically into the direction of the 
rhombic shape (and not toward the rectangle) is due to 
the stabilizing effect of the p functions at the two Li 
atoms on the shorter diagonal. 

Another interesting feature of the electronic structure 
of the Li4 rhombus is the presence of two three-center 
bonds located within the two "acute" triangles. This 
circumstance can be illustrated by one-electron density 
difference maps (DED) in which the difference between 
the actual one-electron density of the cluster studied 
and the superposition of the one-electron densities of 
noninteracting atoms situated at the atomic positions 
in the actual cluster is plotted (Figure 4). Regions with 
the positive and negative values of the DED depict 
regions with accumulation and depletion of electron 

density due to the interaction in the cluster, respec­
tively. 

Once more, let us emphasize that the Li4 tetramer 
does not prefer the most compact tetrahedral geometry 
but the much less compact rhombic form. This cir­
cumstance is due to the possibility to occupy more or 
less "fully" with the available valence electrons just only 
one-electron function (MO or NO according to the ap­
proach used) with one nodal plane. (Two valence 
electrons already reside in the one-electron function 
without nodes.) This conclusion should be qualitatively 
valid also for the clusters built from heavier group Ia 
(1) atoms. 

This leads us to a quite general conclusion which is 
confirmed by a variety of theoretical approaches pro­
vided they contain a few important methodical ingre­
dients. Indeed, many contributions, working with 
different methods essentially agree in their results 
concerning the electronic structure of alkali metal 
clusters (compare Tables I—III). 

C. Electronic Structure and Geometry of Small 
Alkali Metal Clusters 

It has been shown in section ILB that the electronic 
and geometric structure of alkali metal tetramers is 
influenced by the following factors of very general im­
portance: 

1. The cluster geometry exhibiting maximal possible 
compactness can be favorable for cluster stabilizing 
because interaction with the maximal number of 
neighbors can take place. As is well-known, deformed 
sections of the fee (or hep) lattice and the structure with 
fivefold symmetry (steps in pentagonal growth) are such 
very compact structures. Two-center potential calcu­
lations (Lennard-Jones, Morse, Mie potentials, etc.) 
favor very compact and, therefore, quite often very 
symmetrical geometries.27 Quantum chemical calcula­
tions also show that clusters which are deformed 
three-dimensional sections of the fee or hep lattices have 
a quite large binding energy per atom (cf. e.g., ref 57). 
However, they do not always represent local minima on 
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TABLE II. Some Calculated Properties of Lin Clusters (n = 5-9) 
geometry" 

5.3 (CJ 
5.2 (D3n) 
bcc (5,0) 
bcc (4,1) 
5.3 (CJ 
5.2 (D3n) 
5.3 (CJ 
5.1 (CJ 
5.1 (CJ 
5.1 (CJ 

6.4 (D3n) 
6.3 (On) 
6.6 (D2n) 
"6.3" (D4n) 
6.2 (C,) 
6.1 (D3n) 
"bcc" (1,4,1) 
6.1 (D3n) 
6.2 (CJ 
bcc (1,4,1) 
6.2 (CJ 
6.1 (D3n) 
6.3 (On) 

V-I (D5n) 
"fee" (2,4,1) 
"bcc" (2,1,4) 

8.3 (On) 
bcc (6,2) 
8.3 (On) 
fee (3,4,1) 
bcc (3,1,4) 
bcc (5,4) 
"bcc" (2,5,2) 
"bcc" (2,5,2) 
bcc (4,1,4) 
bcc (5,4) 

a, A" 

3.61 
3.00 
3.50 
3.50 
3.19 
2.83 
3.21 
3.06 
2.99 
3.11 

3.21 
3.11 
3.50 
3.18 
3.44 
3.12 
3.30 
3.11 
3.13 
3.28 
3.49 
3.49 
3.49 

3.14 
3.10 
3.00 

3.22 
3.50 
2.96 
3.14 
3.00 
3.50 
3.00 
2.78 
3.06 
3.50 

b,k< 

2.88 
3.69 

2.77 
3.80 

3.06 
2.88 
3.11 

2.71 

2.71 

3.09 

3.13 
3.10 
3.00 

3.22 
3.50 
2.96 
3.14 
3.00 
3.50 
3.00 
2.78 
3.06 
3.50 

BE/rc, eV 

0.71 
0.74 
0.01 
0.16 
0.80 
0.82 
0.60 
0.55 
0.74 
0.55 

0.87 
0.83 
0.24 
0.73 
0.61 
0.60 
1.00 
0.59 
0.60 
0.3 
0.62 
0.62 
0.60 

0.61 
0.95 

0.11 
0.22 
0.78 
0.65 
1.22 
0.30 
0.15 
0.74 
1.09 
0.60 

method 

DIM 
DIM 
SCF (4s4p/4s3p) 
SCF (4s4p/4s3p) 
DIM 
DIM 
CNDO/BW 
MRDCI, (6slp/2slp) 
UHF-CI STO-3G 
MRDCI 

DIM 
DIM 
SCF (9s4p/4s2p) 
CEPA (8s2p/6s2p) 
MRD-CI 
MRD-CI 
CNDO/BW 
MRD-CI (6slp/2slp) 
MRD-CI (6slp/2slp) 
UHF-STO-3G 
MRDCI (10slp/5slp) 
MRDCI (10slp/5slp) 
MRDCI (10slp/5slp) 

PP-MRDCI (6slp/2slp) 
PP-MRDCI (6slp/2slp) 
CNDO/BW 

UHF (3slp) 
SCF (9s4p/4s2p) 
Xa-SW 
MRDCI 
CNDO/BW 
SCF (9s4p/4s3p) 
UHF (4s2p/3slp) 
Xa-SW 
CNDO/BW 
MRDCI (6s2p/2slp) 

ref 

53 
53 
36 
36 
55 
55 
51 
58 
40 
78 

53 
53 
76 
38 
76 
76 
82 
78 
78,58 
80 
77 
77 
77 

58 
78 
82 

83,84 
36 
45 
78 
82 
36 
83,84 
45 
82 
57 

"The symbols for the geometries are from Chart I. fee (nun2,n3) and bcc (rii,n2,n3) mean (100) sections of the fee and bcc lattices with n, 
atoms in the ;'th layer, "fee" and "bcc" are the deformed sections from the corresponding lattices. *m;n" means a deformed cluster geometry 
from Chart I. b Maximal interatomic distance. c Minimal interatomic distance. 

binding as, for example, the well-known Woodward-
Hoffman rules very clearly demonstrate. Clusters ex­
hibiting fivefold symmetries58,59 are quite stable and 
they sometimes indeed correspond to minima on the 
ground-state energy hypersurfaces. 

2. The Jahn-Teller effect60 or pseudo-Jahn-Teller 
effect61 can destabilize remarkably symmetrical geo­
metrical arrangements (cf. also ref 62). Quite compact 
structures of course very often exhibit high symmetry. 
The corresponding symmetry groups have irreducible 
representations of higher dimensions and consequently 
degenerate molecular orbitals in the one-electron ap­
proximation (and degenerate natural orbitals in many 
electron treatments). If the number of electrons is not 
sufficient to fill up the HOMO's fully then the Jahn-
Teller effect or pseudo-Jahn-Teller effect destabilizes 
the compact symmetrical geometry. The degeneracy 
and—more importantly—the near-degeneracy of the 
relevant one-electron function is in general closely 
connected with the nodal features of the one-electron 
functions (MO's as well as NO's). 

For obvious reasons the nodal structure influences the 
sequence of the occupancy of the MO's (or more gen­
erally, of natural orbitals) with electrons (cf. also ref 17 
and 48). The details in the geometry of the system 
considered do not influence the shapes of the one-
electron functions in a crucial manner. In addition, they 
are quite independent of the theoretical approach used. 

Figure 4. Difference one-electron density map of the Li4 rhom­
bus. The full and broken lines depict enhancement and depletion 
of the one-electron density in the plane of the four Li atoms, 
respectively. Symbols M show maxima in the difference one-
electron density map. Adapted from ref 74. 

the ground-state energy hypersurface. According to the 
general rules of binding theory not every interaction is 
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TABLE III. Some Results on the Na Clusters 

geometry" 6,A' BE/n, eV method ref 
3.2 (CJ 
3.2 (C211) 
3.3 (CJ 
3.2 (CJ 
3.3 (CJ 
3.2 (CJ 
3.3 (CJ 
3.2 (CJ 
3.3 (CJ 
3.2 (CJ 
3.3 (CJ 
4.1 (D») 
4.1 (D21,) 
4.1 (D2A) 
4.1 (D2/,) 
4.1 (D2,) 
4.1 (Da) 
"5.1" 
"5.2" 
5.3 (C411) 
5.2 (Da1) 
5.3 (CJ 
7.1 (DMJ 
7.1 (Aa) 
"fee" (2,2,2,2) 
"13.2" 

3.02 
3.18 
3.63 
3.19 
3.73 
3.22 
3.60 
3.23 
3.75 

3.28 
3.53 
3.48 
3.23 
3.48 
3.51 
3.33 
3.72 
3.28 
3.28 
3.37 
3.70 
3.23 
3.81 
3.39 

3.75 
4.08 
3.07 
4.54 
3.05 
4.25 
3.10 
4.82 
3.02 

2.91 
3.10 
3.00 
3.07 
3.15 
3.02 
3.2 
3.01 
3.07 
3.23 
4.27 
3.69 
3.23 
3.12 
3.28 

0.43 
0.34 
0.33 
0.377 
0.380 
0.287 
0.273 
0.288 
0.279 
0.378 
0.370 
0.61 
0.44 
0.44 
0.48 
0.47 
0.34 
0.64 
0.33 
0.73 
0.723 
0.36 
0.37 
0.82 
0.86 
0.86 

ECP-LSD 

ECP-LSD (4s,3p) 

ECP-LSD 

ECP-LSD 

ECP-LSD 

47, 48, 50 

49 

44 

46 

44 

SCF + CI (Ils7pld/6s4pld) 70 

ECP-LSD 47, 48, 50 
ECP-LSD 43 
ECP-MRDCI 42 
ECP-LSD 46 
ECP-MRDCI 39 
ECP-LSD 44 
ECP-LSD 47, 48, 50 
ECP-LSD 44 
ECP-LSD 47, 48, 50 
ECP-LSD 48 
ECP-LSD 44 
ECP-LSD 58 
ECP-LSD 48 
ECP-LSD 47,48 
ECP-LSD 47,48 

0 The symbols for cluster geometries are from Chart I. "m.n" means a deformed cluster geometry from Chart I. "fee" (2,2,2,2) means the 
deformed section from the fee lattice with two atoms in the first, second, third, and fourth layer. ba refers to the length of the two equal 
triangle sides in (3.2) and (3.3), the length of the side in 4.1 (Dn,), and the maximal interatomic distances in "5.1", "5.2", 5.2 (D3;,), 5.3 (CJ, 
7.1 (D6),), "fee" (2,2,2,2), and "13.2". c b refers to the third side in the isosceles triangle, the shorter diagonal in the rhombus 4.1 (DJ, and the 
maximal interatomic distances in "5.1", "5.2", 5.2 (Dw), 5.3 (CJ, 7.1 (D5A), "fee" (2,2,2,2), and "13.2". 

Evidently, the valence MO with lowest energy (or the 
NO with the highest natural orbital occupation number 
(NOON)) has no nodes. Further, one-electron functions 
exist with one not closed nodal surface. The MO's (or 
NO's) exhibiting two not closed nodal surfaces have 
even higher energy (or smaller NOON). Also one-
electron functions with one closed nodal surface can 
exist for larger clusters. This kind of one-electron 
functions with a "closed" nodal surface exist if dis­
tinction between the inner and outer shell centers of 
the cluster is possible. The analogy with the s, p, and 
d orbitals of the quantum mechanical problem of an 
electron in a spherical central field is obvious. In ad­
dition, the number of independent degenerate or nearly 
degenerate one-electron functions with the same nodal 
character for an arbitrary three-dimensional structure 
with one relevant AO on each center is similar to the 
number of corresponding degenerate AO's in the 
problem of an electron in a spherical field: only one for 
the s-type and three for the p-type. 

A two dimensional system is characterized by one-
electron functions of very similar appearance but the 
number of linearly independent functions is quite dif­
ferent. For example, only two p-type functions exist. 
The number of valence electrons (and consequently the 
number of centers) in a cluster for which the Jahn-
Teller or pseudo-Jahn-Teller effect arises completely 
differs for two-dimensional clusters and three-dimen­
sional ones. 

It is necessary to emphasize that the near degeneracy 
and consequently an approximate symmetry are of 
great importance for cluster stability. In this context 
it is possible to speak about the "topology" of the cluster 
as a relevant factor influencing its electronic structure. 

The number of "bonds" or "lines" in the "graph" of 
a cluster which are crossed by the nodal planes of a MO 

(or NO) approximately determines the position of the 
MO (or NO) eigenvalue in the corresponding eigenvalue 
spectrum. It is, therefore, not necessary to limit the 
above considerations to very symmetrical cluster forms 
only. 

A more general conjecture which can be considered 
as a generalization of the consequences of the pseudo-
Jahn-Teller or Jahn-Teller effect seems to be valid. 
The existence of the partly occupied MO's with nearly 
degenerate eigenvalues is not favorable for the energy 
stability of the cluster geometry investigated. A parallel 
conjecture is possible to draw for the NO's which are 
typical for biradicaloid geometries.26 The biradicaloids 
with an even number of electrons exhibit some natural 
orbital occupation numbers (NOON's) appreciably 
differing from values zero or two. This characteristic 
feature of biradicaloids can be easily understood when 
a natural orbital occupation number near two is inter­
preted as a manifestation of spin pairing; Indeed, the 
diagonal matrix element of the operator A for the given 
NO is multiplied by the corresponding NOON in the 
expression for an expectation value of an arbitrary 
one-electron property A in a many-electron state. If the 
values of NOON's are either equal to zero or two, the 
ideal spin pairing evidently is present. Cluster geom­
etries with NOON's approximately equal to zero or two 
are more stable than clusters with NOON's with op­
posite properties. Likewise, the NOON's of stable 
clusters with an odd number of electrons should not 
deviate too much from the values two, one, and zero.26 

In addition, it can be expected that for particularly 
stable forms of clusters the energy difference between 
the ground state and the first excited state with higher 
multiplicity will not be too small. Oppositely, less stable 
cluster geometries can have a few states with energies 
near to that of the ground state. 
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TABLE IV. Some Preliminary Results of the MRD-CI Investigation of the Small Li Clusters (Ref 75) 

na 

2 
3 
4 
5 
6 

7 

8 

geometry6 

3.1 
4.1 (K2,) 
"5.1" 
"6.1" 
6.2 (C11,) 
7.1 (A*) 
7.2 
8.1 (Td) 

SCF 

o, Ac b, kc 

2.83 
4.06 2.96 
3.21 
3.19 3.14 
3.23 3.16 
3.39 2.99 
3.22 3.16 
3.21 3.03 
3.23 3.09 

CI 

0,A"* 

2.79 
3.99 
3.16 
3.12 
3.19 
3.33 
3.17 
3.21 
3.12 

b,kd 

2.97 

3.08 
3.11 
2.94 
3.16 
2.73 
3.09 

BE/n , eVe 

0.38 
0.35 
0.54 
0.56 
0.63 
0.63 
0.67 
0.65 
0.71 

IPV, e V 

5.12 
4.17 
4.57 
4.40 
4.76 

3.79 
3.98 
4.45 

IP, eV* 

5.0 
3.98 
4.51 
4.09 
4.18 
4.19 
3.70 

4.45 

A(T* 

0.0 
0.05 
0.16 
0.07 
0.09 
0.044 
0.02 
0.07 
0.08 

<V 
0.056-0.087 
0.11-0.20 
0.11-0.3 
0.11-0.31 
0.1-0.28 
0.14-0.44 
0.2-0.34 
0.12-0.38 
0.11-0.35 

N • 
11 mm 
1 
1 
2 
2(3) 
2 
3 
4 
3(5) 
3 

•''max 

1 
2 
3 
4 
4 
5 
6 
6 
6 

Nk 

1.0 
1.3 
2.5 
2.8 
3.0 
3.3 
4.6 
4.2 
4.5 

" The number of Li atoms in the cluster Lin.
 b Cluster geometries are from Chart I. The symbols in quotation marks mean the deformed 

geometries from the Chart I. c a and b are the maximal and minimal interatomic distances in the geometry obtained with the SCF energy 
minimization, respectively. d a and b are the maximal and minimal interatomic distances obtained with the scaling of the SCF optimal 
geometry to obtain the minimal MRD-CI energy. cBE/ra is the binding energy per atom. The BE/rc after the scaling is only in the third 
decimal place lower than BE/ra calculated from the SCF optimal energy. ^IPV the vertical ionization potential. sIP a the adiabatic ionization 
potential for the calculated optimal cation geometry. h Ao- the average deviation from the neutrality. ' <rp the miminal and maximal par­
ticipation of the p AO's in the custer. ;iVmin and Nmax are the minimal and maximal numbers of nearest neighbors in the optimal neutral Li 
cluster. The numbers in parentheses correspond to a more liberal definition of a nearest neighbor. * Average number of nearest neighbors 
for the cluster considered. 

3. The p-type polarization functions can strongly 
stabilize some cluster geometries as has been shown in 
the section ILB on the example of two interacting Li2 
molecules. These basis functions, which are without a 
practical importance for the ab initio description of the 
electronic configuration of Li atoms, play a nonnegli-
gible role when deformations of the electron clouds 
around the Li atoms in a many-atom system are to be 
properly described. The importance of this 
"polarization" effect is well-known for example in the 
simplest possible case of H2 molecule. This kind of 
polarization is present also in Li clusters and, more 
generally, in alkali metal clusters. 

Moreover, the stabilizing effect of the "polarization" 
basis functions mainly appears in the composition of 
the one-electron functions with nodal planes. The ad­
ditional binding is due to the participation of the po­
larization functions localized on the centers lying in the 
nodal plane or at least very near to it. The nodal plane 
of the p-type MO's (and NO's) goes through the center 
of a cluster where the atoms generally have a larger 
number of nearest neighbors (higher efective coordi­
nation numbers). Indeed, the atoms in a Li cluster 
which have higher coordination numbers also exhibit 
higher participation of the p-type polarization functions. 
This effect is shown in Table IV. 

Due to the Jahn-Teller effect nearly all theoretical 
investigations have found that trimers of Li, Na, and 
K have the form of an "obtuse" isosceles triangle (3.2) 
(Chart I) and not the "ideal" shape of an equilateral 
t r i a n g l e (3.1).40,41,43,44,46,48-55,63-70 T h e e n e r g y h y p e r s u r . 

faces have very shallow minima and the barrier between 
three equivalent energy minima are so smal that indi­
vidual "isosceles" triangular geometries should not be 
directly distinguishable because of a small zero-level 
vibration energy. The nuances of the shallow features 
of energy hypersurfaces depend upon the computational 
details, of course. The majority of theoretical studies 
claim additional small minima (3.3) as well. Dietz,71 on 
the contrary, has found with the Xa-SW method the 
absolute minimum for the acute triangular form of K3 
(cf. also the results on Li3 in ref 72,73). 

As already discussed in section II.B, the Jahn-Teller 
effect destabilizes the compact tetrahedral form (4.3) 
of the Li4 and Na4 clusters, and the pseudo-Jahn-Teller 
effect causes further deformation of the square shape 

(4.2) (Dih) to the rhombus geometry (4.1) for these 
clusters.39,74 Since the shorter lengths of the diagonal 
in the rhombic Li4, Na4, and K4 are nearly equal to the 
sides of the rhombus these clusters can be considered 
as deformed sections of the (111) plane in the fee or hep 
lattice. 

In spite of methodological differences, all theoretical 
investigations employing quantum mechanical methods 
agree upon the general "topology" of the alkali metal 
tetramers and moreover, yield a similar bond length and 
the angle of the rhombus (compare Table I). This is 
true with the only exception of older studies and papers 
in which the proper rhombic geometry was not consid­
ered at all and therefore was not compared with other 
possible forms of tetramers. Also the cations of the 
alkali metal tetramers have a rhombic shape but with 
a slightly different rhombus angle and side43'44'48 or a 
"T-shape" (4.5) (C2J.75 

The SCF energy optimization75 of the Li5 cluster as 
well as the energy minimum search with the HeIl-
mann-Feynman forces in the framework of self-con­
sistent pseudopotential local spin-density calculations 
for Na5

48 predicts that the slightly deformed part of the 
(111) fee lattice with five atoms (5.1) is a minimum on 
the singlet ground-state energy surface. CI corrections 
do not qualitatively change this result, which agrees 
with earlier predictions based on some plausible argu­
ments without a systematic energy optimization. 
Quantum chemical theory favors the less compact pla­
nar form of the pentamer, as it did in the case of the 
tetramer. 

According to the self-consistent LSD pseudopotential 
investigation,48 Na5

+ should have a (5.5) (D2/,) planar 
form, quite different from the optimal (5.1) (C2J planar 
geometry of Na5. In an analogous fashion, the SCF ab 
initio optimization search75 gives the same topology (5.5) 
(D2/,) as the most stable Li5

+ has. Both studies agree 
in the prediction that the alkali metal pentamer cations 
and the neutral pentamers should differ fundamentally 
in their optimal geometrical structure. 

The results58,75'76 for Li6, Li6
+, Na6, and Na6

+ are again 
very similar. The ab initio SCF optimization predicts 
the (6.2) (C5J pentagonal pyramid and a deformed 
planar section of the (111) fee lattice plane with the (6.1) 
(D3/,) symmetry to be the most stable forms of Li6 with 
comparable energies75 (cf. also ref 70 and 77). The (6.5) 
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Figure 5. Dependence of the MRD-CI binding energy per atom 
(BE/ra) on the number, n, of atoms in Li clusters. The graphs 
of the most stable clusters are schematically shown. Points labeled 
with • are preliminary results. The average numbers of nearest 
neighbors (N) for the optimal clusters are also shown as points 
• at the bottom of the Figure 1. 

(C2v) "tripyramid" which is very often considered as a 
logical step between M4 (Td) and M7 (D511) has a higher 
energy than Cih and planar Dih Li6 clusters.77 Martins, 
Buttet, and Car48 have obtained similar forms as the 
most favorable Na cluster shapes. In the case of the 
hexamer the cations can have very specific and unex­
pected forms: Indeed, self-consistent SCF calculations 
for Li6

+ yield a minimum for the form (6.6) (D2/,) which 
is again analogous to the minimum for Na6

+ obtained 
with the self-consistent pseudopotential local spin-
density procedure.48,74 Notice that the Li6

+ cluster, 
which is planar section of the (111) plane in the Li fee 
lattice, and the form of Li6

+ with the fivefold symmetry 
have similar but a little higher energies. 

Less stable geometries of A and B Li6 (Figure 6) show 
the crossing between the lowest singlet and triplet with 
a deformation of the angle from 90° (A) to 60° (B).78 

Topological arguments (Pariser-Parr-Pople model with 
complete CI) show that the topology B has a typical 
biradical character.79 Notice the danger that a seem­
ingly acceptable cluster model for a chemisorption site 
on a metal surface exhibits unusual chemical properties. 
These biradicaloid properties (high reactivity) can lead 
to an artificial overestimate of the chemisorption energy 
which a section of a crystal surface chosen in another 
way will not show. 

The pentagonal bipyramid (7.1) (D5h) is the optimal 
geometry for Li7

76"8 as well as for Na7.48 The SCF 
energy optimization yields, of course, the C3u structure 
(7,2) as slightly more favorable than D-oh Li7.

75 This (7.2) 

0 5 2 - I 

ex 

Figure 6. MRD-CI binding energy per atom (BE/ra) for the 
lowest singlet (S) and the lowest triplet (T) as functions of the 
angle a in the Li6 during the deformation from the geometry A 
to the geometry B. Reproduced with permission from ref. 78. 
Copyright 1983 VCH Verlagsgesellschaft mbH. 

(C311) geometry can be looked upon as three pyramids 
built on the three faces of the central tetrahedron. The 
CI procedure inverts the energy sequence in favor of the 
bipyramid Li7 (D5h). The pentagonal bipyramid is 
well-known as a possible step in the pentagonal growth 
and it has been predicted earlier as a very stable form 
of Li7.37,58 

Pentagonal bipyramid is also found to be a very 
stable geometry for both Li7

+ 7 5 and Na7
+.48 Both in­

vestigations found that the distance between the two 
apical vertices of the bipyramid is very similar but 
slightly smaller than the distance between atoms on the 
periphery of the central pentagon. 

The results of ref 48 and 75 differ in the case of oc-
tamers: The Hartree-Fock optimization yields an en­
ergy minimum for a highly symmetrical Td form of Li8 

(8.1), whereas the Hellmann-Feynman minimum en­
ergy search with the local spin-density method obtains 
a different form (8.2) (C2v) as the most stable geometry 
of Na8; the latter can be considered to represent a de­
formed three-dimensional section of a fee lattice. 

Likewise, the icosahedron cluster (13.1) (Ih) was found 
to be a very stable form of Li13 with the ab initio 
MRD-CI method,59 but according to the local spin-
density procedure a deformed cubo-octahedron (13.2) 
(Oh) corresponds to an energy minimum for Na13.

48 The 
ab initio SCF-MRD-CI investigation for Li13 should be 
considered preliminary because no systematic search 
of minima on the energy hypersurface has been tried. 

Generally, it is obvious that different investigations 
working with different methods nearly always reach 
analogous results for the general optimal cluster forms 
of alkali metals. Some exceptions naturally occur (e.g., 
ref 44). 

It is worth mentioning that the ground states of 
clusters in their optimal geometry seem to be always 
singlets for clusters with an even number of electrons 
and doublets for clusters with an odd number of elec­
trons. The only exception is the ground state of Li13 

(Ih),59 which ought to be a sextuplet. Already this ex­
ception in the spin behavior of the ground state needs 
a careful checking. The circumstance that the ground 
states of lithium clusters in their optimal geometries 
have the lowest possible multiplicity is by no means 
obvious. The tendency of clusters to exhibit biradi-
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caloid properties, which has been mentioned for lithium 
tetramers, is of a quite general character. For unstable 
geometries a few states have energies very similar to the 
ground state, and the ground state can in principle 
exhibit a higher multiplicity. 

Table IV shows a quite remarkable property of the 
predicted interatomic distances in Li clusters. Namely, 
they are not too far from the experimental value 5.86 
au in the fee crystal lattice. The SCF optimization 
yields an interatomic distance in average about 2% 
longer than the CI procedure. 

Especially interesting are the data for the pentagonal 
bipyramidal Li7 (D6n) and Li8 (Td).

15 CI gives bipyramid 
edge lengths equal to 5.80 and 5.87 au. According to 
the SCF optimization the lengths of the bonds between 
the Li atoms at the vertices of the inner tetrahedron 
are 5.83 au long, and the distances between the atoms 
in the outer and inner tetrahedra in Li8 (Td) are much 
longer (6.11 au). The CI procedure causes these dis­
tances to diminish to the value 5.87 au. The reliability 
of these predictions should not be overestimated. 
Nevertheless, the small interval in which the predicted 
interatomic distance lie is very interesting. In Li8 (Td) 
two types of centers exits which differ in the nominal 
number of nearest neighbors according to the simple 
"graph" (8.1) (Td) of the cluster (cf. Chart I). Never­
theless, the distances between two vertices of the inner 
tetrahedron and between one vertex of the inner tet­
rahedron and one vertex of the outer tetrahedron differ 
only slightly. This is even more surprising because the 
shapes of the energy hypersurface are very shallow and 
consequently the theoretical predictions quite difficult. 

The binding energy of a cluster per atom, BE/n, is 
defined as 

BE/n = -(En - TiE1)Zn 

where En is the ground-state energy of the cluster with 
n atoms and JS1 is the energy of the isolated atom. The 
dependence of BE/n on the number n of atoms in 
cluster illustrates the change of cluster stability with 
cluster growth. Figure 5 shows this dependence for 
energy-optimized small lithium clusters Lin (n = 1-8).75 

The tentative values for Li9 and Li13 have also been 
added. The average number of nearest neighbors for 
the optimal cluster geometry is shown in Figure 7 as 
well. Evidently, the definition of nearest neighbors in 
a cluster with energy-optimized geometry is somewhat 
arbitrary. Nevertheless, especially in the case of opti­
mum cluster forms, the identification of the nearest 
neighbor in a cluster is not difficult. As mentioned 
above, their distance is quite similar indeed to the in­
teratomic distance in the fee lithium crystal lattice. 

The characteristic quantity BE/n increases mono-
tonically with n for 3 < n < 8. The trimer shows a 
slightly lower value of BE/n than the dimer. The Li9 
cluster has lower BE/n than Li8 (Td), which seems to 
be especially stable. A preliminary investigation of Li10 
gives again a small increase of the quantity BE/n from 
n = 9 to n = 10.75 

The inequality BE/(n + 1) < BE/n signals a high 
stability for Lin. According to this criterion the Li dimer 
and octamer should be quite stable clusters. The CI 
size effect error which generally causes an underesti­
mation of the stability of larger systems can only work 
against the predicted increase of the quantity BE/n 
with n. Consequently, the real increase of cluster sta-

-2 .0-

D2d 
r=4.17 

|R=3.0 

02d 
r=4.17 

Td 
r=4.17 

—r 

1-4.17 

/ 
i?=2.o y 

r > * 

Figure 7. Change of the energy E of two Be2 moieties with the 
distance R during their approach depicted at the bottom of the 
figure. Reproduced with permission from ref 118. Copyright 1982 
Elsevier. 

bility with cluster size can be only larger than predicted 
by limited CI calculations. Notice that Knight et al.17a 

have drawn the same conclusions from their spherical 
jellium model of clusters. The arguments of these au­
thors are based on the symmetry properties and de­
generacies of the solutions of the one-electron spherical 
quantum mechanical problem (jellium model). A more 
general consideration on the nodal properties of one-
electron functions (MO's as well as NO's) and their 
consequences for cluster stability has been developed 
in the beginning of this section. It is possible to see that 
clusters substantially change the general type of their 
geometrical structure when their size grows: from 
planar forms to geometries with fivefold symmetry and 
to condensed tetrahedral shapes. Thus, Jahn-Teller 
and pseudo-Jahn-Teller effects are avoided, and 
moreover an optimal electron density distribution is 
achieved. 

The generalized valence bond (GVB) approach1715 

leads to two predictions concerning optimal cluster 
structures which are somewhat parallel to the general 
results of the MO-type methods:24 first, the very small 
planar alkali metal clusters and, second, three-dimen­
sional clusters having a geometry with a large number 
of tetrahedral subunits (OPTET, optimal tetrahedral 
clusters) should exhibit high stability. In details, 
GVB17b and investigations using SCF geometry opti­
mization75 agree upon the high stability of (4.1) Li4 and 
(8.1) Li8 clusters. For the optimal structure of Li6 GVB 
yields a trigonal hexagon (6.1),17b and SCF geometry 
optimization followed by MRD-CI yields almost the 
same energies for (6.1) and (6.2) geometries.24 

Ab initio calculations75 show several other general 
features (cf. Table IV): Mulliken global atomic popu­
lations are large on Li centers with small number of 
nearest neighbors. Consequently, cluster surfaces are 
in general negatively charged. This charge separation 



552 Chemical Reviews, 1986, Vol. 86, No. 3 Koutecky and Fantucci 

is not significant and decreases further when correlation 
effects are taken into account. It is easy to understand 
why the methods which do not consider self-consistency 
at all seriously overestimate the charge separation in 
clusters. Especially interesting in this context is the 
pentagonal pyramid Li6 (6.2) and pentagonal bipyramid 
Li7 (7.1), which exhibit very small effective charges due 
to small differences in the number of nearest neighbors 
for individual centers in these cluster geometries. On 
the other hand, a direct connection between the sta­
bility of a cluster and the amount of charge separation 
does not exist. 

Another remarkable property is the population of 
p-type basis functions (AO's, approximately speaking). 
The centers with large effective coordination numbers 
(large number of nearest neighbors) in general also 
exhibit a large population of p-type orbitals ap. These 
centers are, of course, just in the nodal planes going 
through the interior of a cluster, or at least, they are 
situated near thesenodal planes. The importance of the 
participation of those p-type basis functions has been 
already explained. 

The average number of nearest neighbors, N, in a 
cluster can be considered a measure of the compactness 
of a cluster. In Table IV are shown the average num­
bers of nearest neighbors for optimized geometries of 
cluster of a given size. This quantity also increases with 
the cluster size, but it is once more necessary to re­
member that cluster compactness is not the only rele­
vant factor. This circumstance, which has been already 
discussed above, is again illustrated by the example of 
Li7 and Li8. Li7 has the same average number of nearest 
neighbors as Li8. Nevertheless, a lithium octamer has 
an outstanding stability which is larger than the sta­
bility of Li7. 

Lithium crystallizes in close-packed lattices at very 
low temperatures. Therefore, the sections of the Li or 
Na bcc lattices have been investigated as models for the 
chemisorption sites on the (100) and (110) bcc lattice 
planes. It has been shown that these clusters exhibit 
also increasing binding energy per atom with increasing 
nuclearity (at least until n = 857), but they have higher 
energies than the "fcc-type", pentagonal, and 
"condensed tetrahedral" clusters. It has not yet been 
investigated if deformed "bcc-type" clusters represent 
local energy minima. 

On the other hand, the unrestricted Hartree-Fock 
calculations with the STO-3G AO basis carried out by 
Rao et al.80 for octahedrons, which are sections of bcc 
and fee lattices, suggest that the bcc lattice of alkali 
metals is energetically favored over the fee one. How­
ever, the reliability of this prediction should be checked 
since the generalization has been made by using the 
result obtained for only one cluster form, which is 
moreover not the most stable Li6 geometry. On this 
occasion, the importance of the proper choice of the 
cluster form for the purpose of the problem under in­
vestigation should be mentioned once more. The 
CNDO/BW study81,82 of bcc clusters Li5-Li35 indicates 
quite rapid convergence of the "lattice constant" of the 
investigated clusters to the experimentally determined 
lattice constant of Li metal. 

Marshall et al.83'84 have compared the results obtained 
from the RHF, UHF, general valence bond (GVB), and 
X a methods for Li8(8.3) (Oh) and Li9 bcc (4,1,4) with the 

aim to judge the reliability of these methods for Li 
cluster studies. Their results indicate that Li9 bcc 
(4,1,4) is unstable according to RHF and GVB but 
stable according to UHF and X a procedures. The 
Xa-SW method45 yields a binding energy per atom five 
times higher than that from UHF approximation. 

A procedure which improves the convergence of the 
truncated CI expansion employing transformation of 
virtual orbitals58 allows for investigations of lithium 
clusters even larger than Li13. With this procedure the 
question might be answered whether the "magic 
number" 2017a can really be justified like the "magic 
numbers" 2 and 8. 

D. Some Experimental Results Relevant to the 
Theory of Group Ia (1)360 Clusters 

The relative instability of clusters and mainly the 
difficulties connected with the preparation of clusters 
with well-defined nuclearity are serious obstacles to the 
determination of cluster properties. On the other hand, 
theory can be potentially very helpful in guiding the 
interpretation of experimental data. 

The intensities of the peaks in the mass spectra of 
the cluster beams show quite noticeable features (cf., 
e.g., ref 16, 17, 25, 85-91). They depend on the details 
of the experimental arrangements and on the conditions 
of beam production and cluster detection under which 
the experimental is performed. In particular, the 
heights of the peaks depend upon the backing inert gas 
used. Some experiments give clear "magic numbers" 
of specially high abundances. The mass spectroscopic 
peaks are very high for clusters with n = 7,8 alkali metal 
atoms (Na or K) and around n = 18-20. Peaks for an 
even number of alkali metal atoms seem to be higher 
than neighboring peaks for clusters with odd number 
of atoms. 

A simple interpretation of these experimental data 
is somewhat daring. Notice that the mass spectroscopic 
peaks detect ionized clusters. The stability of neutral 
and cationic clusters can be quite different, and, in 
addition, fragmentation processes can in principle take 
place after the ionization. A careful investigation of the 
influence of different ways of cluster preparation on 
abundances and other properties is necessary. The 
preparation of clusters starting directly from ionic 
species and the comparison of results obtained with 
different techniques can be very helpful to elucidate the 
factors that determine the abundances. 

Another experimentally studied property is the ion­
ization potential. Naturally, its magnitude is a very 
important quantity for the proper understanding of 
abundances, too. The ionization potentials found ex­
perimentally generally show a decrease with increasing 
cluster size. A rough proportionality of ionization po­
tential to R~l (where R is the "radius" of the cluster) 
agrees quite well with the model of the conducting 
droplet.15,16'86 More detailed observation of the mag­
nitudes of the ionization potentials reveals quite large 
deviations from the just described "classical" behavior. 
The somewhat arbitrary definition of the "radius" of 
a very small cluster cannot be the only reason for these 
deviations. The electronic structure of an alkali metal 
cluster clearly plays an important role. For example, 
it is noticeable that ionization potentials of clusters with 
an odd number of atoms are relatively low and that the 
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photoionization potentials of Na clusters for n = 4, 6, 
and 8 have very similar values.86 The theoretical pre­
dictions76 roughly agree with these experimental find­
ings (cf. Table IV). 

The other experimental technique which gives highly 
interesting information on clusters with an odd number 
of electrons is ESR spectroscopy.92"95 With this ex­
perimental method the probable distribution and some 
other properties of the unpaired electrons can be found. 
The ESR investigations of Li3,

94 Na3,
93 and K3

92 is in 
agreement with the expectation that not all centers in 
the alkali metal trimers are equivalent. The energy 
barriers among three possible isosceles triangles are very 
low, as they are supposed to be. The Na and K hep-
tamers exhibit ESR properties which can be plausibly 
interpreted as consistent with a pentagonal (7.1) (D5/,) 
bipyramid geometry. Thermochemical studies on the 
dissociation energy of alkali metal clusters are also very 
useful24'96,97 especially if they could be in the future 
combined with other experimental evidence. Wu97 has 
concluded from the thermochemical analysis that Li4 
should not have the tetrahedral shape (4.3) (Td). 

Experimental determination of the polarizability of 
small metal clusters98 is another field that is relevant 
for cluster theory. Calculations18 assuming a spherical 
symmetry of the metal particle show some specific 
quantum effects and yield a general trend similar to the 
experimental dependence of the polarizability of the Na 
and K clusters upon the number of atoms in the cluster. 

Other spectroscopic methods99"100 (Raman, infrared, 
ultraviolet, etc.) can in general decisively support the 
effort to clear up the problem of the geometric and 
electronic structure of clusters. For this purpose, of 
course, further progress in the experimental methods 
for the preparation and isolation of well-defined clusters 
is a necessary precondition. 

E. Conclusions: What Can We Learn From 
Group Ia (1) Clusters? 

After we have described the results of quantum me­
chanical investigation of alkali metal clusters in some 
detail, the question can be asked whether this problem 
is worth investing a large computational effort at all. 
It is true that the theoretical investigation of transi­
tion-metal clusters is of major interest to the large ex­
perimental activity in this field and many open ques­
tions which remain to be answered. It was already 
mentioned that theoretical description of transition-
metal atoms and transition-metal diatomics represent 
a very difficult task. A description of specific cluster 
properties is certainly affected by difficulties due to the 
complicated nature of transition-metal atoms and due 
to the need to employ less than transparent theoretical 
methods. Consequently, general knowledge gained on 
s-p metal clusters is a good starting point for a thorough 
and detailed investigation of the specific properties of 
small transition-metal clusters. 

Some results of quantum chemical investigations of 
alkali metal clusters indeed demonstrate that this effort 
pays off. For example, one of the interesting points is 
certainly the relative stability of noncompact planar 
cluster geometries which is purely due to the quantum 
mechanical effects. The competition with more com­
pact structures already starts for the alkali metal hex-
amers and completely prevails for larger clusters. 

An "aufbau" algorithm for the "growth sequences" 
starting with a given "seed structure" does not seem to 
be valid for the most stable clusters. For example, the 
Li4 (4.3) (Td), Li5 (5.2) (Dih, C3v), and Li6 "tripyramid" 
(6.5) (C2J do not correspond to the absolute minima on 
the respective energy hypersurface. Heptamers prefer 
the shape of a pentagonal bipyramid but the octamer 
has a Td symmetry. Both geometries follow the Boer-
dijk's principle of a high degree of tetrahedrality (cf. 
ref 27), but the pentagonal bipyramid of Li7 is not a 
subgraph of the graph which can be assigned to Li8 (8.1) 
(Td). A rearrangement of the atoms must take place 
if Li8 should be created by addition of one Li atom to 
Li7 (7.1) (Dy1). On the other hand, the dimerization of 
two Li4 rhombs with a slight deformation yields the 
geometry of Li8 (Td).

75 As a generalization it is possible 
to state that a single "growth sequence" in the cluster 
stability cannot be followed during cluster growth and 
major rearrangements are likely to occur. The kinetics 
and dynamics of cluster growth are certainly quite 
complicated matters because few possible channels of 
the cluster enlargement can be imagined. Evidently, 
deep rearrangements can be expected also as a conse­
quence of ionization. Interesting hints about the 
"abundances" can be obtained when the quantity BE/n 
is carefully discussed. The simultaneous critical con­
sideration of the electronic and geometric structure of 
the neutral as well as the positively charged clusters 
together with the possible channels of cluster growth 
(and fragmentation) can have a key role in solving the 
problem not only of the "abundances" but also of the 
magnetic properties of clusters. Information about 
energy changes with the geometric rearrangement and 
the form of energy hypersurfaces can also help to un­
derstand the spectroscopic properties of clusters which 
in the future will certainly play an important role in 
cluster research. 

The predominant importance of the electronic effects 
is evident, and, therefore, very different detailed fea­
tures of group Ha (2), Ilia (3), and IVa (4) clusters are 
to be expected. 

The cluster shape as well as other cluster properties 
mainly depend upon the number of valence electrons 
available to occupy the one-electron levels. The MO 
(and NO) spectrum is crucially determined by the type 
of the actual cluster geometry. 

The jellium-type models as well as the theories that 
do not consider the quantum theoretical aspects of the 
electronic structures of clusters are necessarily one­
sided, and they are not able to predict some important 
properties of clusters. 

All these aspects found to be important for the group 
Ia (1) and other s-p metal clusters must be considered 
also in the studies on transition-metal clusters for which 
additional specific features should be expected. 

/ / / . Alkaline-Earth Metal Clusters 

A. Introduction 

Individual group Ha (2) atoms posses a closed-shell 
electronic structure (ns)2 and are consequently quite 
inert without any participation of the np or nd orbitals. 
Indeed, the Be2 molecule is so unstable that it is not 
known in the gas phase. To the contrary, crystals of 
alkaline-earth metals are very stable and exhibit a 
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binding energy per atom larger than that of alkali metal 
solids. Therefore, the problem is similar but even more 
challenging for the theorist than the problem of stability 
of alkali metal crystals. This is probably one of the 
reasons why so many investigations of the Be2 molecule 
(e.g., ref 101) and of Be4 clusters have been carried out. 

The published work on alkaline-earth metal clusters 
can be divided into two categories. The majority of 
papers treat group Ha clusters as models for chemi-
sorption on the surface of hep or fee crystals of group 
Ha (2) metals (e.g., ref 102-107). For this purpose, a 
fixed geometry is assumed and attention is paid mainly 
to the estimate of the energy of interaction between a 
group Ha (2) cluster and a chosen atom or small mol­
ecule. For this reason the general tendency in these 
contributions is to study clusters as large as possible 
hoping to mimic a chemisorption site on the surface of 
a solid accurately.102'104,106 Sometimes interesting results 
on these naked clusters can be deduced from this kind 
of investigation, too. 

Papers studying the properties of group Ha (2) 
clusters as such form the second category.106-117 These 
contributions are unfortunately less numerous than the 
publications of the first category. The relatively in­
tensive investigation of Be4 clusters is an exception. 

Theoretical investigation found no or very weak 
bonding in Be2 even when electronic correlation has 
been properly taken into account (e.g., ref 101 and 119). 
On the other hand, Be tetramer can mobilize p-type 
atomic orbitals (p-type basis functions) and use them 
for hybridization; this property allows relatively strong 
chemical binding in the Be tetramer.107,109,115 

The capability of ns and np AO's to hybridize de­
pends, of course, on two conditions: The promotion 
energy should not be prohibitively large and simulta­
neously the overlap of ns and np AO's should not be 
too small. Generally speaking, if these two conditions 
are fulfilled, the binding is due to the p-type polariza­
tion functions. This behavior of Be clusters is not 
surprising because in inorganic compounds beryllium 
has the coordination number two and under some 
conditions even four. This property is explained by the 
abolition of the spin pairing and by the hybridization 
of 2s and 2p orbitals. In the electronic structure of 
group Ha (2) clusters the polarization functions take 
over another task in addition to the one they have in 
the group Ia (1) clusters: They permit hybridization 
in the proper sense of the word. It is evident that in 
the electronic structure of group Ia (1) and Ha (2) 
clusters only the degree of participation by p-type po­
larization functions is different. A substantially larger 
participation of the p-type one-electron functions in the 
wavefunctions causes some directionality of the bonds 
in Be clusters. If the above-mentioned conditions are 
not satisfied, the p-type polarization functions cannot 
hybridize efficiently enough. For example, the inclusion 
of the p-type polarization functions in the AO basis set 
does not account for the stability of Mg4 and Ca4 due 
to the lack of hybridization capability between 3s and 
3p AO's and between 4s and 4p AO's, respectively. 

The qualitative explanation of significantly different 
properties of group Ia (1) and Ha (2) clusters by using 
the same theoretical concepts is a quite satisfactory 
achievement of the application of chemical bond theory 
and especially of quantum chemistry. The under­

standing of the nature of chemical bond in alkaline-
earth metal clusters also helps to elucidate the essential 
features of binding in group Ha (2) solids. 

B. The Beryllium Tetramer 

As in the case of alkali metal clusters, it is very in­
structive to analyze the bonding in the tetramer of the 
simplest alkaline-earth metal cluster, Be4. 

All theoretical investigations carried out with various 
methods yield Be4 to be a stable cluster in contrast to 
weakly bonded Be2 and Be3.

109,113,120"124 The symmetric 
and compact tetrahedron is predicted to be the most 
stable geometry of Be4.

103,109,110,112,115 

The reason for this behavior of Be4, which completely 
differs from that of Li4, is mainly due to the full occu­
pancy of the three degenerate t2

109,118 MO's (or NO's) 
with the available electrons in Be4. No Jahn-Teller or 
pseudo-Jahn-Teller effect can cause the deformation 
of the most compact and symmetrical geometry of the 
tetramer. The necessary condition for the formal co­
ordination number three is naturally the hybridization. 
The promotion energy from the 2s to the 2p AO is 
compensated by the formation of three bonds per atom. 
Moreover, the ax and t2 symmetry orbitals built from 
the appropriate p-type polarization functions in the AO 
basis set of Be exhibit an arrangement very favorable 
for chemical bonding. Consequently, the participation 
of the p AO's in I2 but also in ax MO's (and NO's) is very 
large as Mulliken population analysis clearly demon­
strates. 

The comparison of the approach of two Be2 moieties 
in the mutual orientation depicted in Figure 7 with the 
analogous approach of two Li2 (Figure 4 in ref 38) shows 
the difference between the nature of interaction in the 
two tetramers Be4 and Li4. With the approach of the 
two Be2 moieties the energy of the state with leading 
valence configuration (alg)

2(b2u)
2(eu)

4 decreases and 
reaches a relatively deep minimum precisely for the 
tetrahedral arrangement (Figure 7). A further approach 
causes an increase in energy which goes over a maxi­
mum before a local minimum for the planar square 
configuration is reached. The behavior of the valence 
MO energies during this approach is quite instructive 
(Figure 8). A very striking feature is the strong increase 
of the participation of the p-type AO's with the ap­
proach to the tetrahedral geometry.118 The contribution 
of the p-orbitals to the &i MO shown in Figure 8 is 
indicative for the importance of hybridization. The 
similar role of the p orbitals for the composition of the 
t2 MO's has been emphasized by Whiteside et al.109 

Figure 9, which describes the energy change with the 
simultaneous decrease of all interatomic distances in 
Ben (n = 4, 5) for a fixed general shape convincingly 
shows that the intervention of the p AO's alone over­
comes the repulsive character of the interaction among 
the closed shell Be atoms. Only for such distances for 
which the hybridization is switched on the attractive 
interaction takes place. Consequently, the dependence 
of the ground-state energy upon interatomic distance 
exhibits a clear minimum. The analogous behavior of 
the ground-state energy with the decrease of the in­
teratomic distances (with the general "topology" of the 
cluster kept fixed) has been found for the Be pentamers 
which differ in their assumed symmetries trigonal (D3n) 
bipyramid, square pyramid (C4u), and planar C2v ar-
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Figure 8. Orbital energy curves for the occupied MO's of Be4 
during their approach of two Be2 moieties shown at the bottom 
of the Figure 7. The participation of the p-type AO's is given 
with a broken line at the bottom as well. Adapted from ref 118. 
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Figure 9. Binding energies (BE) of (a) Be4 (4.3, Td), (b) Be6 (5.2, 
Dsh), (c) Be6 (5.4, D6n), and (d) Be6 (5.3, C41) clusters as functions 
of the interatomic distances R among all centers in the clusters. 
Adapted from ref 118. 

rangement (cf. ref 117 and Figure 9b-d). Here, too, the 
decrease in the interatomic distances (with the general 
cluster shape fixed) leads to an energy maximum before 
an energy minimum belonging to stable structure is 
reached. 

The important problem of the electronic structure 
and stability of Be4 has been studied with the all-elec­
tron Hartree-Fock as well as pseudopotential SCF 

procedure.11* Various kinds of the configuration in­
teraction procedures118 and the Moller-Plesset per­
turbation method108 have been used for the evaluation 
of the effects of electron correlation corrections. The 
coupled electron pair approximation (CEPA)111 has 
been employed for the description of the correlation 
effects in Be4 as well. The choice of the AO basis set 
ranges from a nearly minimal up to a large one. The 
results are not qualitatively different if the AO basis 
set is reasonably chosen. The quantitative differences 
must be expected because the nature of the bonds in 
Be clusters is based on hybridization: If p-type polar­
ization functions are better described112,118 or if d-type 
functions109,111-112 are included in the AO basis set, the 
computed binding energy can be substantially increased 
and also the energy sequences of the states for some Be 
clusters can be changed. On the other hand, the 
character of the bonds in clusters is essentially well 
described employing relatively simple basis sets. 

An indirect proof that the hybridization between s 
and p orbitals plays a fundamental role in chemical 
bonding in alkaline-earth metal clusters is the fact that 
the Mg4 and Ca4 clusters are unstable toward atomi-
zation unless d polarization functions are included in 
the AO basis set and unless correlation effects are ap­
propriately respected simultaneously.112,114-116 3s and 
3p as well as 4s and 4p AO's exhibit too large differences 
in AO energies, and moreover their spatial scales are 
too different for Mg and Ca. Thus, in contrast to Be4 
the stability of the Mg4 and Ca4 cannot be attributed 
to the hybridization of the p and s orbitals alone. 

C. Electronic Structure and Geometry of Small 
Group Ha (2) Clusters 

As already mentioned papers dealing with the elec­
tronic structure and geometry of the most stable naked 
group Ha (2) clusters Xn (n > 4) are less numerous than 
publications treating the same problems for group Ia 
(1) clusters. A systematic investigation of the electronic 
structure and geometry of clusters as a function of their 
size and geometry is lacking. 

It is well established that the binding energy per atom 
(BE /n) increases with the growing number of Be atoms 
in the cluster (cf. Figure 10).'W08.ii8.i28 A t l e a s t ) B E / n 
for the Be13 cluster which is a section of the hep lattice 
with the JO3n symmetry as well as for Be13 as a cubo-
octahedron (On), which is approximately a section of the 
fee lattice, is much larger than the BE/n for smaller Ben 
clusters with n = 4-7 and 10, which can be considered 
as a section of the hep lattice. The relatively high 
stability of the Be13 cluster found by using a method 
that combines the effective potential and the MRD-CI 
treatments118 has been confirmed in recent work of 
Bauschlicher et al.108 The examination of the binding 
energy per atom as a function of the cluster size is not 
yet systematic enough even for the clusters which can 
be considered as sections of the hep lattice, but the 
indications that the stability increases seem to be quite 
convincing. It is necessary to emphasize, however, that 
no systematic attempts have been made until now to 
optimize the energy of clusters of a given size. 

A generalization of the conclusions that result from 
the investigation of a given type of Be clusters only and 
the assumption that trends in stability of clusters do 
not strongly depend on geometrical details should be 

'W08.ii8.i28
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Figure 10. Binding energy per atom (BE/n) as a function of the 
average numbers of nearest neighbors (N) in the Be clusters. The 
circles and squares are the MRD-CI results for the AO bases 
(4s4p/2slp) and (4s4p/4s2p), respectively. The numbers in the 
circles and squares label the Be clusters: 1, Be2 (D.*); 2, Be3 (D „h); 
3, Be4 (4.3, Td); 4, Be6 (5.2, D311); 5, Be6 (6.6, D211); 6, Be7 (7.3, D611); 
7, Be10 (10.1, D211); 8, Be10 (10.2, C3t)); 9. Be13 (13.4, D26); 10, Be13 
(13.3, D3h). Adapted from ref 78. 

taken with caution. The admittedly very limited in­
formation on Be clusters does not show until now any 
indications of the existence of "magic numbers" smaller 
than 13. Be4 with eight valence electrons is a very stable 
cluster indeed, but a not fully optimized Be5 is a still 
more stable system. 

The theoretically predicted quite high stability of 
relatively large planar sections of the hep lattice118 (Be7, 
Be10, and Be13, Figure 10) is a surprising fact which can 
be attributed to the strong hybridization effect. The 
applicability of a spherical jellium-type model for the 
Be clusters is therefore questionable. The different 
geometry properties of Be and Li clusters can be ex­
plained as due to two factors: The different number 
of valence electrons causes a different occupation of 
MO's (or NO's), and, therefore, the destabilization ef­
fects can be avoided for Be systems. Further the s-p 
hybridization influences the directionality of the bonds; 
the latter can be the deep reason why the jellium model 
is not suitable for the group Ha (2) metal clusters. 
Probably due to the directionality factor no decrease 
in cluster stability was found up to now when nuclearity 
increases from 4 (eight electrons) to 5 (ten electrons). 

The Mulliken population analysis shows a very large 
participation of the p AO's for Be clusters: For Be7, 
Be10, and Bei3 the p population is approximately twice 
larger than the s population. The dramatic change of 
the s and p populations with the decrease of the in­
teratomic distances R can be seen on the example of 
the planar Be7 (D6^) cluster:118 In the 1A18 state for 
interatomic distances equal to 9.0 au the MRD-CI 
method gave 1.92 for the s population and 0.08 for the 
p population while for R = 4.15 au the s population is 
0.85 and the p population is 1.15 in the 3 B l g ground 
state. 

The existence of a few electronic states with very 
similar energies and the crossings and avoided crossings 
which occur among them when the cluster geometry is 
changed are typical features of Be clusters. An opening 

of the originally closed shells of the Be atoms during 
their mutual interaction can be responsible for this 
behavior. The existence of states with similar energy 
values and/ or different multiplicities does not make a 
theoretical investigation of the Be clusters easy at all. 
The task to correctly determine the electronic config­
uration of the ground state is not trivial, and the 
chances that an excited state will result from the cal­
culations are quite large. 

Different values of correlation energy for different 
states very often lead to a reversed order of states in 
the SCF and CI treatments. As a general rule, the 
assignment of the ground state and the determination 
of its multiplicity are a delicate problem which can 
strongly depend on computational details of the method 
employed. The differences between the energies of the 
singlets and triplets of small Be clusters that are sec­
tions of hep lattice are very small and sometimes the 
effective potential treatment with a small basis set 
yields triplet ground states (Be7 (7.3) D6h; Be13 (13.3) 
Z)3^).118 Bauschlicher and Peterson108 obtained a singlet 
ground state or the compact Be13 D^ section of the hep 
lattice with a triplet f AO basis set. The differences in 
the results of ref 108 and 118 are probably due to dif­
ferent assumptions concerning the extent of the par­
ticipation by the p basis functions. On the other hand, 
according to the work of Bauschlicher and Peterson,108 

the (13.3) D3h geometry of Be13 is characterized by a 
lower energy than the Dzd one, although the (13.3) D3h 

cluster is a part of the fee and the D3^ cluster is a section 
of the hep lattice. 

The theoretically predicted high stability of Be2
-, 

Be3", and Be4" cluster anions toward electron detach­
ment is an other interesting property of Be clusters.122 

The magnesium and calcium clusters larger than 
tetramers have not been carefully studied because even 
a qualitatively appropriate description of the bonds in 
Mg4 and Ca4 requires the inclusion of the d polarization 
functions in the AO basis set. 

D. Conclusions 

The binding energies of Be clusters are relatively 
large so that a general statement about the increasing 
stability of Be clusters with increasing cluster size is 
reliable enough. The main qualitative features of 
clusters seem to be rather independent of usually im­
portant methodological ingredients like the detailed 
choice of the AO basis or the details of the electron 
correlation treatment. 

The theoretically predicted geometrical properties of 
the alkaline-earth metal clusters are fundamentally 
different both from those of group Ia (1) and of group 
Ilia (3) and IVa (4) clusters as will be shown in section 
IV. These cluster forms can be in general well under­
stood by applying the basic rules formulated in section 
II: The participation of the polarization functions and 
the occupation of the one-electron functions with the 
available electrons determine the cluster form. 

On the other hand, it seems that quantitative results 
for the Be and even more for the Mg and Ca clusters 
depend more strongly on the computational details than 
in case of the group Ia (1) clusters (compare Tables II 
and V, and Figures 4 and 10). 

It is very satisfactory that the strongly increasing 
stability of the Be clusters with the cluster size is still 
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TABLE V. Some Calculated Properties of Group Ha (2) Tetramers with Td Symmetry 
element 

Be 

Be 
Be 

Be 
Be 

Be 
Be 
Mg 
Mg 
Mg 
Mg 
Ca 
Ca 
Ca 

a, A." 

2.12 
2.09 
2.11 
2.17 
2.07 
2.02 
2.00 
2.11 
2.07 
2.21 
2.10 
3.19 
3.39 
4.1 
3.33 
4.23 
4.19 
4.29 

"a is the edge of the tetrahedron 4.3 (Ti). 

BE/n, eV 

0.33 
0.44 
0.37 
0.45 
0.70 
0.65 
0.92 
0.27 
0.50 
0.38 
0.48 
0.13 
0.11 
b 
0.26 
0.05 
0.20 
0.15 

b Only a very shallow 

method 

SCP (6s3p/2slp) 
SCP (9s4pld/4s2pld) 
CEPA (9s4p/5s2p) 
SCF-CI (9s4p/4s2p) 
SCF-CI (TZP + 2d) 
ECP-LSD 
STO-3G Pople 
STO-3G Clementi 
6-31G* 
ECP-MRD-CI (4s4p/4s2p) 
SCF (5s2p) 
SCF-CI (12s9p/6s4p) + Id 
ECP-MRD-CI (4s2pld) 
SCF (6s4p) 
CEPA (18s8pld/5s3pld) 
ECP-LSD 
SCF-CI (12s8p/6s4p) + Id 
ECP-MRD-CI (4s2pld) 

minimum of the energy dependences on 

ref 

110 

111 
112 

113 
114 

118 
116 
117 
115 
116 
117 
113 
112 
115 

the edge length was obtained. 

evident in the case of high nuclearities. The trend is 
not even masked by the existence of the CI size con­
sistency error which in general strongly affects a reliable 
estimate of the binding energy of a many-electron 
cluster. 

To sum up, the investigation of the Beft clusters with 
n > 4 is a field in which more systematical theoretical 
work would be highly desirable. Primarily the com­
parison with the properties of the group Ia (1) clusters 
can bring interesting insights into the theory of clusters. 

IV. Group IUa (3) and IVa (4) Clusters 

A. Introduction 

The investigations of group IHa (3) and IVa (4) 
clusters have been less systematic than the studies of 
group Ia (1) and Ha (2) clusters. 

Aluminum clusters are an exception because of the 
evident importance of aluminum metal. Recently some 
attention has been paid to silicon and carbon clusters. 
Because the electronic structures of the clusters formed 
by these elements have not been studied as intensively 
as the electronic structures of group Ia (1) and Ha (2) 
clusters only a very limited number of regularities and 
rules can be formulated here. 

Small carbon clusters have been investigated by 
spectroscopic methods,145-147 which show that C3 and 
C4 are linear. Experimental work on Si clusters is un­
fortunately quite scarce.149"149 Experimental data on 
the atomization energies of germanium clusters are 
available in the literature150-152 and can be compared 
with the theoretical predictions (see Figure 14). 

The evident participation of p-type basis functions 
certainly has a decisive importance for the electronic 
structure of these clusters; this is mainly true for non-
metallic elements (like groups IVa (4), VA (5), and Via 
(6)), of course. On the other hand, it is necessary to 
realize that the formation of the real hybrid orbitals 
with a larger p orbital component (such as sp2 and sp3) 
costs an amount of promotion energy which must be 
balanced by the formation of a sufficient number of 
directed chemical bonds. The hybridization between 
s and p orbitals is, however, a necessary condition for 
less compact structures, such as the diamond crystal 
lattices. The average coordination number is, of course, 

small even for relatively large clusters. Therefore, it is 
possible to assume that carbon and silicon clusters will 
not have the forms of sections of the diamond crystal 
lattice. More compact geometrical structures of small 
clusters of these elements can be expected, unless of 
course, effects (e.g., nodal structure of MO's and NO's) 
similar to those occurring in the case of Li and Be 
clusters bring about a preference for planar cluster 
geometries. 

For reasons mentioned earlier for group Ha (2) ele­
ments, hybridization between 2s and 2p orbitals is easier 
than the hybridization between 3s and 3p or 4s and 4p 
orbitals. Therefore, a partly different behavior can be 
expected for clusters of the elements from the first and 
second or third row of the periodic table. 

The partial occupancy of the p AO's in the atoms of 
groups Ilia (3) and IVa (4) permits a chain form for 
small clusters. Therefore, also this type of noncompact 
shapes should be considered an important possibility 
for the geometry of these clusters. 

In principle, the same basic laws can be employed also 
for the qualitative understanding of the structures of 
the group Ilia (3), IVa (4), Va (5), and Via (6), clusters 
if the appropriate characteristic number of valence 
electrons is taken into account. 

B. Group IHa (3) and IVa (4) Tetramers 

The main features of the bonds in the clusters of the 
elements from groups Ilia (13) and IVa (4) can be 
shown on examples of B4, Al4, C4, Si4, and Ge4. Tet­
ramers have, in principle, the choice between one-, two-, 
and three-dimensional geometries and indeed, many 
investigations speak in favor of the linear C4 as the most 
favorable geometry of the carbon149 tetramer; its energy 
is only slightly lower than that of the rhombic 
form.143,144 The rhombus is again, as for group Ia (1) 
clusters, the optimal geometry of B4, Al4, and Ge4.

108 

Pseudopotential MRD-CI calculations with a valence 
basis set of double f quality show two characteristic 
features of planar Al4:

108 The potential energy curve 
for the deformation of the square to the rhombus shape 
is very flat and the lowest singlet and lowest triplet are 
nearly degenerate. Hybridization between the 3s and 
3p atomic orbitals is quite difficult, and molecular or­
bitals built from the 3s AO's therefore have clearly lower 
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Figure 11. Schematic description of symmetry orbitals (SO) built 
from the s and p AO's for the planar tetramers with D4h and D2^ 
symmetries. Reproduced with permission from ref 123. Copyright 
1935 Elsevier. 

MO energies than the MO's with the high participation 
of the 3p AO's. The stability of the Al4 cluster thus 
depends mainly on the one-electron functions with high 
participation of the 3p-type AO's. The 4 electrons re­
maining after the occupation of 4 "s-type" MO's, must 
be distributed among the 12 "p-type" MO's. The linear 
shape for B4 and Al4 seems to have higher energy than 
the two-dimensional arrangements. The tetrahedron 
is again destabilized because of the Jahn-Teller effect. 

Figure 11 shows the types of symmetry orbitals for 
the square (D^1) and rhombic (Dy1) geometries. The a^, 
(Tp6, and 7Tp symmetry orbitals have similar MO energies 
in Al4. The 3B lu ground state of Al4 (D 2h) has in its 
leading configuration a doubly occupied ape MO and a 
singly occupied (Tp0 and xp combination of p-type atomic 
orbitals. The rhombic tetramers of Al4 with the internal 
angle a near to 90° are biradicaloids with nearly de­
generate singlet and triplet states. With the change of 
the internal rhombus angle the energy varies very little. 
On the other hand, the binding energy per atom is quite 
high, and it is significantly increased when d-type po­
larization functions are included in the AO basis set. 

Since the 2s and 2p atomic orbitals can hybridize 
more easily than the 3s and 3p AO's, some mixing be­
tween (Tpd and (T9 symmetry orbitals of B4 can take place. 
The favorable geometry of the B4 clusters is again a 
rhombus, with sides equal to 1.59 A. According to 
MRD-CI calculations the singlet ground state of this 
cluster belongs to the Ag representation of the D2h 

symmetry group. B4 exhibits BE/rc equal to 2.42 and 

Koutecky and Fantucci 

90° 100° 110° 120° 
a 

Figure 12. Energies of the 1A8,
3B2u,

 3Blg, and 3Blu states of the 
planar B4 as functions of the internal angle a during the defor­
mation B4 tD4/l)-B4 (D211). The B-B bond length is fixed (1.39 
A). The MRD-CI results with a double f AO basis set. Repro­
duced with permission from ref 123. Copyright 1985 Elsevier. 

2.18 eV without and with the d-type polarization 
functions included in the AO basis set, respectively. 
The leading configuration in the xAg wave function 
shows a doubly occupied combination of the symmetry 
orbitals a^ and as and a doubly occupied 7r-electron 
p-type MO. The states 3 B l u and 3B l g , which are im­
portant for Al4, have for the boron tetramer energies 
about 2 eV higher than the ground state (cf. Figure 12). 

Roughly speaking, the 16 valence electrons of a group 
IVa (4) tetramer can be distributed among the valence 
molecular orbitals according to two different criteria: 
If no pronounced hybridization can take place, then the 
four orbitals originating from the ns AO's will be first 
filled up. The next six electrons occupy the three p-type 
symmetry orbitals without nodal planes. The remaining 
two electrons should be distributed among MO's with 
a single nodal plane. Consequently, the linear tetramer 
is a biradicaloid which can have a triplet ground state. 
The situation is quite similar for the Dih tetramer since 
after the occupation of three binding MO's (a^, a^, and 
7Tp) the remaining two electrons should be put on the 
degenerate eu MO's (<rpe, cf. Figure 11). A deformation 
of a square form to a rhombus can cause the splitting 
of the eu energy levels and a stabilization of the group 
IVa (4) cluster (Figure 13). The resulting energy of the 
ground state depends certainly on many other factors, 
but the above-mentioned considerations show that the 
rhombic form can be advantageous also for group IVa 
(4) tetramers. The d-type polarization functions will 
evidently only favor the tendency to take a two-di­
mensional form. In this way one can roughly under­
stand the preference of Si4 and Ge4 for the rhombic 
geometries. 

Hybridization stabilizes the linear form of a C4 tet­
ramer. All theoretical calculations predict the linear 
forms of C4 to be more stable than the other possible 
shapes. The inclusion of d polarization functions lowers 
the energy of the C4 rhombus very much so that the 
rhombic and linear C4 clusters have comparable ener­
gies. Nevertheless, the linear geometry has probably 
in fact the minimal energy among the carbon tetramer 
cluster forms. 

In spite of the differences in the number of valence 
electrons the reasons for a relatively large stability of 
the rhombic geometry of the group HIa (3) and IVa (4) 
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90° 100* 110' 120' 130' 

Figure 13. Energy of the states 1A8,3B38,3B1^ and 1B1^ of a planar 
C4 cluster as a function of the internal angle a during the de­
formation C4 (D4^)-C4 (D2h). MRD-CI results with 4.31 G AO 
basis set are shown. Reproduced with permission from ref 123. 
Copyright 1985 Elsevier. 

tetramers are very similar to those that cause the 
rhombus to be the optimal form of group Ia (1) tet­
ramers: Since entirely different one-electron functions 
exhibit similar degeneracies for group Ia (1) and IVa 
(4) tetramers and since the same number of valence 
electrons is available to occupy the nearly nonbonding 
MO's of these tetramers similar tendencies for optimal 
cluster geometries can exist for small group IVa (4) and 
Ia (1) clusters. On the other hand, some new features 
of the more complicated electronic structure of the 
larger group Ilia (3) and IVa (4) clusters with larger 
number of valence electrons should be expected. 

C. Electronic Structure and Geometry of Small 
Group IVa (4) Clusters 

The ability of theoretical predictions of geometric 
properties of small group IVa (4) clusters will be illus­
trated in this section on the example of a work in which 
the effective potential (pseudopotential) procedure 
combined with the MRD-CI method has been applied 
to a series of geometries for silicon and germanium 
clusters with a number of atoms ranging from three to 
seven. No systematic energy optimization has been 
attempted, but the selection of the investigated cluster 
topologies makes it possible to compare the linear ge­
ometries, very compact arrangements, sections of a 
diamond crystal, and finally the geometries which have 
been found to be very stable for group Ia (1) clusters. 
The above-mentioned similarities in the properties of 
group Ia (1) and IVa (4) tetramers have served here in 
particular as a useful guide in the selection of the cluster 
topologies studied. 

The SCF states of Si3 and Ge3 are triplets, but the 
configuration interaction favors the singlets so strongly 
that the singlet states have lower energies for these 
trimers than the triplets. The energies of Si3 and Ge3 

4 0 -

Ge tap) 

number of atoms 
Figure 14. Binding energy per atom (BE/rc) of Si and Ge clusters 
as a function of the number of atoms n in cluster. The interatomic 
distances are fixed to the value 1.49 A. The theoretical values 
(theor.) are results of effective core potential (ECP) MRD-CI 
calculations of the geometries of Si and Ge clusters described with 
the labels from Chart I. The experimental values (exp.) are taken 
from the ref 150 and 151. Adapted from ref 144. 

do not change too much with the variation of the angle 
between the two bonds, and, moreover, the crossing 
between states with different multiplicities can occur. 
Therefore, it is very difficult to predict the optimal 
geometries of Si3 and Ge3 with a good reliability since 
the small energy differences for different angles and 
different states depend quite strongly on the details of 
the computational method applied. 

As described in section IV.B, the theory predicts the 
rhombus to be the most stable form of Si4 and Ge4. 
These Si4 and Ge4 clusters exhibit 1Ag ground states 
with quite large binding energies (BE/n = 1.73 eV and 
BE/n = 2.6 eV, respectively). The tetrahedron shape 
is very unfavorable for silicon and germanium tetram­
ers. In contrast to C4, the chain is also not the optimal 
form for these two tetramers. 

The difference in the binding energies for the pen-
tamers studied are relatively small with the exception 
of clearly unfavorable Td and Dih forms. Mainly the 
computed stabilities of the square pyramid (5.3) (C4u) 
and trigonal bipyramid (5.2) forms of Si5 and Ge5 are 
very similar. The optimal geometry found for Si6 and 
Ge6 is the (6.5) (C211) form (cf. Chart I), which is a very 
compact tripyramid, but other shapes have only a little 
smaller computed binding energies, so that again, a 
more detailed prediction of the optimal shapes of Si6 
and Ge6 is very difficult. 

The geometry of a pentagonal bipyramid (7.1) (D5,,) 
is quite favorable for Si7 and Ge7. The MRD-CI cal­
culations estimate the binding energy per atom to be 
more than 75% higher than the BE/n of the corre­
sponding dimers (compare Figure 14). 

It is necessary to emphasize that the description of 
the electronic structure of systems with such a large 
number of electrons is inaccurate, mainly because of the 
limited basis sets, the non-size-consistent CI treatment, 
and, in the case of Ge4, the neglect of relativistic effects. 
Nevertheless, it is satisfactory that a trend of an in­
creasing cohesive energy with increasing size of group 
IVa (4) clusters is well reproduced by these calculations. 
This property of small germanium clusters has been also 
found experimentally.150,151 Numerical disagreements 
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are not surprising because of the already mentioned 
methodological deficiencies and the choice of cluster 
geometries based on qualitative considerations only. 

D. Conclusions 

The consideration of the forms of one-electron 
functions is again quite informative for clusters built 
from the atoms of groups Ilia (3) and IVa (4). 

The analysis of the occupied molecular orbitals built 
mainly from the s AO's in leading configurations in the 
wave functions of Si and Ge clusters is very simple: The 
sequence of orbital energies is mainly determined by 
the number and character of nodal planes. A parallel 
consideration of the MO's (or NO's with larger occu­
pation numbers) in which the p AO's prevail is much 
more difficult and less transparent. It is only possible 
to state that the similarity between the optimal geom­
etries for the alkali metal and group IVa (4) tetramers 
cannot yet be generalized for the shapes of clusters with 
higher nuclearities in a straightfoward manner. The 
methodological complications connected with the large 
number of electrons make the detailed predictions very 
difficult. It is very hard to think of parallel features 
between the jellium droplet model and MO-LCAO 
approaches for group Ilia (3) and IVa (4) clusters, as 
it is possible for group Ia (1) clusters. It would be 
particularly interesting to attempt such a rationalization 
at least for aluminum clusters since the metallic char­
acter of aluminum should justify the use of the jellium 
model for Al clusters according to the usually accepted 
ideas of solid-state theorists. 

Some general features relevant to the electronic and 
geometric structure for group Ia (1) and Ha (2) clusters 
can be found also for group Ilia (3) and IVa (4) clusters. 
The compactness of the cluster is not the only impor­
tant factor determining the best cluster geometry. Less 
compact structures are also favorable. The lower cluster 
compactness is not caused by directed valences due to 
the s-p hybridization but is caused by the pseudo-
Jahn-Teller effect or related factors that destabilize the 
more compact arrangements. 

The very limited and unsystematic investigation of 
group Ilia (3), IVa (4), and Va (5) clusters should be 
completed by appropriate studies. These important 
clusters offer a challenging field within reach of the 
theoretical methods of quantum chemistry at least for 
the first row of the periodic table. 

V. TransHlon-Metal Clusters 

A. Introduction and Methodological Problems. 
Transition-Metal Dlatomics 

A recent review153 of the experimental data and 
theoretical results concerning transition-metal (TM) 
clusters led to the conclusion that such systems, espe­
cially those of high nuclearity, remain largely unex­
plored. One of the reasons is the paucity of the ex­
perimental data which does not challenge the interest 
of the theorists. According to our opinion, however, the 
main reason for the persistent lack of unified inter­
pretation and understanding of the electronic properties 
of small transition-metal clusters and particles is cer­
tainly represented by the enormous difficulties met in 
studying molecular systems containing a large number 
of electrons and heavy atoms when using very sophis­

ticated quantum mechanical methods. This is proved 
by the fact that only few diatomics of the transition 
metals have been studied by employing rigorous theo­
retical methods and that even for such relatively simple 
systems, the results cannot in general be considered 
completely satisfactory. There are several examples for 
the lack of satisfactory accuracy in theoretical predic­
tions compared to available experimental data and for 
the inability of theory to make unambiguous predictions 
of values of physical quantities not yet experimentally 
determined. 

The seriousness of the methodological and compu­
tational problems encountered in the theoretical in­
vestigations of the metal-metal bond can be easily un­
derstood considering the case of transition-metal dia­
tomics. 

In the following discussion, three metal dimers will 
be considered in detail, namely, Sc2, Cr2, and Cu2, while 
only short comments will be given for other TM dia­
tomics. The reader may refer to the review of WeIt-
ner153 for a more complete tabulation and discussion of 
the available experimental and theoretical results. 

The choice of these three examples is justified by the 
fact that the metal-metal bond in the three species is 
dominated by quite different electronic mechanisms, 
as simple qualitatively considerations may suggest. The 
Sc, Cr, and Cu atoms have just one d electron, a half-
filled d shell and a complete d shell, respectively. Sc 
and Cu have low-spin ground states, 2D(3d14s2) and 
2S(3d104s1), respectively, while the Cr atom has the 
highest multiplicity, 7S(Sd^s1). In addition, along the 
transition series, the d orbitals are more and more 
contracted. Therefore, the 3d-3d interaction is ex­
pected to be much more important in Sc2 and in Cr2 
than in Cu2. In fact, this latter diatomic has been 
considered as an alkali-like molecule, at least in a 
qualitative manner, due to the assumption that the 
Cu-Cu bond is dominated by the overlap interaction 
between diffuse 4s orbitals, while the contracted 3d shell 
scarcely contributes to bond formation. 

For all three diatomics, Sc2, Cr2, and Cu2, some 
properties of the ground state such as the bond length 
(re), the dissociation energy (De), and the harmonic 
vibrational frequency (a>e) have been experimentally 
determined with satisfactory accuracy. Thus, the pre­
dictive capability of any theoretical approach can be 
easily checked. 

The Sc2 molecule has been studied with different 
Hartree-Fock (HF),154"160 discrete-variational HF-Xa161 

(DV-Xn), and density functional (DF) methods162 (see 
appendix VII.B). The states which correlate with the 
two Sc atoms in their ground state, 2D(Sd^s2), are 3S" 
1Sg, and 32„. The most accurate calculations155'157-159 

performed with an extended basis set and MC and CI 
treatments led to the conclusion that the three states 
are all characterized by a long Sc-Sc distance (>4 A) 
and a very low vibrational frequency and dissociation 
energy, in disagreement with the experimental values 
De = 1.13 ± 0.2 eV and «, = 238.9 cm"1.164 The 3S" 1S+, 
and 3Su molecular states are thus characteristic of a van 
der Waals molecule, and none of them can be the true 
ground state. EPR investigations163 suggested that the 
ground state of Sc2 is a quintuplet which, however, 
cannot correlate with the 2D + 2D dissociation limit. 
Further theoretical investigations160 showed that the 
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lowest energy state is the 5S". The leading configura­
tion (4SCTg)2 Ŝ(Tu)MSdCTg)1CSdTr)2 has three of the four 
unpaired electrons in MO's mainly composed by d or­
bitals and correlates with a dissociation limit 2D(MHa2) 
+ 4F(3d24sx), which is nearly degenerated with the 
dissociation limit 2D + 4F(SdUsUp1). The computed 
molecular constants for the 5 £ u state, at r e = 2.789 A, 
are De = 0.44 eV and <*>e = 184 cm"1. The vibrational 
frequency is in good agreement with the experimental 
value, while the calculated De deviates from the ex­
perimental value by 60%. 

Earlier calculations carried out with a DF method162 

gave the values re = 2.699 A, De = 1.80 eV, and <oe = 200 
cm-1 for the same state. The quite large (~40%) ov-
erestimation of the dissociation energy has been at­
tributed to the limitations of the local approximation 
adopted when defining the exchange-correlation func­
tional. 

The main conclusion which can be drawn from the 
theoretical studies of the electronic structure of the Sc2 
molecule is that the ground state does not correlate with 
the ground state of the separated atoms. This means 
that during the formation of the Sc-Sc bond the metal 
atoms undergo an s-d electron excitation and a spin 
reorganization. 

The problems connected with the electron spin re­
organization which occurs during the formation of the 
metal-metal bond are of special importance in de­
scribing the bond in the Cr2 molecule. This molecule 
is characterized by a short equilibrium distance (1.68 
A),165"168 a high dissociation energy (1.6 eV),169 and vi­
brational frequency (452 cm-1).166-168 AU the experi­
mental data yield consistently 1Sg as the ground state 
which stems from coupling all the six unpaired electrons 
originally present on each Cr atom, giving rise to a 
hexuple bond. However, this qualitative description is 
far from being satisfactory. In fact, a single closed-shell 
Slater determinant cannot property describe the dis­
sociation into two Cr atoms in their ground state and 
the HF solution has an energy much higher than the 
dissociation limit (see for instance ref 170). The in­
clusion of f and g functions in the basis set greatly 
improves the HF results but the computed value of the 
total energy at the minimum point (re = 1.454) lies 
about 19 eV above the dissociation limit.170 Still, in this 
case the effect of f and g functions hardly has a physical 
meaning since it cannot be assumed that functions with 
a high angular quantum number have a large bonding 
capability. The importance of the f and g functions is 
clearly a spurious effect of the inadequacy of the HF 
solution which generates Cr atoms in a very high energy 
state in which interaction with f and g atomic states can 
occur. 

An alternative representation of the bond in Cr2 is 
that of an antiferromagnetic molecule in which the 
unpaired electrons remains localized on each metallic 
center but with opposite spin. This, however, would 
imply the existence of local magnetic moments, a fact 
contradicting some experimental evidence.166,167 UHF 
and GVB calculations171172 performed on the Cr2 an­
tiferromagnetic molecule provided a De value of 0.35 eV 
only, much lower that the experimental one, and a very 
long Cr-Cr distance (3.1 A). 

Attempts to overcome the inadequacy of the one-
electron picture of the Cr2 bond by means of CAS-SCF 

and extended CI calculations173 did not quite solve the 
difficulties. As expected the total energy is significantly 
lowered, but the potential energy curve is still unbound 
with respect to the dissociation limit 7S + 7S. The same 
is true for CI calculations using partially localized 
MO's.174 First DF calculations on Cr2 failed to predict 
the true ground-state symmetry.162 More recent results 
obtained from the density functional theory, which 
adopts different local approximations for the ex­
change-correlation energy, are claimed to be largely 
superior to the HF-CI ones.175 For instance, calcula­
tions performed allowing a symmetry broken solution 
(C001, instead of D„h) gave the values 1.68 A and 441 cm-1 

for re and we, respectively, which agree with the ex­
perimental data. On the other hand, De is estimated 
to be about 2.6 eV, a value considerably larger (55%) 
than the experimental one. From the results of these 
DF calculations, the conclusion has been drawn that the 
Cr-Cr potential energy curve is not that of a hexuply 
bonded molecule. As the Cr-Cr bond is slightly 
stretched the binding interaction suddenly decreases 
and the molecule behaves like an antiferromagnetic one 
with large local magnetic moments and large anhar-
monicity in vibration; a hexuply bonded molecule would 
be characterized by a much higher vibrational frequency 
with a small anharmonic correction. In spite of the 
success of the DF methods in predicting a stable Cr2 
molecule and in accounting for some experimental data, 
the large overestimate of De poses some questions about 
the reliability of the local density approximation for the 
exchange-corelation functional. On the other hand, all 
the reported computations on Cr2 performed within the 
HF-CI scheme prove that such an approach is inade­
quate to describe the Cr-Cr bond. 

Recently, Goodgame and Goddard172b offered a very 
plausible explanation of such a drawback. In the 
framework of the GVB theory, the ionic contributions 
(involving doubly occupied atomic-like orbitals) are 
affected by a correlation error much higher than the 
covalent structures (involving singly occupied orbitals). 
In order to introduce a proper correction, a simple 
scheme was derived172b to modify (in a semiempirical 
manner) the one-center self-Coulomb repulsion inte­
grals J[J. When such modified integrals are used in the 
purely theoretical GVB procedure, the experimental 
values of the atomic electron affinity are exactly re­
produced and the correct behavior of covalent and ionic 
wave function for molecular systems is obtained for 
every internuclear separation. 

The modified GVB procedure (MGVB172b) applied 
to the Cr2 diatomic (as well as to the Mo2 one) gave 
results very satisfactory for both the re and De quan­
tities (1.61 A and 1.86 eV, respectively). Moreover, the 
MGVB investigation of the Cr-Cr potential curve re­
vealed the existence of a second minimum at re = 3.06 
A, bound by only 0.3 eV. At a large distance the Cr-Cr 
bond is essentially due to s-s interaction, while the five 
d unpaired electrons on each chromium atom are an-
tiferromagnetically coupled. Notice that the DF 
study175 was unable to identify the existence of the 
minimum occuring at large Cr-Cr distance. 

The Cu2 molecule will be our third example: it is the 
simplest TM diatomic and has been used as a bench­
mark in developing a theory of the metal-metal bond. 
The theoretical study of Cu2 is not complicated by the 
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presence of unpaired electrons giving rise to a manifold 
of states of different spin multiplicity, as was the case 
for the Sc2 molecule. 

The ground state of Cu2 is 1Ej", which dissociates 
correctly into two 2S Cu atoms. Furthermore, the full 
d shell of the Cu atom does not create the problem of 
spin coupling like Cr2 does. Because of this character 
the Cu2 molecule is the easiest transition-metal dia­
tomic. Nevertheless, theoretical studies of Cu2 have 
dramatically shown that its quantitative description is 
a formidable task. 

Hartree-Fock "all-electron" calculations176"186 gave for 
the Cu-Cu distance values ranging from 2.25 to 2.43 A, 
which depend on the size of the basis set, and a disso­
ciation energy of only about 25% of the experimental 
one.187 The largest basis set adopted, including up to 
f polarization functions, predicted re and De values 
differing by 0.2 A and 1.5 eV, respectively, from the 
experimental values of 2.22 A and 2.05 eV.187 

The disagreement between theoretical and experi­
mental results is certainly due to the lack of electron 
correlation. Attempts to correct this inadequacy have 
been made by employing CI176,182-183'186 or MC-
SCF178,181'183 computational schemes. The need to in­
clude at least the 22 valence d and s electrons into the 
correlation treatment clearly shows the important role 
played by the completely filled 3d shell in stabilizing 
the Cu-Cu bond. Consequently, it appears that the 
picture of the copper dimer as an alkali-like molecule 
is very crude. Accurate CI calculations led to an 
overestimate of re of about 0.12-0.14 A and to a disso­
ciation energy not better than 75% of the experimental 
one. This persistent disagreement may have two main 
reasons. The first is the size-inconsistency of a CI 
procedure which includes singly and doubly excited 
configurations (SD-CI) only or an incomplete estimate 
of the contributions of highly excited configurations. 
The second reason is to be sought in the neglect of the 
relativistic corrections in standard HF-CI calculations. 
These corrections are notably large even in the case of 
the Cu atom and may certainly affect the description 
of the Cu-Cu bond. The qualitative features of the 
relativistic effects can be summarized as follows. In the 
relativistic representation, the 4s orbital of the Cu atom 
undergoes a contraction which can cause a shortening 
of the Cu-Cu bond and a larger 4s-3d correlation en­
ergy which, again, may considerably increase the com­
puted dissociation energy. These effects are well doc­
umented by the work of Pelissier188'189 in which atomic 
orbitals obtained in the framework of the relativistic 
effective core potential (RECP) method were utilized 
in the CI including 22 electrons leading to the correc­
tions of -0.05 A and of about 0.5 eV for re and De, 
respectively, with respect to the corresponding nonre-
lativistic results. 

The need for relativistic corrections is further dem­
onstrated by very recent calculations on Cu2

180'184"186 

carried out according to the following computational 
prescriptions. The basis set is very flexible and includes 
up to two or three sets of f polarization functions (the 
effect of the g functions has also been checked).186 The 
correlation treatment is size-consistent, that is the effect 
of the "unlinked clusters" is taken into account184 by 
means either of the CEPA (see appendix VILA) or of 
the newly proposed CPF185 method. Finally, relativistic 

corrections are computed in first-order approximation 
using the Cowan-Griffin190 operator. These very so­
phisticated theoretical treatments180,184,185 gave nearly 
equivalent results: re = 2.33 A and De = 1.80-1.85 eV. 
The improvements of the results due to the relativistic 
corrections are very convincing and it can be assumed 
that the small remaining deviations from the experi­
mental values are only due to an incomplete evaluation 
of the correlation effects and due to the approximations 
adopted in computing the relativistic corrections. 

Calculations performed within the framework of the 
DF theory using different local approximations162,191,192 

for the Cu2 molecule gave results in agreement with the 
experiment: 2.17 <re< 2.28 A and 268 < a>e < 280 cm-1, 
while, as in other cases, the binding energy is overes­
timated: 2.22 < De< 2.65 eV. It is important to note 
that the DF theory is able to describe a correct Cu-Cu 
bond distance without considering the relativistic effects 
which, in the context of the HF-CI methods, seem to 
play a dominant role. 

The theoretical and computational difficulties com­
mented on in the cases of Sc2, Cr2, and Cu2, are en­
countered also in studying all other transition-metal 
dimers. 

The aim of the following discussion is to stress this 
important aspect connected with the present status of 
the quantum chemical theories and computational de­
velopments and, at the same time, to comment on a 
very particular feature of the transition metal-metal 
bond that is on the degree of participation of the d 
electrons in forming stable TM aggregates. 

The case of the diatomics Ti2 and V2 is interesting 
in order to show that for the first elements of the 
transition series the d-d interaction plays an important 
role in the formation of the metal-metal bond. Little 
is known experimentally about the molecular parame­
ters of Ti2

156,193,194 and theoretical calculations158,162 did 
not reach a complete agreement about the symmetry 
of the ground state. Both the high (7Su) and low spin 
(1Sg) ground state have been proposed but the most 
refined CAS-SCF CI calculations195 seem to suggest a 
singlet ground state in which the two Ti atoms are 
bound by a triple bond mainly invol'ing the 3d orbitals. 

Recent calculations161 based on the DV-Xa method 
have been performed with the aim to compute the 
ionization potential and the electronic transition en­
ergies for the titanium dimer. The theoretically esti­
mated values are in acceptable agreement with exper­
iment, and the Ti-Ti bond length in the 1S* ground 
state has been found to be 1.96 A. 

The ground state of V2 is known to be 3£g196 and it 
does not correlate with V atoms in their ground state. 
Two ground-state atoms interact in a repulsive manner, 
while two excited atoms V 6D(Sd^s1) can form a strong 
bond (r, = 1.76 A, «, = 537 cm"1, and De = 1.85 eV196) 
which can be described by the SCF configuration 
(4s<Tg)

2(3d<Tg)
2(3diru)

4(3da)2, with a formal bond order as 
high as five. Also in this case the large stability of the 
dimer is due to the important participation of the 3d 
electrons in the metal-metal bond. CAS-SCF CI cal­
culations173 showed that the HF configuration has a 
weight of only about 70% in the final wave function and 
that at least one set of f function is needed in order to 
compute a stable V2 molecule. The best estimate of De 
is 0.33 eV, while re and «e values are in good agreement 
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with the experiment. Improved results for De were 
obtained in a CI study174 using partially localized or-
bitals expanded in a basis of 6s5p4d2f Slater orbitals. 
In this study it was shown that a D6 value of 1.45 eV 
can be obtained by a CI treatment including the 3p 
intrashell and 3p-3d intershell correlation. 

Local spin-density calculations of Salahub and Bay-
kara197 gave results in optimum agreement with the 
experimental data as far as re and we are concerned (1.75 
A and 594 cm"1, respetively) while De was largely ov­
erestimated. Moreover, this theoretical investigation 
further confirmed that the symmetry of the ground 
state is 3S~. 

As described above, the Sc2, Ti2, V2, and Cr2 diatom-
ics are characterized by a large contribution of the d 
electrons to the metal-metal bond. This contribution 
suddenly becomes of little importance in the case of the 
Mn2 molecule and in the diatomics of metals which 
have more than half-filled d shell. In fact, the five d 
unpaired electrons of the Mn atoms are involved in Mn2 
in a very weak antiferromagnetic coupling only (J = 9 
± 3 cm"1).198'199 HF calculations of Nesbet200 indicate 
that the antiferromagnetic 1Sg ground state of Mn2 is 
characterized by D6 = 0.79 eV and re = 2.88 A, while 
the DF method162 proposes a high spin state. The two 
theoretical methods, however, agree on indicating Mn2 
as a van der Waals molecule, a fact confirmed by ex­
perimental evidence.198'199 The high stability of the 
3d54s2 configuration with respect to the excited one 
3d64sx prevents the Mn atoms from forming a strong 
s-s bond. The antiferromagnetic character of Mn2 is 
confirmed also by recent LD calculations.197 

On the basis of HF-CI201 and Xa-SW202 calculations, 
the iron dimer is found to have a 7AU ground state. The 
formation of Fe2 can be qualitatively described assum­
ing that the iron atoms undergo the excitation 3d64s2 

-* 3d74s1. Three unpaired electrons remain strongly 
localized in the d orbitals at each center and no anti­
ferromagnetic coupling occurs because of the very small 
d-d interaction. Therefore, the iron dimer has a single 
s-s bond. The HF-CI study201 confirmed this general 
feature of the Fe-Fe interaction but was not able to 
predict the stability of a Fe2 molecule with respect to 
the ground state atoms due to the limitations in the 
basis set and in CI treatment. On the other hand, the 
DF method, as applied by Harris and Jones162 gave a 
ground-state symmetry in agreement with the HF-CI 
study but estimated a binding energy four times larger 
than the experimental one.210 The theoretical analysis 
of the Fe-Fe bond is very complicated by the existence 
of many low-lying states. Shim and Gingerich201 showed 
that 112 states, all arising from the interaction Sd^s1 

+ 3d74s1, lie within an energy range as small as 0.5 eV. 
The same qualitative description of the bond is valid 

also for Co2 and Ni2. The ground state of the dimers 
correlates with the metal atoms in a 3d" + Hs1 configu­
ration. In the case of Co2, HF-CI calculations203 showed 
that the molecular states arising from the excited at­
omic state 4F(Sd^s1) lie at lower energy: 84 states are 
computed within an energy interval of only 0.42 eV for 
a Co-Co distance of 2.5 A. On the basis of the geometry 
optimization carried out at CI level203 it was concluded 
that 5Sg should be the ground state, even if several 
other singlets, triplets, and quintuplets lie close to the 
ground state within an interval of 0.04 eV. Notice that 

the ordering of so closely spaced states can be easily 
changed by some technical computational details and 
by inclusion of the spin-orbit coupling perturbation. In 
any case, the Co-Co bond has been interpreted as es­
sentially due to the s-s interaction, but, once more, the 
limitations of the theoretical approach prevented the 
computation of a stable species. 

The nickel atoms in their ground state 3F(3d84s2) can 
only form a weakly bound van der Waals molecule205 

while 30 states2068 arising from the interaction of two 
Ni 3D(Sd^s1) atoms are strongly bound and lie within 
an energy interval of 0.5 eV. Singlet and triplet 86 
combinations of the two d holes lead to the states 1Sg, 
1S^, 3S;, 1I^, and 3ru but only the 1I^ and 3ru states 
seem to be consistent with the most refined experi­
mental work.207 The prediction for De = 1.4-1.9 eV and 
re = 2.0-2.3 A obtained from CI calculations are in 
qualitative agreement with the experimental values De 
= 2.07 ± 0.01 eV and re = 2.20 A.207 

Quantum mechanical calculations have been reported 
for diatomics of the second and third transition metals 
(see Table 1 in ref 153) and from their analysis the 
conclusion can easily be drawn that the predictive ca­
pability of the theory is even lower than in the case of 
the first transition series. This is not surprising when 
considering that the relativistic effects in the case of 
heavier metal atoms have to be taken carefully into 
account for a quantitative determination of the ener­
getics of the metal-metal interactions. Only few at­
tempts to incorporate such effects in the effective core 
potentials (relativistic ECP, RECP) have been done and 
corresponding calculations on Pd2, Pt2,

208'209 Ag2,
34,210 

and Au2
30,211 have been reported. 

The transition-metal dimers have been considered in 
this section only to underline some conceptual and 
computational problems which originate from the 
particular nature of the transition elements. The most 
representative and recent results from theoretical 
studies on first transition-metal dimers are summarized 
in Table VI. 

The transition metals are characterized by a spectrum 
of low-lying excited states and even the atomic nu­
merical Hartree-Fock calculations are very often unable 
to describe the energy splitting between the ground 
state and the first excited states. This is not only due 
to the fact that HF calculations do not include any 
electron correlation but also to the fact that the cor­
relation energy is far from being constant for states 
corresponding to atomic configurations with different 
occupancy of the d, s, and p shells. This is easy to 
understand if one considers that the intrashell corre­
lation energy is much larger for d than for s (and p) 
shells. As a consequence, different states obtained by 
intershell excitations are characterized by a change in 
correlation energy (the so-called "differential correlation 
energy") which is roughly proportional to the relative 
variation in the occupation number of the different 
shells. The correct description of such an effect requires 
the use of very flexible basis sets in order to account 
properly for both the radial and angular correlation 
energy and excitations of high order need to be included 
in the CI treatment (see for instance ref 184-186). The 
differential correlation energy seems to be an important 
constituent of the metal-metal interaction energy es­
pecially for the cases in which the metal-metal bond 
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TABLE VI. Experimental and Theoretical Results on Dimers of the First Transition Metals 

method (ref) r e ,A A1, eV ground-state symmetry 

exp 
(164a) 
(156, 164b) 
(163) 

DF (162) 
MCSCF (157) 
HF (158) 
ECP-MCSCF (155) 
CASSCF-CI (159) 

CASSCF-CI (160) 
DV-Xa (161) 

exp 
(194b,c) 
(156, 193, 194) 

DF (162) 
HF (158) 
DV-Xa (161) 
CASSCF-CI (173) 

3.25 
2.57 
3.05 
5 
3.7 
4.2 
2.79 
2.21 

2.52 
1.87 
1.96 
1.87 

Sc2 

238.9 

235 

210 

184 

407.9 
220 
580 

580 

Ti 2 

1.1 (2) 

1.00 
1.12 

0.2 
0.8 
0.06 
0.44 

1.3 (1) 

2.30 

6Z 

%-1V 
?<+ 
5Au 
3y - Iy + 3y -
52„-

7SU 
1S= 

exp 
(194b,c) 
(196) 

DF (162) 
HF (158) 
CASSCF-CI (159b) 
MCSCF-CI (174) 
DF (197) 

exp 
(169) 
(165-167) 

DF (162) 
MCSCF (157) 
HF (158) 
GVB (171, 172a) 
HF-f functions (170) 
MCSCF-CI (174) 
CASSCF-CI 
DF (175)° 
MGVB (172b) 

exp 
(198) 
(199) 
(164b) 

DF (162) 
HF (158) 
HF (200) 
DF (197) 

exp 
(201) 
(194a, 202d) 
(202b) 
(202c) 

DF (162) 
HF (158) 
HF-CI (201) 

exp (203) 
DF (162) 
HF (158) 
HF-CI (203) 

exp (207) 
ECP-MCSCF (206b) 
ECP-GVB-CI (206d) 
DF (162) 
HF-CI (206a) 

1.76 
2.65 
1.96 
1.77 
1.79 
1.75 

1.68 
3.66 
1.90 
1.56 
3.06 
1.45 
1.7 
1.7 
1.68-1.70 
1.61 

3.4 

2.7 
1.52 
2.88 
2.52 

1.87 
2.02 
2.1 
1.58 
2.40 

2.07 
2.64 
2.4 

2.200 (7) 
2.49 
2.04 
2.18 
2.20 

538 
230 
420 
594 
557 
594 

452 
55 

750 
110 
1181 

435-443 

Cr2 

Mn2 

124.6 

680 

144 

300.3 

390 
660 
204 

360 
200 
240 

381 

344 
320 
289 

Fe2 

Co2 

Ni2 

2.5 (2) 
1.85 

0.33 
1.45 
3.85 

1.6 (3) 

0.20 
1.48 

0.35 
unbound by 19.1 eV 
unbound 
unbound 
2.0-2.8 
1.86 

0.3 (3) 

1.25 

0.79 
0.86 

0.8 (2) 

3.45 

1.0 (3) 
3.35 

2.07 (1) 

2.9 
2.70 
1.42 

3V 1V 

:2" 

1V 13V 
1V 1V 

Iy + 
, « 
1 S / 

1 S 8
+ (antiferromagnetic) 

unu ,»v 
1V 
(antiferromagnetic) 1 S 8

+ 

(antiferromagnetic) 1Sg+ 

7A„ 
1 S . 

5A8 
1V 
6S8

+ 

l r , or 3ru 
3 2 u

+ 

!V 
3S8-
1V 
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T A B L E V I (Continued) 

method (ref) 

ECP-GVB-CI (206c) 
ECP-MCSCF-CI (205) 
HF (158) 

exp (187) 
HF (158) 
DF (162) 
MRD-CI (176) 
HF (177, 179) 
GVB (180) 
GVB-relativitic (180) 
CASSCF-CI (181) 
HF-CI (182) 
CASSCF-CI (183) 
CEPA (184) 
CEPA-relativistic (184) 
HF-CI (CPF) relativistic 
MP4 (SDTQ) (186) 
ECP-CI (189) 
ECP-CI relativistic (188) 
DV-Xa (191) 
DF (192) 
ECP-DF-SIC (336b) 
ECP (DF for correlation) (358) 
ECP-CI (357b) 

" Different results within the quoted 

r e ,A 
2.26 
2.33 
2.28 

Cu2" 
2.22 
2.32 
2.27 
2.33 
2.41 
2.48 
2.42 
2.32 
2.76 
2.35 
2.27 
2.23 
2.24 
2.23 
2.31 
2.25 
2.26 
2.17 
2.222 
2.26 
2.14 

ranges have been obtained by using 
reported calculations on Cu2 have been carried out for the ground state 1 S 

o>„ cm"1 

211 
240 

266 
210 
280 

235 
162 
176 

134 
227 
242 
263 

283 
272 
274 
268 
330 

262 
269 

Kc, eV 

1.89 
1.43 
3.42 

2.05 

2.30 
1.67 
0.68 
0.83 
0.90 
1.61 

1.99 
1.69 
1.80 
1.84 
2.20 
1.48 
2.00 
2.21 
2.65 
2.049 
1.95 
1.54 

ground-state symmetry 
3V 
3V 1V 
1V 

exchange and correlation functional of different forms. b All the 
+ 

formation requires the "preparation" of the atoms in 
their excited states. As shown above, such effects occur 
for almost all TM diatomics. 

In addition, one has to consider that the changes in 
radial expansion of the different shells accompanying 
the electronic excitations are coupled with changes in 
relativistic deformation of the orbitals which again can 
affect the intershell and intrashell correlation energy. 
Furthermore, the assumption that the valence shells of 
transition elements are the nd, (n + l)s, and (n + l)p 
shells only seems to be doubtful at least in some cases. 
For instance, the correlation effects involving np and 
nd electrons are far from negligible,174 but taking them 
into account in the case of polyatomic systems raises 
the computational difficulties over any practical limit. 

From the above analysis, it is easy to draw the con­
clusion that a quantitative description of the bonding 
interaction between transition-metal atoms requires the 
use of very flexible basis sets. The computations must 
be carried out according to advanced schemes to be able 
to give a good correlation energy at least for the valence 
electrons but also to account for the main features of 
the relativistic effects. 

The application of this type of sophisticated theo­
retical methods to transition-metal clusters of higher 
nuclearity is presently very difficult although some 
recent developments are highly promising. 

Presently, the only way is the use of approximate 
quantum mechanical methods which are especially 
designed and adapted for the particularly difficult task 
of studying the electronic structure of the TM clusters. 

Among the possible simplifications of the theoretical 
and computational methods worth mentioning are the 
ECP methods and the density functional (DF) methods 
which use the local density approximation (LD) for 
evaluating the exchange-correlation terms (see appendix 
VII.B.C). The ECP methods combined with HF SCF 
procedure or with one of the LD methods seem espe­
cially suitable as a routine computational tool for a 

qualitative study of the electronic structure of TM 
clusters. However, the use of ECP methods within the 
HF formalism removes the computational problems 
only partially because the evaluation of the correlation 
energy for the valence electrons requires the same 
computational effort as the all-electron calculations, if 
the CI treatment is carried out according to the frozen 
core approximation. On the contrary, the LD methods 
can, in principle, overcome such difficulties by means 
of the density functional proposed for the exchange-
correlation energy. However, an "a priori" evaluation 
of the accuracy of such procedures in usually difficult 
due to the approximate nature of such functionals. 
Finally, for both HF and LD methods the problem of 
computing at least the leading relativistic corrections 
remains completely open, and a literature search reveals 
that very little work has been done in this direction. 

Despite all the described difficulties the theoretical 
calculations performed on relatively large transition-
metal clusters using approximate methods are useful, 
provided that the limitations of the methods are well 
documented and their effects on the predictive power 
of the corresponding calculations are critically dis­
cussed. If these conditions are fulfilled, even the ap­
proximate calculations are very welcome and can largely 
contribute to the formulation of useful concepts and 
general rules concerning the particular features of the 
electronic structure of the TM clusters. 

Before reviewing the theoretical studies on TM 
clusters reported in the literature, it is useful to mention 
some specific problems concerning the electronic 
structure which should be elucidated by the theoretical 
investigations. The principal question is to what extent 
the d orbitals participate in the formation of the met­
al-metal bond. In other words, do the d electrons re­
main strongly localized around the atomic centers or 
are they to some extent delocalized in the bond region? 
This is a basic point to which several other questions 
are closely connected. 
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First, if the d orbitals are substantially involved, the 
metal-metal bond exhibits a directional character which 
is not present in a bond dominated by the interaction 
between spherical s orbitals. Obviously, the direction­
ality of the metal-metal interaction should influence 
the optimum energy shape of the cluster. Furthermore, 
if the d electrons undergo a derealization into the bond 
region, the corresponding one-electron energy of the 
cluster orbitals can be significantly different from the 
"pure" atomic value. As a consequence, the energy 
width of the "band-like" group of the d cluster-orbitals 
may become broad, and strong overlapping can occur 
with the corresponding "s band". The overlap of the 
s and d bands influences also the cohesion energy of a 
transition metal. This aspect is of fundamental im­
portance for the enegetics of the ionization processes 
of the clusters as well as for the corresponding electronic 
relaxation processes. 

Finally, the TM clusters composed by atoms with an 
incomplete d shell may be characterized by the exist­
ence of different spin states corresponding to different 
degrees of coupling of the d unpaired electrons. An 
effective coupling of the electron spins is expected to 
parallel the extent of the d-d interaction. In turn, this 
interaction may strongly depend upon the metal-metal 
distance in different aggregates of the same element and 
upon the characteristic radial expansion of the d or­
bitals along a transition series. AU these effects can 
cause a variety of magnetic behavior which certainly 
represents a characteristic feature of the TM clusters. 

B. First Row Transition-Metal Clusters 

/. Scandium Clusters 

The simplest TM cluster, Sc3, has been isolated in 
rare gas matrix, and its ESR spectrum has been fully 
interpreted212 assuming a doublet ground state of D3h 
symmetry. This has been also confirmed by a resonance 
Raman study in argon matrix.213 Knight et al.212 pro­
posed that the unpaired electron is localized in a totally 
symmetric MO with large d character, following the 
suggestion based on simple EHT calculations of Z)3n 
trinuclear metal clusters.214 On the contrary, according 
to the proposal of Anderson215 the sequence of the MO 
levels associated with the 4s and 3d orbitals is a/a^a^'e, 
leading to a 2E' state which is Jahn-Teller unstable. 

No other more rigorous calculations have been re­
ported and the two quoted proposals based on simple 
qualitative arguments seem insufficient to assign the 
ground-state symmetry of the Sc3 cluster in a definite 
way. In addition, the lack of information about the 
Sc-Sc bond distance and the molecular stability further 
complicate this task. Another point to be mentioned 
is that the doublet ground state of Sc3 cannot correlate 
with the system Sc2(

5S) + Sc2DOdHs2). Either it 
correlates with Sc2(

5S) + Sc4F(3d24s1) or with three 
interacting scandium atoms in their 2D ground states. 
This fact which is relevant for establishing the degree 
of stability of Sc3 with respect to the dissociation limit 
Sc2 + Sc should be further investigated by theoretical 
methods with quantitative predictive power. 

A mass spectroscopy investigation216 could identify 
the cluster ion Sc4

+ which shows high reactivity toward 
oxygen, hydrocarbons, alcohols, and organic sulfides. 
In order to explain the relatively high stability it was 

assumed that Sc4
+ has a tetrahedral compact structure 

but the proposal has not been supported by other ex­
perimental or theoretical evidence. 

The Sc13 cluster has been considered responsible for 
unique hyperfine structure of the ESR spectrum re­
corded in gas matrix.212 The high stability of such a 
39-valence electron species was attributed to a very 
compact structure, like the icosahedral one (13.1). On 
the basis of qualitative arguments this structure should 
be characterized by an electronic configuration of the 
type (ag)

2(tlu)
6(hg

10)(t2u)
6(gu)

8ag
1 corresponding to a 2Ag 

ground state. It should be noted that Xa-SW calcu­
lation of Sc13 with hep structure (13.3) confirmed that 
the cluster should have a doublet ground state.217 

However, the lowest energy conformation of the Sc13 
cluster is still uncertain because it is to be expected that 
the isosahedral (13.1), truncated hexagonal bipyramidal 
(13.3) or cubo-octahedral (13.2) structures are of similar 
stability. 

2. Titanium Clusters 

MO calculations using Anderson's Hamiltonian have 
been carried out215 on a series of Tin clusters (n = 3-6), 
with the aim of identifying the most stable conforma­
tions. The compact forms, equilateral triangle (3.1), 
tetrahedron (4.3), trigonal bipyramid (5.2)8 and octa­
hedron (6.3) are characterized by the highest BE/n 
values equal to 0.89,1.03,1.14, and 1.19 eV, respectively, 
while the computed Ti-Ti equilibrium distances 
(3.1-3.2 A) do not seem to be highly dependent upon 
the cluster size and are larger than that of the bulk 
metal (2.92 A). 

ECP-CI calculations, performed by using a valence 
basis set fulfilling the requirement of orthogonality with 
the core orbitals,218,219 have been carried out on Ti3 (D3n) 
(3.1) and Ti4 (Td) (4.3) clusters220 assuming a fixed 
Ti-Ti distance equal to the bulk value 2.95 A. The 
computed BE/n values (0.58 and 1.19 eV for Ti3 and 
Ti4, respectively) show a much more pronounced de­
pendence on the cluster size than the BE/rc values re­
sulting from Anderson's calculations.215 According to 
the ECP method220 the metal-metal bond in titanium 
clusters may be interpreted as essentially due to the 
interaction between atoms in the 3d34s1 excited con­
figuration. Three electrons per atom remain uncoupled 
and, in addition, one MO in Ti3 and two MO's in Ti4 
mainly composed of 4s orbitals are singly occupied. 
Therefore, the ground-state configuration should cor­
respond to states with total spin equal to 5 and 7, for 
Ti3 and Ti4, respectively. 

3. Vanadium Clusters 

A V15 cluster of (100) bcc structure (1,4,5,4,1) with 
lattice parameter equal to 2.63 A has been studied by 
means of Xa-SW calculations by Salahub and Mess-
mer22i wj^jj t.ne a i m to investigate the magnetic prop­
erties of such a relatively large metal aggregate. The 
SCF iterations were carried out allowing free occupancy 
of spin-up and spin-down MO's, leading to a self-con­
sistent configuration with just one unpaired electron. 
This result has been considered an indication that a 
15-atom vanadium cluster (an odd electron system) 
which prefers the maximal coupling of electron spins 
is representative of the nonmagnetic behavior of the 
bulk vanadium metal. However, the same authors 
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pointed out that the magnetic properties of a finite size 
cluster are highly dependent on the assumed shape and 
volume of the cluster itself. This was proved by the fact 
that large variations in atomic net spin densities are 
computed for the V15 cluster when the bcc lattice pa­
rameter is increased by a factor of 1.4. 

4. Chromium Clusters 

The Anderson model calculations215 carried out for 
the series of clusters Crn (n = 3-6) indicated that the 
most stable forms are the equilateral triangle (3.1), 
"diamond shape", pentagon (5.6), and trigonal prism 
(6.4) with a BE/n value of 1.30,1.35,1.48, and 1.77 eV, 
respectively. Other forms of Cr4 of Td and D4n sym­
metry are only slightly higher in energy (~0.12 eV) than 
the "diamond"-like structure. 

No other theoretical or experimental investigations 
have been reported for Cr clusters of low nuclearity so 
that the problem of the growth mechanism and the 
relative stability of different structures of the chromium 
clusters remains open and needs further studies based 
on more quantitative calculations. 

A calculation similar to that carried out for the V15 
species has been performed also for the Cr15 cluster.221 

The (100) bcc (1,4,5,4,1) structure contains one central 
metal atom surrounded by eight first and six second 
nearest neighbors. From the spin polarized calculation, 
a magnetic moment as large as -0.7, 4.1, and -3.4 Mb/ 
atom, was obtained for each set of symmetry equivalent 
atoms, respectively. The alternation of the values of 
the atomic spin density for the different coordination 
shells have been considered an indication of the anti-
ferromagnetic behavior of the Cr15 cluster, similar to 
that observed in the bulk metal. However, in the latter 
case the magnetic moment is considerably smaller (0.7 
MB/ atom) than that computed for the cluster atoms. It 
must be emphasized that the spin-ordering phenome­
non found by Salahub and Messmer221 in the Cr15 
cluster was not due to any particular symmetry con­
straint imposed on the wave function but was obtained 
as a result of the SCF procedure. In this sense, it seems 
to be a peculiar characteristic of the cluster itself. 

5. Manganese Clusters 

A manganese cluster whose ESR spectra data are 
consistent with a total spin equal to 25/2 has been 
studied in different rare gas matrices by Baumann et 
j j 199 Tj16 c i u s t e r j s most likely Mn5 for which a planar 
pentagonal structure (5.4) has been proposed. However, 
from the only available ESR data other conformations 
which include two sets of magnetically nonequivalent 
Mn atoms (trigonal bipyramid (5.2) or square pyramid 
(5.3)) cannot be excluded. 

No other studies have been reported on manganese 
clusters which certainly are the last extensively inves­
tigated species of the first-row transition metals. 

6. Iron Clusters 

The smallest iron cluster Fe3 has been studied202 with 
the Xa-SW method. A geometry optimization showed 
that the equilateral triangle, with an iron-iron distance 
of 2.0 A, is the most stable form. The larger stability 
of the ferromagnetic form of the iron trimer with re­
spect to the nonmagnetic form has been attributed to 
the enhanced participation by the d electrons in the 

metal-metal bond. A computed ionization energy value 
for Fe3 equal to 6.3 eV obtained with the "transition-
state" method22,222 and adopting relaxed orbitals for the 
cation species fits the experimental value determined 
by laser photoionization technique202,223 remarkably 
well. 

The series of iron clusters Fe4 (tetrahedral), Fe9, and 
Fe15, both in a bcc arrangement, has been investigated 
by the Xa-SW method224 (see also ref 221). The 
standard bulk nearest neighbor spacing of 2.49 A was 
used for all the clusters. The spin polarization SCF 
calculation converges to a ground-state configuration 
with 10 unpaired electrons for Fe4 and 12 for Fe9 and 
Fe15. This corresponds to an average net spin density 
per atom equal to 2.5, 2.9, and 2.7, respectively. Ac­
cording to the authors' opinion224 the magnetic prop­
erties of the largest 15-atom cluster well mimic those 
of the bulk iron. In fact, band structure calcula­
tions225,226 predicted a magnetic moment of 2.30 ^ B / 
atom while the corresponding experimental value is 2.12 
MB/atom.227 

The qualitative similarities of the one-electron energy 
spectrum among the clusters and between the clusters 
and the bulk metal have been pointed out.224 The d 
band width is computed to be 1.6, 2.4, and 2.9 eV (for 
spin up) and 2.3, 2.8, and 4.3 eV (for spin down), for 
Fe4, Fe9, and Fe15, respectively. The values derived 
from band-structure calculations226 are 5.1 and 6.4 eV, 
for spin up and spin down, respectively. Better 
agreement with the bulk values is obtained if the d band 
width of Fe15 is computed as e(7t2g) - e(leg) = 4.5 eV 
for spin up and as e(6eg) - e(leg) = 4.5 eV for spin down. 
However, the highest spin up level 7t2g is not a pure d 
MO but a highly hybridized dsp orbital. Therefore, the 
clear definition of the top of the d band and the con­
sequent estimation of its width is matter of discussion. 

LD calculations have been reported on the series of 
iron clusters Fe7, Fe9, and Fe15.

228 This is an important 
contribution because it allows a comparison of results 
obtained with the Xa-SW method and a LD method 
making no use of muffin-tin potential and taking into 
account correlation effects. The Fe7 species is assumed 
to have an octahedral shape and is characterized by a 
ferromagnetic electronic ground state. An average 
magnetic moment per atom of 3.7 and 3.0 mB has been 
computed for a Fe-Fe distance equal to 2.86 and 2.12 
A, respectively. Both values of the magnetic moment 
are larger that the bulk value of 2.12 /uB/atom and seem 
to stem from the "exposed" atoms in the octahedral 
structure. The Fe9 cluster was studied in the same bcc 
structure which was assumed in the Xa-SW study of 
Yang et al.224 The computed magnetic moment of 2.89 
MB/atom perfectly agrees with the Xa-SW result,224 and 
the ionization energy computed by employing the 
transition-state method (5.2 eV) agrees well with the 
photoionization data.202,223 The largest cluster consid­
ered, Fe15 (bcc structure), is characterized by a magnetic 
moment of 2.93 fiB/atom, while the corresponding Xa-
SW value224 is 2.67 ^B/atom. 

The analysis of the density of states (DOS) per atom 
for the series of iron clusters allowed to conclude that 
the shape of the DOS curves does not greatly depend 
on the particular boundary conditions imposed on the 
system. The DOS curve of Fe15 is similar to that of the 
bulk iron: the computed d band width is 4.4 (3.3) eV 
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and should be compared with the bulk value of 7.7 (7.2) 
eV for the cluster and 8.20 (8.03) eV for the bulk iron. 
A similarity between a 15-atom cluster and the bulk 
metal is suggested, since a narrow d band that overlaps 
with a broad s band has been obtained for the cluster, 
a feature which is common to all transition metals. On 
the other hand, a still remarkable difference between 
the magnetic properties of the largest bcc iron cluster 
and those of the bulk metal was pointed out.228 

Moreover, significant differences have been found for 
the spin-density distribution on central and peripheral 
atoms in the Fe15 cluster with respect to Xa-SW re­
sults.224 

In order to check whether the similarity between 
cluster and bulk energy-level distribution holds also in 
the case of a different cluster geometry, the DF method 
used in ref 228 was also applied to a Fe13 cluster224 in 
a fee arrangement with a nearest-neighbor distance 
equal to the bulk value. The bandwidths for Fe13 are 
intermediate between those of Fe9 and Fe15,

228 but the 
magnetic moment is lower than that of both Fe9 and 
Fe15 clusters. The central metal atom is characterized 
by large negative spin density (-1.7), as was found also 
in the case of Fe15.

228 In the bulk metals there is a 
tendency for spin down electrons to accumulate on the 
boundaries of the atomic cell. In the relatively small 
clusters the reverse seems to occur: the inner atoms are 
dominated by a large spin-down density. 

All these considerations suggest that the magnetic 
behavior of small metal clusters is controlled by electron 
and spin distribution mechanisms which are substan­
tially different from those in the bulk metal. Clusters 
much larger than those studied in the previous pa-
perg22i,224,228,229 3I1011I(J probably be considered in order 
to mimic the bulk magnetic properties in a better 
manner. It is important to note that the evaluation of 
such properties may also be strongly influenced by 
technical details of the computational scheme and in 
particular by the assumed form of the exchange-corre­
lation potential of the density functional approach, as 
the comparison between the DF and Xa-SW results has 
shown. 

In the above discussed studies a fixed cluster geom­
etry is always assumed, and only in one case was the 
effect of the variation of the Fe-Fe distance on the 
magnetic properties examined. No Xa-SW or DF 
calculations have been carried out with the aim of 
studying the cluster stability problem, and its relation 
to the cluster shape and size. Such an investigation has 
been carried out by Anderson215 in the case of small iron 
clusters. The equilateral triangle (3.1), "diamond shape" 
(5.6), square pyramid (5.3), and triangular prism (6.4) 
are the most stable forms for Fe3, Fe4, Fe5, and Fe6, 
respectively, characterized by BE/n values of 0.82,0.99, 
1.13, and 1.27 eV, respectively. The computed iron-iron 
distances do not increase considerably (2.6-2.7 A) with 
the cluster size and are larger than the optimum Xa-
SW value computed for Fe3

273 and the experimental 
bulk value. 

7. Nickel Clusters 

Theoretical studies of Ni3, carried out with semi-
empirical215,230 and ab initio methods205 predicted the 
linear structure to be most stable. Anderson215 noted 
that the linear form, bound by 1.47 eV (i?Ni_Ni = 2.25 

A) with respect to the dissociation in Ni2 + Ni, can be 
easily transformed in the equilateral triangle form 
characterized by i?Ni-Ni = 2.4 A and by a stability of 1.28 
eV. Both the linear form in a state Au of unknown 
multiplicity and the triangular form (2E') should be 
Renner-Teller231 or Jahn-Teller60-62 unstable. 

An ECP study of Basch et al.205 confirmed that the 
linear form is more stable by 0.17 eV than the triangular 
one. The ground-state HF MO's for both the D„h and 
D3h symmetries can be partially localized leading to a 
description in which each of the three nickel atoms has 
an electron distribution very close to Sd^s1 and three 
holes are localized in the 3d-type MO's. In the D3h 
symmetry the d holes are associated with MO's span­
ning the same irreducible representations as the 4s 
orbitals (e and ax) while in the linear geometry the 
unpaired electrons occupy 5-type MO's. 

The semiempirical CNDO calculations of Blyholder232 

led to the opposite conclusion: the equilateral trian­
gular (3.1) form is found to be more stable than the 
linear one by about 1.2 eV. 

The experimental study so far carried out on Ni3
233,234 

could not establish ground-state symmetry. The reso­
nance Raman spectrum234 of Ni3 recorded in solid argon 
matrix was interpreted as due to a C2v molecule, with 
an apex angle falling into the range 90-100°. From the 
vibrational analysis an atomization energy as large as 
1.7 eV was estimated. The large deviation from line­
arity may result from the Renner-Teller231 effect which 
should split the Au state into an A2 or B2 doublet states. 
However, one cannot exclude that the cluster-matrix 
interaction may contribute to the stabilization of a 
distorted conformation. Therefore, from theoretical and 
experimental results the conclusion can be drawn that 
in gas phase the Ni3 species is probably a fluxional 
molecule. 

Nickel clusters of low nuclearity (n < 6) have been 
investigated by semiempirical calculations.215,232 The 
study using Anderson's model Hamiltonian proposed 
the square (4.2), pentagon (5.4), and hexagon (6.1) to 
be the most stable structures for Ni4, Ni5, and Ni6, with 
BE/n values of 1.15, 1.32, and 1.33 eV, respectively. 
The BE/n values obtained from CNDO calculations232 

are 2.2, 2.9, and 4.6 eV for linear Ni4 (the only inves­
tigated form of the tetramer), planar Ni5, and Ni6 ((100) 
and (111) sections), respectively. Therefore, both 
quoted semiempirical calculations indicate that the 
planar structures are more stable than the three-di­
mensional ones. 

ECP calculations205 yielded similar stabilities for the 
linear and the square forms of Ni4 (~0.58 eV/atom) 
both of which are more stable than the tetrahedron 
(0.32 eV/atom). In the case of Ni5 and Ni6 the square 
pyramid (5.2) and the octahedron (6.3) are characterized 
by BE/n values of 0.71 and 0.72 eV, respectively. 

As in the case of Ni3, Basch et al.205 showed that these 
Ni clusters originate from the interaction of nickel at­
oms in the 3d94sx configuration. The metal-metal bond 
is mainly due to the 4s electrons and the corresponding 
MO's can be described by a simple Hiickel model (in­
cluding overlap), while the 3d-3d interaction between 
nearest neighbor atoms is very small. The ground-state 
configuration of Nin clusters corresponds to n holes 
strongly localized in d-type MO's. This particular 
feature which has been investigated by these authors 
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only is not an artifact of the single-determinant repre­
sentation, since the closed-shell configuration of Ni6 has 
an energy much higher than the open-shell one, even 
when the closed-shell wave function is improved by 
means of a 36-terms MC-SCF calculation. 

In the case of Ni6
205 the DOS diagram obtained by 

ECP one-electron energies appear to be quite different 
from a typical Xa-SW DOS diagram for a small metal 
cluster. Actually, the ECP results do not confirm the 
existence of a narrow d band superimposed on a broad 
(s + p) band since the first band appears to be well 
separated from the second one and lying at lower en­
ergy. 

The agreement between curves obtained from the 
ECP DOS and the Xa-SW DOS is reached if closed-
shell HF ECP eigenvalues are employed. 

The general problem concerning the relative ioniza­
tion energies of 4s vs. 3d electrons in nickel clusters has 
been considered in detail by Newton235 in the case of 
the tetramer in square configuration. The values ob­
tained from restricted ECP-HF calculations using re­
laxed orbitals for the ionic species show quite a large 
separation (about 1.2 eV) between s and d ionization 
energies. But when additional electronic relaxation of 
the cation is introduced by allowing for a symmetry-
broken character of the final wave function the s and 
d ionization energies become essentially degenerate, 
thus confirming the overlap of the d and s bands found 
by the Xa-SW method. This means that the HF en­
ergies (Koopmans' theorem) cannot be taken as a 
measure of the ionization energies of state strongly 
localized and characterized by a large relaxation energy. 
On the contrary, the one-electron energies of the Xa-
SW method are claimed not to be greatly altered when 
the electronic relaxation of the final states is al­
lowed.236"238 

The electronic structure of higher nuclearity Ni 
clusters has only been examined with Xa-SW or DF 
methods.236'238"241 

In a Xa-SW study236 the Ni8 and Ni13 clusters were 
assumed to be in cubic and cubo-octahedral arrange­
ments, respectively, with a fixed Ni-Ni nearest-neighbor 
distance of 2.49 A. For both clusters a magnetic mo­
ment of 0.25 and 0.46 MB/atom was computed. The 
latter value is smaller than that of the ferromagnetic 
crystalline nickel (0.57 MB/atom). But an increase of 
the computed magnetic moment upon going from an 
8- to a 13-atom cluster has been considered236 to be in 
agreement with the experimental findings that such a 
quantity increases in a continuous way with the di­
mension of the metal particles.243 However, as men­
tioned in the case of the iron clusters, the predictions 
of the magnetic properties of the clusters obtained from 
the Xa-SW method can be altered by using a more 
accurate potential for the exchange-correlation func­
tional. Indeed, adopting Janak-William's244 potential 
in the framework of SW method, Salahub and Raatz245 

obtained a magnetic moment of 0.69 /uB/atom (which 
is higher than the bulk value) for a Ni13 cluster in a 
cubo-octahedral configuration. In the case of the Ni14 
cluster, a fee section (9,4,1), the magnetic moment de­
creases to 0.57 /uB/atom, which is coincidentally very 
close to the bulk value. In the same study245 it was 
pointed out that the distribution of the magnetic mo­
ments associated with the individual atoms is very 

heterogeneous: the atoms with the highest number of 
nearest neighbors have the smallest net spin density, 
and this increases considerably as the atoms become 
more and more exposed. 

As for other clusters, Messmer et al.236,238 showed the 
similarity between the Xa-SW DOS curves and those 
obtained from a band structure calculation on bulk 
nickel.246 This point was used to show that the EHT 
method is not suitable for the description of the elec­
tronic structure of transition-metal clusters because the 
EHT spectrum of the one-electron energies does not 
fit247"250 the Xa-SW one. It is certainly true that the 
results of the semiempirical methods, like EHT, depend 
strongly on the chosen set of parameters. However, the 
criticism of Messmer et al.235,238 was based upon the 
assumption that the Xa-SW description of the density 
of states is free from any approximation. The following 
consideration will show that this is not always the case. 

In fact, other calculations on large Nin clusters, Ni13 
and Ni19, have been carried out by employing the DF 
(local density approximation) method and adopting a 
very flexible set of 14s, 9p, and 5d uncontracted 
Gaussian functions.229 As mentioned in the case of iron 
clusters two important methodological differences dis­
tinguish this computational approach from the Xa-SW 
method: the correlation effects are included through 
the use of an approximate potential and no muffin-tin 
approximation is adopted. For the two Ni clusters a 
fixed central-atom-first-neighbor distance of 2.49 A was 
assumed. The d band width was computed to be 4.3 
eV for Ni13 and 4.8 eV for Ni19; that is about twice larger 
than the bandwidths obtained from the Xa-SW me­
thod.236,238'261 With an integrated density of states per 
atom (a procedure which avoids the arbitrary broad­
ening of the discrete energy spectrum) a remarkable 
similarity between Ni19 and the bulk metal was shown 
both for the sum of different spins and for spin up and 
spin down separately. The excess of spin up per atom 
was computed to be 1.14 and 0.80 for Ni13 and for Ni19, 
respectively, which are larger than that computed for 
the bulk metal (0.57 MB/atom).252 

8. Copper Clusters 

Copper clusters are the most widely experimentally 
studied transition-metal aggregates. ESR investigations 
have been reported for Cu3 and Cu5.

253'254 For the 
copper trimer a mass spectrometric measurement of the 
atomization enthalpy255 and resonance Raman studies 
in rare-gas matrix256 have been carried out. In addition, 
the Cu3 species has been the object of an extraordinarily 
accurate study257 which is the first reported gas-phase 
spectroscopic investigation of a bare transition-metal 
cluster. This work opens a very promising way of ob­
taining accurate date for TM clusters in a situation in 
which the cluster itself is not perturbed by interactions 
(sometimes very important) with a support or a gas 
matrix. Quantities like ionization potential and 
ground-state-excited-state transition energy were de­
termined for Cu3, together with the extent of the geo­
metric distortions induced by the Jahn-Teller effect. 
The UV-vis absorption spectra were recorded in xenon 
matrix for copper clusters containing up to five at­
oms,233,268 while ionization energies have been measured 
for Cun species (n = 29)259 by using a supersonic beam 
expansion technique which produces very cold clusters 
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(a few K for translational, rotational, and vibrational 
degrees of freedom). 

The theoretical chemistry literature is very rich in 
examples of studies carried out for copper clusters. This 
is probably due to the fact that the completely filled 
d shell of the copper atom does not give rise to diffi­
culties represented by a manifold of states of different 
spin multiplicity. As a consequence, the field of the 
copper clusters is much more investigated than clusters 
of other TM's, and the situation is completely analogous 
to that of the copper dimer which has been also more 
extensively studied than other TM diatomics. 

The smallest cluster Cu3 has been identified by ESR 
spectroscopy in adamantane matrix at 77 K253 and the 
ground state, 2B2 (C2v), was found to be consistent with 
the spectral data. About 61% of the unpaired electron 
is localized in 4s copper orbitals and mainly at the 
terminal copper atoms, while at the central atom the 
spin density is negative because of spin polarization 
effects. 

Former CNDO calculations of Baetzold260 indicated 
that the linear and trigonal forms (i?cu-Cu = 3.2 A) have 
almost identical stability (BE/n. = 1.91 eV). On the 
contrary, Anderson's model calculations261 predicted 
that the linear form should have the lowest energy 
(BE/n = 0.86 eV and RCu^u = 2.34 A). The Cu3 cluster 
is stable with respect to the dissociation in Cu2 + Cu 
but its binding energy per atom is lower than that of 
Cu2. 

Several nonempirical theoretical studies have been 
reported on Cu3.

177'179'262"271 Del Conde et al.268 carried 
out restricted HF calculations using a double f basis for 
the isosceles triangle from in the 2A1 ground state. This 
is characterized by values of the Cu-Cu bond lengths 
equal to 2.47 and 2.73 A and a stability of 1.12 and 0.45 
eV with respect to three copper atoms and the disso­
ciation limit Cu2 + Cu, respectively. The computed 
stability is much smaller than the experimental value 
of 2.93 eV,255 and this is certainly caused by the lack 
of electron correlation. In the same paper, the analysis 
of the additive and nonadditive energy contributions 
has been carried out. As for other cases examined36'268 

the authors found that the nonadditive terms contribute 
to the cluster instability, being repulsive both for linear 
and triangular form. 

Other HF calculations262,263 gave an indication that 
the bent structure of the Cu3 clusters with the apex 
angle equal to 120° and the equilateral triangle are only 
0.13 and 0.14 eV higher in energy than the linear form. 
A change in Cu-Cu distance as small as 0.06 A was 
computed for the deformation from D^11 to D3h sym­
metry. 

The Cu3 energy surface was subjected to a detailed 
analysis by Miyoshi et al.179'270 with HF "all-electron" 
method. Three electronic states have been considered. 
The first (18a'1)

2(lle')1, 2E', corresponds to the ground 
state for the D3h symmetry, and the other two are the 
states that originate from the Jahn-Teller distortion D3h 
— C2u: (ISa1)

2C^a1)
1,2A1, and (ISa1)

2CHb1)
1,2B1. The 

lowest energy conformation is the obtuse isosceles tri­
angle (BE/n = 0.34 eV) which is nearly degenerate with 
the acute one. Both latter forms are slightly more stable 
than the more symmetric D3h and the linear one by 
about 0.11 and 0.14 eV, respectively. Thus the ordering 
in stability of the D„h> C2v, and D31x forms is reversed 

with respect to that proposed by Bachmann.262'263 

However, it must be noted that all the above reported 
HF calculations are likely to be affected by basis set 
superposition error (BSSE) (cf. appendix VIIA) due to 
the limited size of the basis set adopted in the molecular 
calculations. The BSSE leads to binding energy over­
estimate which increases with the compactness of the 
molecular system. In the specific case of the Cu3 cluster, 
the BSSE is expected to be larger for triangular forms 
than for the linear one. After correction for BSSE, the 
stability of the latter may be slightly higher than that 
of the D3h form. According to the corrections estimated 
by Miyoshi et al.,179 the right sequence of the total en­
ergies for Cu3 should be £obtuse ~ £acute < £linear < 
-^equilateral-

All the above quoted calculations do not include any 
correlation effects which, as already discussed in the 
case of the copper dimer, play an essential role in sta­
bilizing the Cu-Cu bond. Moreover, it is important to 
consider such effects in order to establish in an unam-
bigous way the order in stability of different geometric 
forms characterized by similar total energy. With this 
aim, a correlated HF wave function for Cu3 has been 
computed266 by employing the ECP-SCF procedure 
(almost completely free from BSSE), followed by SD-
CI. The contribution of higher excitations are taken 
into account via perturbative procedure. The obtuse 
triangle (3.2) (2B2), the acute triangle (2A1) (3.3), and 
the linear form (2S^) were found to be very close in 
energy. The best estimate of the stability of the Cu3 
cluster is 0.50 eV, which is substantially lower than the 
experimental value, despite the quite large correction 
induced by the correlation effects (~0.38 eV). The 
linear form is found to correspond to a real local min­
imum, a rather surprising fact in comparison with Na3,

70 

where the linear form is a saddle point on the surface. 
Flad et al.264'265 studied Cu3 using an ECP scheme in 

which the 3d shell of the copper atom is included in the 
core. The effect of core polarization is taken into ac­
count by means of a suitable operator built into the 
effective Hamiltonian. The valence correlation effects 
are computed by employing a DF scheme which in­
cludes a self-interaction correction (see appendix VILB). 
The geometries of the linear, acute, and obtuse trian­
gular forms have been optimized and the resulting 
stabilities with respect to three copper atoms have been 
found equal to 2.58, 2.63, and 2.68 eV, respectively. 
When Cu2 + Cu is considered as the dissociation limit, 
the stability values decrease to 0.70, 0.75, and 0.80 eV, 
respectively, thus confirming the findings of other 
HF-type calculations. The computed molecular sta­
bilities are in good agreement with the experimental 
values. The ionization energy computed for both the 
vertical and adiabatic process (values in parenthesis) 
are 7.23 (5.66), 5.80 (5.71), and 6.03 (5.77) eV for linear, 
acute, and obtuse triangle, respectively. Only the 
adiabatic values are in agreement with the experimental 
data.257 The results of other nonempirical or empirical 
calculations are reported in Table VII. Remarkable 
are the results of the DIM calculations269 which qual­
itatively agree with those of more rigorous methods. 
However, the DIM approach concluded that the linear 
form is more stable than the acute or obtuse triangle 
forms by 0.33 eV, a result which is not confirmed by the 
HF calculations but only by a semiempirical study 
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TABLE VII. Some Results on Cu Clusters 
geometry 

3.1 (Da.) 
3. (D.,) 
3.3 (C211) 
3.2 (C21,) 
3.1 (D3,)* 
3.3 (C211) 
3.2 (C211) 
3. CD.*) 
3. (D1*) 
3.2 (C211) 
3.3 (C211) 
3.1 (D31,) 
3. (D.,) 
3.1 (D3,) 
3.3 (C211) 
3. (D.,) 
4.1 (D2,) 
4.5 (C211) 
4. (D.,) 
4.2 (D4,) 
4.3 (T-) 
4.4 (D2-) 
4.3 (T-) 
4.3 (T-) 
4.2 (D4,) 
4.3 (T-) 
4.1 (D2,) 
4.5 (C211) 
4. (D.,) 
4.2 (D4,) 
4.1 (D2,) 
4.3 (T-) 
4.4 (D2-) 
4. (C2,) 
5. (D.,) 
5.3 (C411) 
5. (D.„) 
5.2 (D3,) 
5.3 (C411) 
5- (D4,) 
5. (D4,) 
5.3 (C411) 
5. (D.,) 
5.6 (T-) 
5. (D.,) 
5. (D4,) 
5.4 (D6,) 
5.3 (C411) 
5.2 (D3,) 
6.3 (0,) 
6.3 (0,) 
6. (D.,) 
6.3 (0,) 
6.4 (D3,) 
6. (D2,) 
7.3 (D6,) 
8.3 (0,) 
D4- (antiprism) 
(5,4) 
13.2 (0,) 
13.1 (0,) 
13.2 (0,) 
13.2 (0,) 
13.2 (0,) 
(1,12,6,24,12,24) 

n, A0 

2.55 
2.35 
2.29 
2.84 
2.42 
2.48 
3.35 
2.55 
2.53 
3.13 
2.44 
2.59 
2.35 
2.41 
2.43 
2.34 
2.45 
2.52 
2.40* 
2.43 
2.40° 
2.40" 
2.56' 
2.43 
2.56c 

2.35 
2.31 
2.29 
2.26 
2.26 
2.27 
2.33 
2.22 
2.26 
3.2 
2.26 
2.26 
2.26 
2.26 
2.26 
2.26 
2.26 
2.45 
2.25 
2.28 
2.23 
2.27 
2.26 
2.47 
2.26° 
2.26c 

3.2 
2.32 
2.31 
2.28 
2.26 
2.40c 

2.40c 

2.26° 
2.26c 

2.26° 
2.26c 

2.41 
2.67 
2.54 

T2, k" T3, A" 

2.55 2.55 
2.35 4.70 
2.53 2.53 
2.34 2.34 
2.42 2.42 
2.86 2.86 
2.56 2.56 
2.55 2.55 
2.53 2.53 
2.50 2.50 
2.80 2.80 
2.59 2.59 
2.35 2.35 
2.41 2.41 
2.90 2.90 
2.34 2.34 
2.51 
3.02 

2.47 
2.30 2.30 

2.48 

2.38 
2.71 
2.07 

2.30 

2.39 
2.29 

2.21 
2.25 

" T1, r2, and r3 are characteristic interatomic distances in the cluster. 

BE/n, eV 
1.06 
0.86 
0.88 
0.89 
1.55 
0.50 
0.52 
0.51 
0.29 
0.34 
0.34 
0.30 
0.43 
0.36 
0.40 
0.86 
0.60 
0.59 
0.55 
0.52 
0.44 
0.52 
1.18 
1.21 
0.38 
1.26 
1.14 
1.08 
1.20 
1.56 
1.58 
1.60 
1.63 
1.030 

0.30 
0.53 
0.62 
0.60 
0.50 
1.20 
1.58 
0.96 
1.05 
1.20 
1.22 
1.41 
1.76 
1.78 
1.65 
0.51 
2.30 
2.17 
2.02 
1.74 
1.83 
0.85 
0.88 
1.87 

1.13 
0.633 
2.19 
0.78 
3.03 

b (Cun)+ cluster. 

IP.eV 

5.66 
5.71 
5.75 

4.39 
4.27 

5.4 

5.4 
5.2 

6.47 
6.20 

method 

DV-Xa 
ECP-CI 
ECP-CI 
ECP-CI 
ECP-CI 
ECP-CI 
ECP-CI 
ECP-CI 
SCF 
SCF 
SCF 
SCF 
SCF 
SCF 
SCF 
EH 
ECP-CI 
ECP-CI 
SCF 
SCF 
SCF 
SCF 
DV-Xa 
LSD 
LSD 
LSD 
ECP-CI 
ECP-CI 
DIM 
DIM 
DIM 
DIM 
DIM 
DIM 
CNDO 
SCF 
SCF 
SCF 
SCF 
SCF 
DV-Xa 
DV-Xa 
EH 
DIM 
DIM 
DIM 
DIM 
DIM 
DIM 
DV-Xa 
SCF 
CNDO 
DIM 
DIM 
DIM 
DV-Xa 
SCF 
SCF 
DV-Xa 
SCF 
SCF 
SCF 
LSD 
EH 
LSD 

c Distance not optimized. 

ref 

272 
264 
264 
264 
264 
266 
266 
266 
270 
270 
270 
270 
262, 263 
262, 263 
262, 263 
261 
266 
266 
262 
262 
262 
262 
272 
191 
177 
191 
264 
264 
269 
269 
269 
269 
269 
269 
260 
177 
177 
177 
262 
262 
272 
272 
261 
269 
269 
269 
269 
269 
269 
272 
270 
260 
269 
269 
269 
272 
262 
262 
272 
271 
271 
263 
191 
261 
191 

based on Anderson's model.261 Calculations carried out 
at the same level of accuracy as those performed for Cu3 
have been reported264-266 for the Cu4 cluster (see Table 
VII). Flad et al.264-268 obtained BE/n values equal to 
1.14 and 1.08 eV for the rhombus and T-shape cluster 
employing the above-mentioned ECP-correlated me­
thod. The same order in stability was obtained by 

another ECP-CI study266 in which only the 4s electrons 
were correlated. However, in the last case, the BE/n 
values are smaller than the previous ones, and the 
difference in stability between the two forms is further 
reduced. Moreover, differences should be noted also 
in the results of the geometry optimization carried out 
in the two studies. For instance, Flad et al.264,266 re-
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ported for the side length and the shortest diagonal of 
the Cu4 rhombus the values 2.31 and 2.47 A, respec­
tively, while the corresponding results of Jeung et al.266 

are 2.45 and 2.51 A. 
The geometric structure of the higher nuclearity 

copper cluster (up to Cu13) have been investigated with 
HF)n7,i79,262,263,27i DV-Xa,272 DF,191 DIM,269 and An­
derson's Hamiltonian methods.261 The corresponding 
results are reported in Table VII. 

Only in one HF study were several conforma­
tions262,263 for the Cu5 cluster investigated, leading to 
the conclusion that stability decreases in the following 
order: trigonal bipyramid, square pyramid, linear, and 
centered square planar form. The results agree with 
the experimental evidence obtained from the analysis 
of the ESR spectra of Cu5 in matrix:254 The ground 
state of Cu5 is a Jahn-Teller distorted trigonal bipyr­
amid. Moreover, the HF results do not contradict the 
DF-Xa results of Post et al.272 but are in complete 
disagreement with the EH-type calculations260,261 which 
predicted that the linear form is the most stable one. 
Among the semiempirical calculations, only those per­
formed according to the DIM method by Richtsmeier 
et al.269 reached conclusions similar to those obtained 
from more rigorous methods. One should note that the 
DIM investigation of the most stable conformations for 
Cu5

269 is much more complete than in the above HF 
studies since it includes the optimization of the Cu-Cu 
nearest-neighbor distance for each assumed basic 
structure. This may show that even for a relatively 
small TM aggregate like Cu5, a nearly complete geom­
etry optimization in the framework of the HF theory 
requires a discouragingly large computational work. 
The same considerations are valid for the Cu6 cluster 
for which only the DIM geometry optimization is 
available:269 The octahedron is found to be more stable 
than the trigonal prism and the planar rectangular 
form. 

The fact that the geometry optimization is an essen­
tial step in studying the basic properties of the clusters 
may be proved by the quite surprising result obtained 
by the HF-Slater method:272 when the Cu-Cu distance 
is fixed to the bulk value, the Cu5 cluster with the three 
dimensional structure [D311) (5.2) is found to be the most 
stable one, while Cu7 prefers the centered-hexagonal 
structure (7.3) instead of the more compact pentagonal 
bipyramid (7.1). This result does not match with the 
expectation that three-dimensional structures are more 
and more preferred as the cluster size increases, as it 
is confirmed in the case of alkali metal clusters for 
which accurate geometry optimization are available. 

Cu13 is the largest transition-metal cluster for which 
a comparison between results obtained with different 
theoretical methods is possible. 

First, let us consider the work done in order to find 
the most stable conformation. The study of Demuynck 
et al.271 represents the largest HF all electron calculation 
of a TM cluster up to now available. It has been carried 
out with a basis of about 250 contracted Gaussian 
functions, a dimension probably close to the upper limit 
for such a theoretical approach. The results showed 
that the icosahedron (Ih) (13.1) is the most stable form 
in comparison with the cubo-octahedron (Oh) (13.2) and 
the bicapped double-decker sandwich (D5^) form (see 
ref 271). 

The determination of the ground state of the differ­
ent forms of Cu13 is complicated by the existence of 
states of different spin multiplicity. Indeed, while the 
ground state of the icosahedron 6Ag(Ii5.) can be assumed 
with large confidence, for the two other forms both high 
spin, 6Alg and 6A1, and low spin states, 2T^ and 2A1, for 
Oh and D^, respectively, are possible. The states of the 
D5I1 cluster are very close in energy to the corresponding 
states of the cubo-octahedral form (0.16 and 0.22 eV, 
for high and low spin states, respectively). Simple ar­
guments suggest that the correction of the HF total 
energies due to the correlation effects should favor the 
low spin states. However, on this basis it is difficult to 
decide the relative stability of the Oh and D5h forms. 
More likely it is that, even considering possible corre­
lation corrections, the two latter geometries are less 
stable than the icosahedral structure. 

In order to stress how difficult it is to perform HF 
calculations at this level of accuracy, it is worthwhile 
mentioning that the above study has been carried out 
assuming a Cu-Cu bond distance fixed to the bulk value 
and adopting a basis of contracted Gaussian of 5s, 3p, 
Id type which corresponds to a double f representation 
only for the 4s orbitals. A quite large BSSE is certainly 
associated with the basis set decreasing the accuracy 
of the computed binding energies. The HF calculations 
with slightly better basis (not free from BSSE) yielded 
the BE/n equal to 1.13 eV for the Cu13 cluster in Ih 
symmetry. 

The same icosahedral cluster was investigated191 in 
the framework of the DF theory using both the simple 
exchange Xa potential and the exchange-correlation 
potential of Hedin-Lundquist.273 The cluster wave 
function is expanded in an accurate basis of numerical 
orbitals. For the selected cubo-octahedral structure (no 
other forms have been examined) the Xa geometry 
optimization gave a Cu-Cu bond distance equal to 2.41 
A (a value considerably larger than the bulk one as­
sumed in the HF calculations) and a stability of 2.19 
eV/atom (a value twice larger than the HF one). The 
latter quantity was found equal to 2.39 eV/atom when 
computed with the Hedin-Lundquist potential for a 
fixed Cu-Cu distance of 2.38 A. The two potentials 
adopted gave the same ground state 2T2^ in agreement 
with the HF result, when corrected for the estimated 
correlation energy. Xa-SW calculations have been 
carried out for Cu8 and Cu13 clusters assumed in cubic 
and cubo-octahedral geometry.236 

The properties of the copper clusters, such as the 
DOS diagram and the derived values of the ionization 
energies, represent a benchmark for the comparison 
between the results obtained from HF or Xa-SW 
methods. In this context, the paper of Demuynck et 
al.271 reported a detailed analysis and a quite strong 
criticism of the Xa-SW findings,236 essentially based 
on the following considerations, (i) The HF d energy 
levels are well separated from the s-type levels in Cu8, 
and only a small overlap between the top of the d band 
and the bottom of the s band occurs in Cu13. This 
shows the necessity to analyze a cluster of much larger 
nuclearity in order to find a complete overlap between 
the two bands. It must be recalled that the Xa-SW 
method finds a complete overlap already in very small 
clusters, (ii) The qualitative features of the spectrum 
of the HF one-electron energies do not change notice-
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ably when the relaxation of the orbitals of the ionic 
species is considered. The relaxation is larger for d than 
for s electrons and decreases in a regular way as the 
cluster size increases. In the case of Cu8 cluster values 
as low as 0.27 and 1.90 eV are computed for s and d 
electrons, respectively. These values are expected to 
be even lower for Cu13 and, in any case, too low in order 
to produce a d-band-s-band overlap, (iii) It was pointed 
out271 that the Xa-SW eigenvalues differ from the true 
ionization energy by a self-interaction term of the ion­
ized MO. The correction computed by using HF MO's 
gave the values 10.6 and 6.5 eV for d- and s-type MO's, 
respectively. Therefore, it was concluded271 that neg­
lecting the self-repulsion correction artificially reduces 
the d electron IP values, with respect to the corre­
sponding values of the s electrons. 

The listed considerations allowed the statement that 
the electronic and geometrical structure of the Cu13 
cluster is far from being similar to the situation oc­
curring in the bulk copper metal. 

A reply to the above criticisms was made by Messmer 
et al.274 who pointed out that the relaxation energy 
accompanying the d-electron ionization is artificially 
small when computed in the HF approximation, forcing 
the hole to be completely delocalized over several at­
omic centers, due to symmetry restrictions. If the 
localization of the d hole is allowed (which implies that 
the wave function of the ionic species has a symme­
try-broken character) the resulting relaxation energy 
becomes much larger. This is equivalent to a lowering 
of the total energy of the ionic species and, consequently 
to a decrease of the d ionization energy values which 
now overlap with the corresponding values of the s 
electrons for which the relaxation effect is much smaller. 
These arguments were supported by Xa-SW results 
obtained from the Cu4 square planar cluster.274 The 
results are in agreement with those of the HF calcula­
tions on Cu2

275 and confirm the findings of Newton235 

in the case of the Ni4 cluster. In conclusion, the above 
calculations show that the d and s ionization energies 
may be clearly degenerate also in the case of very small 
metal clusters. However, this conclusion is clearly 
against the assumption commonly accepted in several 
Xa-SW calculations that the similarity between the 
DOS diagrams of a cluster and the bulk metal is an 
indication of convergence of the cluster properties to 
the bulk properties. On the contrary, this similarity 
seems to have little significance, since it is hard to be­
lieve that the electronic structure of a cluster of very 
few metal atoms is similar to that of the bulk metal. 

The largest cluster studied with the quantum me­
chanical methods is Cu79,

191 the structure of which in­
cludes up to five coordination shells around a central 
metal atom, containing 12, 6, 24, 12, and 24 atoms, 
respectively. A nearest-neighbor Cu-Cu distance of 2.54 
A was assumed and the binding energy/atom resulted 
equal to 3.03 eV, when computed according to the DF 
formalism using a simple Xa potential (a = 0.70). On 
the basis of the BE/?x values obtained with the same 
computational procedure for Cu2, Cu4, and Cu13, Delley 
et al.191 were able to show that the binding energy per 
atom of the copper clusters can be reproduced by a 
simple linear relationship of BE/n vs. ra"1/3, and that 
the extrapolated BE/n value for the bulk metal (4.1 eV) 
is 17% larger than the experimental value but repro­

duces the computed value for the bulk copper in a very 
satisfactory way. The n"1/3 parameter is proportional 
to the surface-to-volume ratio if a fixed atomic volume 
is associated with all the atoms of the cluster. Therefore 
the n"1/3 relationship may well represent the cluster-size 
dependence of some physical quantities, since the de­
pendence is essentially due to surface effects. 

When the same n"1/3 relation is applied to the 
available BE/n data obtained from EH-type or HF 
methods, it appears that these two methods are unable 
to give a correct bulk-extrapolated value of the binding 
energy. In particular the HF results give a linear BE/n 
vs. n'll% relationship which is characterized by a positive 
but very small slope. The slope associated with the EH 
data has a wrong sign. 

In their DF study, Delley et al.191 carried out a DOS 
analysis for the three inner shells (19 atoms) and for 
the other atoms belonging to the outermost shells, 
separately. The band associated with these latter atoms 
is sharper and shifted to lower binding energy values 
with respect to the band characteristic for the "bulk 
atoms" of the clusters. Even for them, the DOS profile 
cannot be assumed as completely equivalent to that of 
a bulk metals. These observations, which are clearly 
related to surface effects or to the presence of "exposed 
atoms", show that the cluster possesses some very 
particular feature and, in particular, that the DOS 
profile of low nuclearity clusters (in which almost all 
the atoms are surface atoms) cannot seriously be taken 
as an indication of convergence to the bulk character­
istics. 

C. Second and Third Row Transition-Metal 
Clusters 

The electronic structure of the 4d and 5d transition-
metal clusters has been mostly investigated by em­
ploying semiempirical methods (EHT, DIM, or 
CNDO)269'277"281 and the Xa-SW method236-282"2*9 while 
very few examples making use of the HF-SCF ap­
proach290'291 have been reported. Finally, attempts to 
compute cluster wave functions in the framework of 
many-electron methods (CI or DF) are almost com­
pletely lacking.292 The reason for this unsatisfactory 
situation is due to the fact that 4d and 5d elements are 
much more difficult to treat than the first transition 
metals, both because of the large number of electrons 
and because of severe complications arising from the 
large relativistic effects that are characteristic for atoms 
with a high nuclear charge. 

All these difficulties prevented the theorists from 
investigating the specific nature of the metal-metal 
bond in second and third transition clusters in a de­
tailed manner, as the following discussion will show. 

Little work has been done on the first 4d and 5d 
elements with the exception of Xa-SW calculations 
carried out for relatively small Zr,288 Nb,284,285 Mo,286"287 

and W285 clusters. 
The Xa-SW potential energy curve for the Zr4 cluster 

in a tetrahedral arrangement and closed shell configu­
ration is found288 to be repulsive for every Zr-Zr dis­
tance. This is a quite surprising result if we consider 
that the homologous Ti4 tetrahedral cluster has been 
found to be stable both on the basis of semiempirical215 

and ECP-CI220 calculations. However, it should be 
noted that a Zr-Zr distance equals to 3.23 A (corre-
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sponding to the nearest-neighbor distance in the hep 
bulk metal) and the Xa-SW interaction energy is only 
very slightly repulsive. The Zr4 cluster in a spin state 
different from the considered closed shell may very 
likely have some stability. 

An Xa-SW study289,285 on the dependence of some 
physical quantities upon the cluster size has been car­
ried out for the series Nb2, Nb4 (tetrahedron), Nb6 

(octahedron), and Nb9 (bcc unit cell). 
The clusters have been investigated by using a fixed 

metal-metal distance equal to 2.97 A. The DOS curves 
(properly energetically scaled with respect to the Fermi 
level) of the different clusters appear to be very similar, 
while the cluster size influences the d band width to a 
larger extent. No data on the stability of the Nb 
clusters have been reported, and all these results par­
allel those obtained by many other Xa-SW calculations. 

The analysis of the effect of the a parameter on the 
position and shape of the DOS diagram revealed that 
a large value (a = 1) stabilizes the d-type levels (for 
which the exchange energy is large) much more than 
the s-type ones, and all the levels are shifted to a lower 
energy value with respect to those computed with a = 
0.7038.293 As a consequence, also the degree of overlap 
of the d and s bands depends upon the value chosen for 
the a parameter. 

Similar calculations have been carried out for the 
series of octahedral clusters of Mo, W, and Ta,284 too, 
and the conclusions about the DOS profiles and the 
width of the valence band are similar to those reported 
above. Molybdenum systems in a pseudolinear metallic 
chain composed by discrete Mo3 (D3h) units have been 
considered by Le Beuze et al.286 in an Xa-SW study 
which was carried out according to the computational 
scheme of overlapping atomic spheres. The series of 
clusters includes Mo3 (equilateral triangle), Mo6, and 
Mo12 in trigonal prismatic arrangements. The trigonal 
antiprism (D3d) conformation of Mo6 has also been 
considered. 

The geometry of the clusters has been taken from the 
experimental X-ray structure of Tl2Mo6S6

294 and cor­
responds to a Mo-Mo intralayer and interlayer distance 
equal to 2.66 and 2.73 A, respectively. The bond within 
a Mo3 triangular basic unit can be described in terms 
of a double bond, a in plane and -K out of plane, plus 
a weak bond of a type for each molybdenum pair. 

Whatever the stacking mode is (Z)3n or D3d), the 
out-of-plane interaction between different Mo3 subunits 
is dominated by orbitals that have an overlap much 
larger than the a orbitals which are mainly localized in 
the Mo3 planes. 

BE/n values have been reported for the Mo3 (D3n) 
and Mo6 (D3n and D3d) clusters only and are equal to 
4.69, 6.08, and 6.53 eV, respectively. This shows that 
the interlayer interaction plays an important role in the 
growth of linear chains; its value has been estimated to 
be about 4.0-5.0 eV. The D3d structure of Mo6 is more 
stable than the D3n one, but simple considerations based 
on orbitals correlation diagrams show that the Mo6 in 
the octahedral arrangement should be even more stable. 
The latter Mo6 species and the related PbMo6S6 cluster 
have been also investigated in a previous paper287 by 
using an Xa-SW computational approach including 
relativistic effects. These corrections were found to be 
of little importance at least as far as the evaluation of 

the ionization energies of the core levels is concerned; 
the latter are almost coincident in nonrelativistic and 
relativistic calculations. 

It was found that the valence bandwidth does not 
linearly increase with the number of the Mo3 subunits 
and tends to a limit not yet reached by the largest Mo12 

cluster. This size-dependent effect has been related to 
the fact that the "exposed" Mo3 subunits and subunits 
inside the chain undergo different bonding interactions. 

The electronic characters of the (Mo3)n clusters may 
be modeled in a very simple way when we assume that 
each Mo3 cluster plays the role of a hypothetic 
"pseudoatom" in a linear metallic chain. According to 
this model, the electronic characteristics of the quasi-
one-dimensional conductor have been obtained by ex­
trapolating the results to the case of a (Mo3) „ system. 

EHT calculations have been reported for a variety of 
clusters of 4d and 5d elements,248-250 mainly with the 
aim to model the metal surface and its local interactions 
with chemisorbates. As in the case of Ni13, the use of 
semiempirical approaches for studying the electronic 
structure of metal clusters has been strongly criticized 
because of poor agreement between their results and 
those obtained with the Xa-SW method for clusters of 
similar nuclearity.236 In particular, it was pointed out 
that the EHT net charge on the cental metal atom in 
W9 and W13 (as well as in Ni9 and Ni3) has a sign op­
posite to the Xa-SW one. Moreover, the DOS curves 
obtained by the two computational approaches are 
found to have little similarity. 

The dependence of the EHT results upon the choice 
of the set of atomic parameters which enter the effective 
Hamiltonian matrix elements is well documented by the 
work of Bartel et al.283 In the case of Pt6 and Ir6 oc­
tahedral clusters, a good coincidence exists between the 
EHT and Xa-SW DOS curves only in the case that the 
ionization energies for 5d and 5s orbitals used in the 
EHT calculation have not been obtained from experi­
mental values but from the theoretical one-electron 
energies of the atomic HF-Slater calculations. Both the 
Xa-SW and EHT DOS curves and the valence band-
widths for the Ir6 and Pt6 clusters appear to be quite 
different from those obtained from band-structure 
calculations.295 This was interpreted283 as an indication 
of nonconvergence to the bulk properties. 

A systematic investigation of the platinum cluster 
growing process has been undertaken by Bigot and 
Minot281 by means of a modified EHT method which 
includes an "ad hoc" correction of the diagonal elements 
of the EHT hamiltonian in order to obtain the near­
est-neighbor P t -P t distance in Pt13 (Ih) in close agree­
ment with the observed bulk value. The effect of the 
inclusion of spin-orbit interaction in the EHT effective 
Hamiltonian has been also investigated. A series of 
about 200 clusters up to Pt20 has been analyzed and the 
main conclusions can be summarized as follows: The 
BE/ n quantity approximately obeys a linear relation­
ship as a function of the mean number of nearest 
neighbors for platinum atoms. On the contrary, the 
energy for the process Ptn _ x + P t —• Ptn (which is an 
important parameter for the cluster growing process) 
shows quite wide oscillations as n increases. In addition, 
no simple and systematic rules have been discovered 
for predicting the most stable structure of the Ptn 

cluster on the basis of the known structure of the Ptn _j 
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cluster because important geometrical rearrangements 
always accompany each step of the cluster growth. On 
the other hand, the most stable Pt clusters with a given 
nuclearity very often qualitatively have the same forms 
as the theoretically predicted stable clusters of alkali 
metals.48'75 

In early Xa-SW calculations236 carried out on Pd13 

and Pt13 clusters, a cubo-octahedral arrangement (13.2) 
was assumed, with a metal-metal distance equal to 2.74 
and 2.77 A, respectively. The aim of this pioneering 
Xa-SW work was to investigate the magnetic properties 
of 13-atom clusters, their charge distribution and DOS 
profiles. Typical surface effects were noted on the net 
atomic charge: the central metal atom carries a quite 
large negative charge (-0.748 and -0.935 in Pd and Pt 
clusters, respectively) which is balanced by a positive 
charge delocalized all over the other surface atoms. 
Unlike the Ni13 cluster, Pd13 and Pt13 were not found 
to be paramagnetic. 

ECP calculations using a model Hamiltonian that 
includes the major direct and indirect relativistic ef­
fects33,350 have been carried out on the Pd4 and Pt4 

species.290 As far as we know, this is the only example 
in which a geometry optimization and the analysis of 
different electronic states has been attempted for 
clusters of the second and third transition series. 

The geometry was assumed to be tetrahedral, and the 
HF wave function was determined in the D2d subgroup, 
while a contracted Gaussian basis of 3s, Ip, 2d type for 
Pd and Pt atoms was adopted. As is known, the ground 
states are 1S(Id10) and 3D(Sd9Gs1), respectively. 
Therefore, if one assumes that the metal-metal bond 
is dominated by the s-s interaction, one has to conclude 
that in the case of platinum the formation of the cluster 
is much easier than in the case of palladium which 
needs to be excited to the 4d95sx state. This situation 
is documented in a detailed way in the paper by Mi-
yoshi et al.,290 who considered the following states (Z)2d 

notation): 1A1,
 3B2, 3A1,

 7A1, and 7B2 which correlate 
with the dissociation limits 4(d10) (that is four d10 at­
oms), 3W10KdV), 2(d10)2(d9s1), 3(dV)(d10), and 4(d9s), 
respectively. In other words, these different states 
correlate with dissociation limits in which one or more 
metal atoms have been promoted into an excited state 
(dV for Pd and d10 for Pt). In the case of Pd4, only the 
7B2, 3B2, and 3A1 states exhibit a minimum in their 
potential curve, and all lie above the singlet-state 1A2 

which shows a repulsive curve for every Pd-Pd distance. 
This means that the HF method predicts the Pd4 

cluster to be an unstable species. However, some im­
portant conclusions can be drawn. The formation of 
Pd4 in the 7B2 state (which is the lowest state charac­
terized by an attractive potential curve) requires the 
"preparation" of four Pd atoms in the d V excited 
configuration: the cluster is not bound with respect to 
the ground-state atoms because the B E / n quantity is 
smaller than the atomic promotion energy. 

Qualitative considerations about the intraatomic 
correlation energy seem to suggest that the lowest 
bound state of Pd4 is 3B2, arising from 3(d10)d9sx, that 
is a state in which only one atom needs to be promoted 
to an excited state. However, even considering these 
partial correlation corrections, the 3B2 state is not ex­
pected to be bound with respect to the ground-state 
atoms. The importance of the atomic promotion energy 

for the stability of the metal clusters can be further 
confirmed. The Pt4 cluster in the 7B2 state, which 
correlates with the ground-state atoms, in a stable 
cluster.290 For both Pd4 and Pt4 the computed metal-
metal distance for the lowest energy bound states (3.06 
and 2.97 A, respectively) are larger than the bulk values 
(2.75 and 2.77 A, respectively). This is in contrast to 
the common expectation that the nearest-neighbor 
distance increases with the cluster size and the short­
coming can be due both to limitations of the ECP ap­
proach and to the lack of d-d and d-s correlation cor­
rections. 

Other ECP calculations on Pd and Pt clusters have 
been reported291-292 in the framework of the cluster 
approach to the chemisorption theory. In ref 292, in 
which the ECP-SCF wavefunction was improved by 
means of MRD-CI calculations, it was pointed out that 
the stability of Pd2, Pd3, and Pd4 (all considered as 
closed-shell systems) is as low as 0.2-0.3 eV and is en­
tirely due to correlation effects. 

The silver clusters are the only clusters of second row 
transition metals investigated with numerous experi­
mental techniques.296-302 The obvious similarity be­
tween silver and copper atoms also results from the 
experimental investigation in the sense that for both 
Ag and Cu the trimer has been fully characterized by 
EPR,254'297 Raman,300 or UV-vis spectroscopy.296 

Spectroscopic data are also available for silver clusters 
as large as Ag10.

298-299-301'302 

The EPR spectrum of the trimer Ag3 was interpret­
ed297 as due to a molecule that has the unpaired electron 
localized mainly on the terminal atoms (88%). This 
would indicate a linear Dah, (22*) or a distorted (C2l)) 
form the equilateral triangle. The observed symmetry 
of the g tensor is in favor of a C2v (2B2) bent molecule, 
in contrast to the evidence derived from the Raman 
spectrum,300 which suggests a linear configuration. 
CNDO calculations279 predicted the linear form of Ag3 

to be much more stable than the triangular one while 
other nonempirical theoretical investigations reached 
the opposite conclusions. According to the results of 
ECP-CI study of Basch,304 Ag3 is a bent molecule with 
a 2B2 ground state. Recent ECP calculations including 
correlation corrections264 showed that 2B2 is the correct 
ground state and that a strict similarity exists between 
geometric shapes and stability of the clusters Cu3 and 
Ag3 (see Table VI). The obtuse triangle is slightly more 
stable than the acute one (BE/n = 2.27 and 2.19 eV, 
respectively), while an intermediate stability (BE/n = 
2.23 eV) characterizes the linear form (2Su).269 Also the 
vertical and adiabatic ionization potentials for the two 
clusters Cu3 and Ag3 are very similar; the largest com­
puted difference is as small as 0.16 eV for the 2B2 state 
(3.1). The theoretical estimate of De for Ag3 agrees well 
with the experimental value 2.54 ± 0.13 eV.305 

The study of Flad et al.264 was extended also to the 
Ag4 clusters in rhombic (4.1) and T-shaped form (4.5). 
The computed values of BE/n are 3.81 and 3.73 eV, 
which closely reproduce the difference in stability be­
tween the corresponding forms of the Cu4 cluster (cf. 
Table VI). 

The results of the DIM calculations of Richtsmeier 
et al.269 are in agreement with the previously reported 
nonempirical calculations for the most stable confor­
mations of Ag3 and Ag4. The BE/n values of the tri-
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angular forms (3.1), (3.2), and (3.3) predict nearly equal 
stability, while the square arrangement (4.2) is almost 
degenerate with the rhombic one (4.1). 

For the Ag5 cluster, the DIM method269 predicts the 
regular D3h trigonal bipyramid (5.2) to be more stable 
than the square pyramid (5.3) and the planar D5h (5.4) 
form. This finding agrees with the experimental EPR 
result for the Ag5 cluster,299 which, however, undergoes 
a Jahn-Teller distortion. Finally, according to the DIM 
method269 among the six different structures investi­
gated for Ag6, the octahedral one is supposed to be most 
stable. 

An Xa-SW study of the Ag5 cluster and of its ionic 
species Ag5"+ (n = 2, 4)303 has recently been reported. 
Ground-state electronic properties, excitation energies, 
ionization potentials, and isotopic and anisotropic as 
well as the hyperfine EPR tensor have been computed 
for the neutral and charged species. The theoretically 
determined quantity in general agrees with the available 
experimental data. The blue shift of the excitation 
energies computed for Ag5

0 (2E'), Ag5
2+ (2A1), and Ag5

4+ 

(2A2") parallel the stabilization of all the one-electron 
energy levels as the positive charge increases. The 
latter, in addition, drastically influences the computed 
EPR parameters. 

VI. General Conclusions 

The electronic structure of small clusters built from 
group Ia (1), Ha (2), Ilia (3), and IVa (4) atoms can be 
investigated with appropriately elaborate quantum 
chemical methods, which give general insight into the 
regularities of cluster properties. The reason for the 
generally increasing stability of clusters with the cluster 
size is well understood as due to the growing average 
coordination number. 

It is a well-known fact that finite arrangements of 
atoms can be more closely packed than infinite lattices 
(compare the stability of the steps in pentagonal crystal 
growth). The high compactness of a cluster can partly 
compensate the unfavorable influence of an inevitable 
large proportion of surface atoms on cluster stability. 
It is natural to assume that a cluster will try to approach 
a spherical form and that the electronic cloud will have 
a shape similar to that in "perturbed giant atom". The 
framework of atomic nuclei should exhibit as many 
condensed tetrahedral substructures as possible 
(Boerdijk's principle). 

Degeneracies and near degeneracies of the one-elec­
tron functions (MO's and NO's), characteristic for the 
electronic structure together with the number of 
available valence electrons, substantially influence the 
optimal cluster geometry. 

The symmetries and near symmetries of the electron 
cloud are naturally significantly influenced by the 
positions of atomic nuclei in the cluster. Consequently, 
the nonaccidental degeneracies of relevant one-electron 
functions for a cluster are determined by a point group 
that describes the symmetry of the atomic framework. 
The irreducible representations of a point group can 
usually cause only at most threefold degeneracies (a 
well-known exception is the icosahedron group Ih with 
H irreducible representations). 

The fivefold degeneracies analogous to those of d 
AO's usually split into twofold and threefold degener­
acies due to the atomic nuclei which necessarily disturb 

the ideal spherical symmetry of a "superatom" model 
of a cluster. The analogy between the role of atomic 
nuclei in a small cluster and that of ligands in the field 
theory of inorganic complex compounds is very in­
structive. 

It is possible, of course, to argue that the actual 
position of nuclei is of less importance for clusters with 
larger nuclearity. However, the properties of the in­
teresting class of clusters with a nuclearity smaller than 
25 depends necessarily strongly on the detailed cluster 
geometry. 

The deviations of the cluster geometry from the ex­
pectations deduced from the principle of maximal 
possible compactness can be interpreted as due to the 
general properties of the relevant wave functions (to 
MO degeneracies and Jahn-Teller and pseudo-Jahn-
Teller effects, as well as to related phenomena). The 
consideration of the number of available valence elec­
trons in a cluster can also explain the difference in the 
geometries and stabilities of clusters built from atoms 
that belong to different columns of the periodic table 
of elements. 

The interpretation of the character of the AO basis 
set is also very useful to reach an understanding of 
chemical bonds in simple clusters. Nevertheless, even 
if it is not absolutely necessary to include d-type AO's 
into the calculations of the electronic structure of a 
cluster, the computational difficulties can start to be 
prohibitive for medium-size clusters. Therefore, it is 
advisable to try to develop semiquantitative methods 
which make it possible to extrapolate some rules for 
medium-size clusters. These rules should be obtained 
from the investigation of small clusters by means of 
elaborate (e.g., ab initio) quantum chemical methods. 
Such extrapolation methods can either have the form 
of simple quantum mechanical (e.g., semiempirical) 
methods or can be of classical type (e.g., various additive 
schemes). Such methods are highly desirable and useful 
if they are based on the knowledge achieved with an 
appropriate use of quantum mechanical studies on 
small clusters. 

Very characteristic and somewhat simple are the 
electronic structures of the clusters at geometries that 
represent the true minima on the ground-state energy 
hypersurface for the given nuclearity: the excited states 
of these clusters are quite well separated from the en­
ergy of the ground state. The opposite is true for 
unstable geometrical structures which often exhibit a 
biradicaloid character. This property of the relatively 
most stable clusters devoid of biradicaloid character is 
also very advantageous from the methodological point 
of view. The electronic structure of stable clusters with 
closed electronic shells can be satisfactorily studied also 
with quantum mechanical methods in which the de­
scription of a few open electron shells is not easy. This 
is perhaps the true reason why ab initio Hartree-
Fock-type methods give results qualitatively very sim­
ilar to those obtained with one-electron density type 
procedures, at least for group Ia (1) and Ha (2) clusters. 

Of course, the less stable cluster geometries very often 
exhibiting biradicaloid character are not without in­
terest, since these clusters can have the shapes of some 
sections of the crystal lattices in which the corre­
sponding metal crystallizes. This circumstance present 
a dangerous dilemma for the modeling of the chemi-
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sorption sites and the centers of catalytic activity be­
cause an improper selection of models can lead to a false 
predictions of surface reactivity. On the other hand, 
it is not excluded that such unstable cluster forms can 
be of some importance as intermediates during the 
cluster growth process. 

The general state of knowledge for clusters built from 
nontransition-metal atoms can be characterized as 
highly promising. On the contrary, the investigation 
of the probably more important transition-metal clus­
ters is in a much less satisfactory state from the point 
of view of the fundamental research on the nature of 
interactions responsible for their stability. For example, 
the ab initio quantum chemical methods using a non­
local potential are hardly able to predict the proper 
stability of most transition-metal diatomics. The ex­
cited states of transition-metal clusters, which are of 
importance for a full understanding of the chemical 
bonds in clusters, are completely unexplored. 

Up to now, it seems that only the Xa-SW and DF 
methods (see appendix VII.B) can be applied to tran­
sition-metal clusters of any interesting size. However, 
these methods do not allow for a simpler and clear 
interpretation of the TM cluster stabilities as HF and 
CI methods do for simpler clusters. The Xa-SW cal­
culations claim a remarkable similarity between rela­
tively small clusters and TM bulk for the density of 
states (DOS) dependence and the mean value of the 
magnetic moment/atom. The dangers involved in 
drawing conclusions from the "DOS" for finite clusters 
have been mentioned already in the Introduction. 

Furthermore, the results of Xa-SW calculations 
contradict the results of semiempirical methods. Also, 
the spin distribution obtained from the Xa-SW ap­
proach is extremely inhomogeneous. In conclusion, the 
very interesting and challenging results of the Xa-SW 
methods badly need an independent confirmation em­
ploying other methods. 

In principle, semiempirical methods (EHT, CNDO) 
can be used to study TM clusters, but they hardly give 
parallel results to the HF or Hartree-Slater methods. 

Evidently, further efforts in the interesting field of 
the quantum mechanical investigation of small- and 
medium-size clusters are necessary and desirable to 
achieve a better understanding of the fundamental 
properties of these challenging and intriguing species. 

Acknowledgments. This work was supported by the 
Deutsche Forschungsgemeinschaft, Sonderforschungs-
bereich 6 "Structure and Dynamics of Interfaces", and 
by the Italian CNR. We express our gratitude to Prof. 
V. Bonacic-Koutecky for fruitful collaboration in the 
course of research on clusters and discussions during 
work on this contribution. In addition we thank our 
collaborators H.-O. Beckmann, I. Boustani, G.-H. Jeung, 
G. Pacchioni, W. Pewestorf, and D. Plavsic. P.F. would 
like to dedicate this contribution to Prof. Lamberto 
Malatesta (University of Milan, Italy) as sign of scien­
tific and personal appreciation. 

VII. Appendixes 
The most important theoretical notions needed in the 

main part of this review article should be mentioned 
in a short and lucid form in the Appendixes without any 
claim as far as completeness or systematization are 
concerned. 

A. Hartree-Fock and Configuration Interaction 
Methods 

"Ab initio" methods of quantum chemistry are 
characterized by the effort to obtain information on the 
properties of a molecular system from an approximate 
wave function (chosen among all functions of a given 
class) which minimizes the expectation value of the 
"exact" Hamiltonian. The "exact" Hamiltonian usually 
considered neglects all the relativistic effects, which 
certainly may have a nonnegligible influence on the 
results of the theory if heavier atoms (like transition-
metal atoms) are involved. It is needless to say that the 
use of the variational principle, too, which is valid for 
the energy, does not necessarily yield optimal infor­
mation about other properties of the system. These 
limitations always ought to be kept in mind when "ab 
initio" results are discussed. 

Various methods differ in the assumptions about the 
form of the many-electron function. The methods 
mostly used start from the concept of a "configuration" 
which can be written either as a superposition of Slater 
determinants with fixed spatial parts of the one-electron 
functions or as the antisymmetrical product of the fixed 
spatial parts of one-electron functions multiplied by an 
appropriate spin factor. 

In the Born-Oppenheimer approximation a N-elec-
tron wave function i/'j can be written as a linear com­
bination of Slater determinants DK (configuration in­
teraction method, CI) 

*i = XCxDx (Al.l) 
K 

A Slater determinant DK is built for a given selection 
(configuration) K from the space V of the one-electron 
(spin-orbit) functions <j>ja and <$>)$. If both 0;a and 0;/3 
are included in the configuration K we name the orbital 
4>i spin paired, otherwise it is unpaired. ^4 is necessarily 
an eigenfunction of the spin operators S2 and Sz. An 
individual DK is always an eigenfunction of the operator 
S1, but it is eigenfunction of S2, only if the unpaired 
spatial one-electron functions are muliplied by the same 
spin function (e.g., <£;a, $,a). 

The functional which should be minimized is then 

S1 = <fc|£|fc> = L CiKCiK,(DK\H\DK.) (A1.2) 
KJi' 

with 

H=Z H1(J) + L rjk'
1 (A1.3) 

; - 1 j<k 

The value of H1 does not depend on any linear 
transformation in the space V if the summation in 
(Al.l) goes over all possible choices of K. In other 
words the selection of the basis in the space V is ir­
relevant if the configuration interaction is complete. If 
the sum in (Al.l) is truncated, the result of the CI 
procedure can depend crucially on the choice of <j>/s. 

Suitable one-electron functions used in construction 
of the Slater determinants in (Al.l) are the eigen-
functions of the Hartree-Fock operator which for mo­
lecular systems are named molecular orbitals (MO). 
These one-electron functions are advantageous for two 
reasons: the 0's are orthogonal, and very often they 
yield an acceptable description of the state in a single 
configuration approximation. Indeed, if chemical bonds 
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are strong enough, usually one of the configurations in 
the expansion (Al.l) for the ground state has a domi­
nant weight \Cix\2 in comparison with all other config­
urations. This is not always the case for excited states 
and for some systems where the spin pairing is not well 
developed (biradicaloid compounds). 
^ According to Roothan306 the Hartree-Fock operator 
F assigned to the Hamiltonian H (cf., e.g., (A1.3)) has 
the form 

F(I) = J11(I) + G(I) (A1.12) 

F(I) = Zi1(I) + G(I) + M(I) 

where 
N 

G=E NJ(JJ - Kj/2) 
J = i 

(A1.4) 

(A1.5) 

M = [(Pv + P06/2)KO6 + K06(P, + £„./2)1/2 (A1.6) 

with 

Kn = L Kj 
j E 08 

(A1.7) 

Nj is the occupation number of the orbital <£,-. Jj and 
Kj are the Coulomb and exchange operators, respec­
tively, defined in terms of orbitals <j>j. P0, P08, and Pv 
are the projection operators on the space of closed-shell, 
open-shell, and virtual orbitals, respectively. 

An orbital belongs to a closed shell if it, as well as all 
other orbitals degenerate with it (which have the same 
eigenvalue of the operator F), are doubly occupied. If 
this condition is not fulfilled for an orbital selected in 
K, it belongs to an open shell. The unoccupied orbitals 
which are not degenerate with any occupied orbitals are 
named virtual orbitals. The summation in (A1.7) goes 
over the open shell orbitals. 

It is necessary to notice that for an open-shell system 
the definition of the operator F of (A1.4) has the ad­
vantage that the associated equations have the simple 
form 

F<t>j - tj4>j (A1.8) 

However the definition (A1.4) is not unique.^ Another 
possibility is305 to define different operators F0 and F08 
which separately act on the MO's that belong to the 
subspace C and OS (<t>kc and (^08) 

i W = Vkc<t>kc 

F0(I) = Zi1(I) + G(I) + Mc(l) 
F08(I) = Zi1(I) + G(I) + M08(I) 

(A1.9) 

(ALIO) 

where 

Mc = (P08X08 + K06PJ/2 

and 
M08 = [(P0 Py ~ £»)^os + K06(P0 - Pv ~ P08)]/2 — 

P0K06 + K03P0 - K0 (Al.ll) 

are coupling operators between the closed shell and the 
open shell and guarantee that the orbitals 4>kc and fa0* 
of (A1.9) are mutually orthogonal. 
^ The eigenfunctions and eigenvalues of the operators 
F, F0, and F08 are not identical. If no open shells are 
present, the coupling operators M, M0, and M08 disap­
pear and the Hartree-Fock equation take the classical 
form306 

The complications in the HF approximation caused 
by the existence of open shells can be avoided if the MO 
spatial parts combined with the spin up and the MO 
spatial parts combined with the spin down are consid­
ered independently. This unrestricted Hartree-Fock 
(UHF) procedure has many practical advantages and 
it also takes into account correlation effects to a certain 
degree. On the other hand, a single determinant, used 
in this UHF method,307 of the form 

DKa*f = W)l/aA ft 0/O')«O") rf */(fe)0(A) 
; • 1 * = 1 

(A1.13) 
is not an eigenfunction of the spin operator S2. 

Different Hartree-Fock operators are used for elec­
trons with different spin orientations in the UHF 
equations: 

where 

with 

Fa4>j" = e / 0 / Pffi* = */<*>/ 

F0 = H1(I) +Jv-Ka 

F9 = /J1(I) +Jv-K0 

(ALU) 

(A1.15) 

J\j = L Jja + H Jj0 K0= 2l K 
;' = i 

}* 

K0 = 2- Kj0 

J = i 

(A1.16) 

where «/,-„, K;a and Jj0, Kj0 are Coulomb and exchange 
integrals defined in terms of the orbitals </>/ and <j>/, 
respectively. Notice that fa" and <j>f are orthogonal only 
due to the orthogonality of spin functions. 

The expectation value for a many electron wave-
function of an arbitrary one-electron operator 

N 

(A1.17) 

can be written as 

WA\rP) = E(d>j\a\<t>k)^\Ek^) = 

E <0;|c|<^>W|X/X,#> (A1.18) 

where Xj+ and Xj are creation and annihilation oper­
ators for the one electron function <fy and 

E1/ = Xj+Xk (A1.19) 

The diagonalization of the matrix 

((+\Xj+Xk\+)) (A1.20) 

yields the natural orbitals (NO) /, as eigenfunctions and 
natural orbital occupation numbers n; (NOON) as ei­
genvalues.308 The expectation value of A takes a simple 
and instructive form 

WA\f) = Lnj (fj\a\fj) (A1.21) 

In "normal" molecular systems with an even number 
of electrons the values of NOON's do not appreciably 
differ from 2 or 0. It two electrons, say k and j are not 
well paired, the independent contributions (fh\&\fk) an^L 
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(fj\d\fj) with similar weights n;- <~ 1 and nk ~ 1 manifest 
the independent behavior of the two electrons j and k. 
The situation typical for biradicaloid systems occur. In 
the framework of the one-electron description a perfect 
biradicaloid can be defined as a system with degenerate 
highest occupied and lowest unoccupied MO's (HOMO 
and LUMO). 

A principal difficulty arising when HF eigenfunctions 
are used for molecular systems of biradicaloid nature 
is that a single determinant does not usually represent 
any helpful description of the electronic structure. 
Because the complete CI procedure is not feasible in 
any case of practical importance, the quality of a 
truncated CI depends on the basis of one-electron 
functions used. 

The natural orbitals as a one-electron basis (natu­
rally) do not suffer from the same drawback as the HF 
MO's, but the NO's can be formed only by means of a 
time-consuming iterative procedure starting from a 
chosen set of one-electron functions. 

Another possibility is to determine a set of one-
electron functions which minimize the expectation value 
of H for a trial function \ptI which is already assumed 
to be a lineear combination of some configurations K' 

*te = L CK,«DK, (A1.22) 
K' 

The optimization of 

(iytfRtr) = E CK>*CLP{DK\H\DL>) (A1.23) 
K',L' 

with respect to the one-electron function <j>k and the 
coefficients CKP yields the multiconfiguration SCF 
(MCSCF)309 molecular orbitals. If the configurations 
K' exhaust all possibilities of excitations for a given 
subspace of 4>k' (so-called active space), the procedure, 
which evidently has some important advantages, is 
named complete active space SCF (CAS-SCF)310 me­
thod. 

Naturally, the equations of the MCSCF eigenprob-
lems are much more complicated than the usual SCF 
equations. Nevertheless, a large progress has been re­
cently achieved in the development and application of 
MCSCF methods. 

In the multireference diexcited configuration inter­
action method (MRD-CI),311'312 a few configurations are 
considered as the leading (or main) configurations. The 
configurations resulting from single and double exci­
tations from all these main configurations which ac­
cording to an accepted criterion can contribute to the 
energy lowering are included together with the main 
configurations in the final secular CI problem. The 
problem of a reasonable choice of the one-electron 
functions used for the construction of the configurations 
of course still remains in this method. On the other 
hand, in many cases the choice of these MO's is less 
important if the number of main configurations M and 
the number of the additional selected singly and doubly 
excited configuration are large enough. 

The selection of the additional configurations in the 
MRD-CI method is practically carried out according 
to the following recipe: The lowest root (E0) of a secular 
determinant built with M main configurations is de­
termined. The single and doubly excited configurations 
are added one by one to the M main configurations and 
the corresponding secular problem of the order M + 1 

is solved. If the difference between the lowest root for 
this secular problem of the order M + 1 and E0 is larger 
than a given threshold T, then the added configuration 
is considered in the final secular problem. 

An extrapolation procedure from the energy which 
is obtained with a selection threshold T to the threshold 
T — O is used in the MRD-CI method.311-312 This ex­
trapolation seems to work quite well, but it is important 
to realize that the limit 71 —• O does not give an energy 
value valid for the whole CI space but only for the CI 
space generated by all the singly and doubly excited 
configurations with respect to the main configurations. 

The general capabilities as well as the principal 
drawbacks of the MRD-CI method are evident. It is 
nevertheless encouraging that, for example, the MRD-
CI procedure, which uses triplet SCF MO's as one-
electron functions, often gives result similar to those of 
a MRD-CI treatment in which the configurations are 
constructed with the help of singlet MO's. This proves 
that the results of such a CI approach do not depend 
dramatically upon the particular chosen set of one-
electron basis functions, provided that a careful selec­
tion of the M reference configurations is made. 

A very unpleasant property of all the configuration 
interaction methods which include in the CI expansion 
only configurations that are doubly excited with respect 
to a single reference configuration (SD-CI) is the so-
called "CI size-consistency" error.313,314 The omitted 
higher excitations represent larger and larger neglects 
of correlation energy as the systems studied include an 
increasing number of electrons. 

The MRD-CI procedure considers a few main con­
figurations from the start, so that one can hope that for 
a good choice of main configurations the size-consist­
ency error can be less important. However, it is nec­
essary to realize that it cannot be completely eliminated 
for larger systems. 

An estimate of the correction AEq for the full CI 
energy may be obtained with the formula of David­
son.315 

AEq = (1 - C0
2)A£D (A1.24) 

where AED is the correlation energy due to the double 
excitations and C0 is the coefficient of the main con­
figuration in the SD-CI. A few modified forms of the 
estimate (A1.24), as well as a generalization for the case 
that many reference configurations are used in the CI 
method, have been published. 

In the case of a very stable closed-shell system which 
is usually qualitatively well described by a single HF 
configuration only, a really good calculation of the 
correlation energy is very difficult. This correlation 
energy results from an extremely large number of small 
contributions from the many configurations which to­
gether form an appreciable sum. 

Very often hundreds of thousands of configurations 
must be considered. Therefore, the usual methods of 
diagonalization of the CI matrix are not well applicable. 
The direct configuration interaction methods316,317 and 
perturbative Moller-Plesset318 schemes are nowadays 
commonly used. Obviously the Moller-Plesset proce­
dure does not yield an upper limit of the energy of the 
investigated systems. 

Let us mention other methods, too, which do not start 
from the concept of molecular orbitals but explicitly 
consider two-electron covalent pairing at the outset. A 
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natural complement to the molecular orbital theories 
has historically been the valence bond (VB) method. 
A new very powerful version of this approach which 
does not yield wrong dissociation limits, as the HF and 
related theories do, is the generalized valence bond 
(GVB) method.319-320 This method has been used in 
some studies on smaller clusters (see Table II). The 
electron-pair theories321 represent another important 
group of quantum chemical methods. The correlated 
electron pair theory (CEPA)322-323 has been also applied 
in the treatment of smaller clusters yielding interesting 
results (see Tables I and V). 

A satisfactory choice of the one-electron functions is 
the prerequisite of any successful treatment of the 
electronic structure. In the current use the functions 
used for the definition of the space of one-electron are 
the atomic-orbital-like functions (e.g., ref 56 and 
324-326). Gaussian functions localized at the atomic 
positions exhibit some computational advantages in 
comparison with the Slater-type AO's (STO's), in spite 
of their sometimes qualitatively wrong behavior at the 
atomic nucleus. Linear combinations of a few Gaussian 
functions can then be used to mimic the properties of 
the STO's. If a fixed linear combination of Gaussians 
(contracted Gaussians) is used to describe each atomic 
orbital, one names the basis minimal in contrast to the 
split AO basis set, where the number of contracted 
Gaussian function is larger than the number of atomic 
orbitals needed. The exponential coefficients in the 
Gaussians determine the spatial size of the electronic 
clouds and are of a large importance for the interatomic 
interaction in the studied compounds. An improper 
choice of these exponents can conceal very important 
features of bonds in clusters, where quite often linear 
combinations of the basis functions located on the same 
atoms (hybridization, polarization) are of the greatest 
importance for the proper description of the electronic 
and geometric structure of a cluster. 

The notion of a polarization function is of course 
based on a convention. Usually p-type Gaussians are 
not considered polarization functions for Li and Be, in 
spite of the fact that the p atomic orbitals are vacant 
in the Li and Be atoms. For instance, in this review we 
used the name polarization functions for basis functions 
of any type different from the occupied AO's in a free 
atom. 

Ab initio calculations of higher quality suffer from 
a seemingly difficult interpretation of their results. This 
disadvantage is in reality not of an essential nature. In 
reality a clear and lucid interpretation and rationali­
zation of the ab initio results is only a little more la­
borious than in the case of simplified methods but 
possible. 

Two properties of the one-electron functions built 
from the localized basis functions can lead to difficulties 
when the ab initio methods are applied to the problems 
of cluster structure: 

The LCAO-type (linear combination of atomic or­
bitals) procedure can lead to overcompleteness if the 
basis functions localized at different centers overlap 
enough, and the number of AO's is large. This ap­
proximate linear dependence of the molecular orbitals 
can be of course avoided, if the superfluous MO's are 
eliminated, but the whole phenomenon is a big com­
putational nuisance. Another unpleasant technical 

feature of LCAO methods using relatively limited AO 
basis set is the basis set superposition error (BSSE). 
The basis functions localized at neighboring centers can 
be used to describe the electron density in the neigh­
borhood of an atom better than the basis functions 
localized only at the atoms can do alone. 

This effect can lead to spurious minima on the 
Hartree-Fock potential curves and can predict nonex-
isting bonds to be present. HF basis set superposition 
error and the CI size-consistency error313'314 can lead to 
wrong predictions concerning the stability of weakly 
bonded composite systems, if these two sources of 
relatively small errors are not carefully eliminated. 

B. Density Functional Theory 

In this appendix a brief review of the quantum me­
chanical methods based on the density functional (DF) 
theory is presented. Such methods, originally developed 
and applied in the field of solid-state theory, recently 
became very popular also in the field of molecular 
quantum chemistry. 

7. The Density Functional Method 

The DF theory was developed by Hohenberg, Kohn, 
and Sham327'328 and several of its theoretical aspects, 
computational strategies, and applications to a variety 
of problems of interest in solid-state physics, cluster 
science, chemisorption theory, and molecular quantum 
chemistry have been lately reviewed.329,330'332 In the DF 
model, all the properties of an electronic system are 
expressed in terms of the electron density p (f) which, 
in principle, can be obtained from the exact JV-electron 
wave function \p (1,2....N), according to the following 
basic defintion: 

p(r) = N f M2 df2 df3 ... dfN (A2.1) 

As has been proved by Hohenberg and Kohn,327 p(f) 
fully determines the potential that the electrons are 
subjected to. A wrong density gives an energy value 
higher than that associated with the exact p(r). 
Therefore, the stationary principle for the energy can 
be reformulated in terms of electron density, instead 
of in terms of the wave function, as it is usually done 
in the context of the HF "orbital" theory. 

If the "external potential" (associated with the elec­
tron-nucleus intraction) is symbolically represented by 
V(f), the total energy functional assumes the form 

E(p) = F(p) + J p(f)V(r) dr (A2.2) 

where F(p), a functional independent from V(f), obeys 
the following definition: 

1 C p(r) p{f) 
F(P) = ^ J ]f_n dr dr' + T0(p) + Exc(p) 

(A2.3) 

The first term (A2.3) is the classical electrostatic in­
teraction, T0(p) is the kinetic energy of N noninteracting 
electrons and E%c(p) includes the exchange functional 
K(p) and all the many-body terms of the interacting 
electron system. EIC(p) is usually referred to as the 
exchange-correlation functional. Since several problems 
are met while working directly with (A2.2) or (A2.3), the 
minimization of the energy functional is better carried 
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out introducing the Kohn-Sham orbitals (KSO) obeying 
the definition 

and the corresponding exchange operator has the form 

P(r) = L \4>k\
2 

k = i 
(A2.4) 

The KSO's <f>k can be variationally determined by 
solving N one-electron equations of the form 

*KS</>K = (KKS4>K (A2.5) 

where the FK& operator is defined by 

J p(f O d 

\r-r 

p(f) df_' 8E16Jp) 

1 + dp 
(A2.6) 

The KSO's have a physical meaning only in the sense 
that they sum up to the exact density (eq A2.4). Nev­
ertheless, they are important "working functions" in the 
global process of minimization of the energy functional. 

The "orbital" form of (A2.5) is reminiscent of the 
corresponding equation of the HF method (see appen­
dix A), but the KSO's are different from the one-elec­
tron functions {</>fcHFj occurring in the definition of the 
single-determinant HF wave function. 

In particular, 
p HF = £ |(^HF(2 

K 

is the electron density computed according to the 
one-electron picture, while p{f) defined in eq (A2.1) 
results from considering all the possible many-electron 
contribution and is related to the (exact) natural or­
bitals \fj\ (see appendix A) 

P(f) = E n / / (A1.21') 
;' 

(A2.5) can be solved to self-consistency (with the help 
of (A2.3), which leads, in principle, to the exact solution 
for p(F). Unfortunately, this cannot be achieved because 
the form of the Exc(p) functional is unknown. There­
fore, in practice one is forced to accept "a priori" as­
sumptions about the functional dependence of the ex­
change-correlation potential upon the electron density. 

As is well-known from HF theory, all computational 
difficulties connected with the exchange operator are 
related to its nonlocal character. Enormous simplifi­
cations are expected if a suitable local density approx­
imation (LD) may be devised. This is what has been 
actually proposed for both the exchange and correlation 
terms included in the E%c(p) functional. This is known 
as the local density approximation of the DF theory. 
Its extension to the spin-polarized case in which dif­
ferent densities for spin up (p+) and spin down (p_) are 
defined (p = p+ + p_) is known as local spin density 
(LSD) approximation. The equation 

EXC(P) = jtxc(p)p(r) df (A2.7) 

can be easily worked out if for instance exc(p) (a local 
functional) is assumed to be the exchange and corre­
lation energy per particle for the homogeneous electron 
gas. 

Moreover, in the special case in which the correlation 
contributions are neglected, exc(p) assumes the simple 
form 

«*G>) = -3 -Mf) 
1/3 

(A2.8) 

F = -
dp 

8TT 
P(r) 

1/3 
(A2.9) 

Note that (A2.8) and A2.9) implicitly contain the def­
inition of the Xa potential 

= ap{r)V* (A2.10) 

the form of which has been obtained also by Slater in 
the framework of the statistical exchange method.331 

The computational methods based on the Xa approx­
imation will be considered in next section. 

More elaborate forms of the exc(p) functional entering 
the (A2.7) have been worked out, both in the framework 
of the LD (or LSD) approximation and in a nonlocal 
approximation based on the gradient expansion of the 
functional in terms of p, Vp, V2p, etc.332,333 

Due to the limitations connected with the assumption 
that exc(p) can be obtained from the homogeneous gas 
theory, the LD or LSD computational schemes are not 
free from errors, especially in the case that the physical 
quantities of interest must be computed as the differ­
ence between the total energy values of states charac­
terized by large variations in p{f). A detailed analysis 
of the shortcomings accompanying the applications of 
the LSD theory has appeared recently.334 

Several LD or LSD computational schemes violate 
the simple principle that an electron cannot interact 
with itself. This requires that the self-interaction 
correction (SIC) should be taken into account.29,335-336 

However, in practice, this is seldom done, especially 
in the case of large systems, mainly because of the ad­
ditional computational difficulties. 

Recently, a new computational scheme has been 
proposed337 in which the single determinant wave 
function is computed according to the HF method (an 
exact exchange potential method) while the LSD ap­
proximation is adopted to estimate the correlation en­
ergy only, according to 

£C(PHF) = J PHF (f)ec(p+
HF,p_HF) dr 

The approach is based on the observation that the 
correlation treatment does not significantly alter the 
"starting" HF densities, which, as a consequence, can 
be used directly for the evaluation of the correlation 
energy. 

2. The Hartree-Fock-Slater (Xa) Method 

The form of an exchange potential based on a sta­
tistical treatment was 

Vx(f) = -6 I'M 
1/3 

which is exactly 3 /2 times larger than the corresponding 
potential derived from the homogeneous electron gas 
theory (eq A2.9). A correction parameter a applied to 
Vx, leads to the definition of very popular expression 
of the Xa potential 

Vr„ = -6c P(r) 
1/3 

(A2.ll) 

Comparing (A2.ll) and (A2.9) one obtains a = 0.67. 
However, in practice, a is used as an adjustable pa-

A2.ll
A2.ll
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rameter with value ranging from 0.78 for light atoms 
to 0.69 for heavy atoms. The "best" value for each atom 
can be obtained in such a way that the Xa one-electron 
energies fit the corresponding HF total atomic ener­
gies.293 

It should be noted that the original formulation of 
the Slater's331,338 method was developed within the 
framework of the single-determinant theory in order to 
obtain a "good approximation" to the HF method. 
Evidently, the HF-Slater (HFS) Xa method can be 
considered as a special case of local density approxi­
mation applied to the exchange potential only and 
neglecting all the correlation effects. These consider­
ations are of some importance especially because it is 
not uncommon to find authors who claim the numerical 
results obtained with HFS-Xa calculations to be better 
than those provided by the HF method. Since both 
procedures are based on the one-electron picture and 
the Xa method is an approximation to the HF method 
the numerical success of the former cannot prove the 
theoretical inadequacy of the latter. 

One of the most popular methods based on the Xa 
approximation is the so-called scattered wave (Xa-SW) 
method339 in which the potential is spherically averaged 
within spheres centered around each atom, and it is 
assumed to be constant in the intersphere regions 
(muffin-tin potential). In this case, the solution of the 
Schrodinger equation in each molecular region is 
enormously simplified. Correspondingly, the compu­
tation time required by the Xa-SW method is much 
smaller than that required by the HF method. More­
over, since the Xa-SW computing time does not dra­
matically increase with the number of electrons, the 
method does not necessarily force the adoption of ef­
fective core potentials in the case of heavy atoms. This 
allows the computation of the wave function at an 
"all-electron" level from which all the quantities con­
nected with the electron (and spin) density at the nuclei 
can be derived. 

The major shortcoming of the Xa-SW method is due 
to the muffin-tin approximation which neglects the 
angular dependence of the potential in the vicinities of 
the atomic centers. Moreover, general "a priori" rules 
cannot be established for the determination of the radii 
of the various spheres into which the molecular space 
is partitioned. The dimensions of such tangent spheres 
can be determined by minimizing the intersphere vol­
ume. On the other hand, it is not unusual to base the 
choice of the volume of the spheres on empirical values 
of the atomic or ionic radius. 

With the aim to overcome the difficulties connected 
with the muffin-tin approximation a variety of com­
putational procedures have been developed. One of the 
most widely applied, especially in the case of large metal 
clusters, is the discrete variational Xa (DV-Xa) me­
thod.340-342 The single-determinant wave function is 
built in a (usually very flexible) basis of Slater-type or 
numerical orbitals and the energy secular equation is 
determined in a discrete set of sampling points. The 
cumbersome evaluation of the many-center two-electron 
integrals in the basis of atomic functions is avoided by 
computing the electrostatic repulsion and the exchange 
terms with the aid of an electron density which is ap­
proximated by an expansion of multicenter overlapping 
multipoles. 

As for the description of other relevant theoretical 
procedures based on the simple Xa or exchange-cor­
relation LSD potential the reader may refer to the book 
of Dahl and Avery.343 

In the field of metal clusters, the rapidly growing 
interest in the DF methods is motivated also by the fact 
that they can be successfully applied to systems of large 
dimensions for which HF-CI (and even simple HF) 
calculations cannot be carried out because of the tre­
mendous computational effort required. 

However, the present status of the DF theory in its 
various approximations cannot be considered com­
pletely satisfactory. The overcoming of the difficulties 
connected with the local approximations and the gen­
eral use of the self interaction correction would certainly 
improve the reliability of the DF methods in the near 
future. 

C. Effective Core Potential (Pseudopotential) 
Methods 

In order to reduce the computational difficulties that 
rapidly grow as the number of the electrons increases, 
it has been suggested a long time ago344 to study the 
wave function of the valence electrons only, by means 
of a procedure in which the potential of the core elec­
trons is replaced by a simple suitable operator. 

The use of an effective core potential (ECP) is 
physically justifiable considering that the valence 
electrons are the only ones mainly responsible for the 
energies involved in the formation of the chemical bond 
and for the shape of the energy hypersurface associated 
with intramolecular motions. 

A variety of computation techniques have been de­
veloped in the framework of the ECP theory, and they 
are now routinely adopted in different fields of the 
quantum chemical studies. However, before presenting 
the main features of the ECP methods, it is worthwhile 
noting that two main difficulties accompany the basic 
assumptions on which such methods are based. The 
first is due to the fact that the core electrons are treated 
in a rigid way, that is, that the spherical core-electron 
density is assumed to be perfectly transferable from the 
atomic to the molecular case in which polarization ef­
fects can occur. The second and perhaps most striking 
difficulty is that the definition of a fixed core, and 
correspondingly of an active valence subspace, is 
sometimes ambiguous. This may be the case when the 
core-valence interactions are very important due to the 
similar radial extension of the core and valence orbitals. 
For instance, for the transition metals, the use of the 
ns and np shells as valence orbitals, together with the 
nd, (n + l)s, and (n + l)p shells, certainly would cor­
respond to a much more realistic (and effective) de­
scription of the valence. 

Therefore, one of the main features of the ECP 
methods should allow a flexible definition of the core 
and valence subsets of electrons; it should depend on 
the particular characteristics of the system under study 
and the physical quantities to be evaluated. In general, 
however, this is not done, mainly because the deter­
mination of the effective core operators (and the suit­
able valence basis sets) requires tedious numerical work. 
Most of the existing tabulations of the ECP operators 
are relative to a "standard" chemical definition of va­
lence, and the associated valence basis sets are usually 
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available for ground-state atoms only. 
The starting point for the derivation of the expres­

sions of an ECP operator is to define a valence Ham-
iltonian of the form 

Fv = h + E(2JC - K0) + L v - (A3.1) 
c i < i rij 

where h is the one-electron (kinetic and nuclear at­
traction) operator and J0 and K0 are operators repre­
senting the Coulomb and exchange interaction with the 
fixed core-electron density. 

The variational collapse of the valence states is 
avoided by means of the projector 

P = Z\4>c)(d>c\ (A3.2) 
C 

where \4>c) are atomic HF solutions for the core states. 
The eigenequation of the simplest projected valence 

Hamiltonian is 
(1 - P)P0(I - P)Xv = ev(l - P)Xv (A3.3) 

where xv is a "pseudoorbital". 
(A3.3) may be rewritten in the form 

(F + W 0 ^ ) x , = €ux„ (A3.4) 

where, 

WGPK = -PP1, -PJ> + PF0P + tj> (A3.5) 

and it is known as the generalized Phillips-Kleinman 
operator.345-346 

Collecting all the terms depending on the definition 
of the core orbitals and the associated density, one 
obtains 

\h + Uc+ Xv-)x» = <»Xv (A3.6) 
V i<J rij/ 

where 

U0 = Z (2 J0 - K0) +W°PK (A3.7) 
C 

The above procedure leading to the definition of U0 is 
strictly valid for the case of one valence electron only. 
A similar treatment, however, can be developed in an 
approximate way also for many-valence-electron atoms. 

Two different approaches have been proposed in 
order to specify the pseudoorbitals and, corresponding, 
the actual form of the effective core potential. 

The first approach347-350 requires that the orbitals %v 
solutions of the (A3.4) reproduce the shape of the true 
valence atomic orbitals as closely as possible, for every 
electron-nucleus distance. In this case, due to the or­
thogonality conditions, the pseudoorbitals must present 
radial nodes in the core region. The variational collapse 
is avoided by means of a "level-shifting'' operator of the 
form 

Pc = Z\<f>0)Bc(<f>0\ (A3.8) 
C 

which is similar to that originally proposed by Phillips 
and Kleinman.344b The Coulomb and exchange core 
operators appearing in (A3.6) may be approximated by 
a local operator of the form 

Z(2JC - K0) « l A / r V ^ (A3.9) 
c i 

The various constants B0, A1, nit and a, of (A3.8) and 
(A3.9) are treated as adjustable parameters, and their 

best values are obtained by minimizing the error 

£ £ | ^ H F ( r ) - xM\ = ri (A3.10) 
v i 

where <̂ )l,
HF are the HF solutions for the valence states 

coimputed with a reference atomic basis. 
In the above procedure, the nonlocal core-valence 

exchange operator is approximated by the local operator 
(A3.9). This assumption is not considered valid in other 
ECP methods351"353 in which the angular momentum 
dependence of the ECP operators is properly taken into 
account by means of a projected operator of the form 

U0=Z Z Ud(r)\lm)(lm\ (A3.ll) 
I = 0 m = -I 

where 

Z Z |Im></m| = 1 (A3.12) 
I = 0 m =-l 

due to the closure property of the projection operator. 
In practice the sum (A3.12) is truncated at a maximum 
value / = L, depending on the characteristics of the 
valence basis of the considered atom. 

In this scheme, the pseudoorbitals are obtained by 
imposing the following additonal conditions: they have 
no radial nodes and must be characterized by a mini­
mum spatial ondulation. Moreover the xv functions 
should reproduce the corresponding 0,™" orbitals in the 
valence region as well as possible. According to these 
prescriptions, the pseudoorbitals are obtained as a 
suitable mixture of the core and valence (0C

HF, 4>V
HF) 

"exact" HF orbitals. Since the set of the xv functions 
is known, the radial dependence of the Uot(r) (eq A3.ll) 
can be obtained in an "exact" way, in a numerical form. 
For reasons of computation convenience, the numerical 
form of Ucl(r) is then fitted by a Gaussian expansion 
similar to that of (A3.9). 

All the mentioned ECP procedures are well suited for 
applications in the framework of the HF theory. Cor­
responding ECP theoretical schemes have been pro­
posed also in connection with Xa LD or LSD theo-
ries.34"35'354-355 For instance, one very recent develop­
ment34"35 of the ECP method within the framework of 
the LSD theory makes use of an effective core operator 
of the form 

V0 = + I — - — + €xc(pc+, Pe-), (A3.13) 
r J \r-r] 

where p0 = pc+ + P0- is the core-electron density summed 
over the spin components. It should be noted that, 
according to the LSD philosophy, (A3.13) also includes 
the core-valence correlation effects in a natural way, if 
a suitable exc functional is adopted. 

As mentioned at the beginning of this appendix, one 
of the major problems connected with the ECP methods 
(and in general with every method based on the fro­
zen-core approximation) is the neglect of the core-va­
lence correlation and polarization. On the contrary, 
these effects are taken into account in the "all-electron" 
methods. 

Two ways of overcoming this definiency of the ECP 
theories have been proposed. The first357 is based on 
a second-order perturbation treatment of the core-va­
lence correlation and polarization problem, leading to 
a correction of the valence electron energy defined in 

A3.ll
A3.ll
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terms of (i) the core polarizability (taken from exper­
iment), (ii) the electric fields created by the static and 
transition valence densities, and (iii) the valence exci­
tation energies. According the suggestion of ref 357, the 
corrections can be introduced only after a CI treatment 
of the valence electrons. On the contrary, a second 
approach to the problem358 directly takes into account 
the core-valence polarization contributions by means 
of an additional one-electron operator of the form 

V, pol -acfc/2 

fc = E ri(r
s ric |1 -exp (~8cric

2)\ - £ rCiCr3 fcc, 
i c' j * C 

(A3.14) 

where c,c' label the core electrons and i the valence 
electrons, respectively. The parameters entering the 
(A3.14) are thus determined to reproduce the experi­
mental valence excitation energies and ionization po­
tentials. In this respect, such corrections assume the 
form of semiempirical corrections, a character which is 
absent in the formulation of the ref 357. 

A typical field of application of the ECP methods is 
certainly that of molecular or cluster systems containing 
heavy atoms. It is well-known that in this case the 
relativistic effects can play a crucial role, for instance, 
in stabilizing the metal-metal bond. Therefore it seems 
very natural that the ECP methods should be developed 
for every atom in order to include the major parts of 
the relativistic contributions at least. 

Recent works in this direction30,31 led to the formu­
lation of relativistic ECP (RECP) methods which, from 
a computational point of view, are only little more 
complicated than the nonrelativistic version. The im­
provement in the predictive capability of the ECP 
method consequent to the inclusion of the relativistic 
effects can be well documented considering for instance 
that the dissociation energy of Au2 computed with a 
RECP method30 amounts to 2.27 eV, in good agreement 
with the experimental value 2.31 eV.359 The corre­
sponding nonrelativistic estimate of De is about 1 eV 
lower. The improvement of the computed dissociation 
energy obtained with the RECP method is certainly 
well comparable in magnitude with that expected from 
the correlation treatment. It is easy to conclude that 
computational schemes based on association of RECP 
procedures with valence-electron correlation methods 
should be more and more widely adopted in quantum 
chemical studies of heavy atom systems. 
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