
Chem. Rev. 1987, 87, 19-27 19 

Tunneling and State Specificity in Unimoiecular Reactions 

WILL IAM H. MILLER 

Department of Chemistry, University of California, and the Materials and Molecular Research Division of the Lawrence Berkeley Laboratory, 
Berkeley, California 94720 

Received May 28, 1986 (Revised Manuscript Received June 27, 1986) 

I. Introduction 

In the standard expositions1,2 on unimoiecular reac­
tion rates there is little discussion of the effect of 
quantum mechanical tunneling. This is due partly to 
the fact that traditional ways of studying such reactions 
(e.g., thermal excitation, cf. the Lindemann mechanism) 
tend to obscure subtleties of the reaction dynamics such 
as tunneling, state-specific effects, etc. Also, very sel­
dom has one had much quantitative information about 
the potential energy surfaces (i.e., barrier heights and 
other properties of the transition state) for these reac­
tions, so that these parameters have traditionally been 
adjusted to fit the data, and this can also hide specifics 
of the dynamics. 

Both of these situations are beginning to change, 
however, as molecular beam and a variety of laser 
methods make it possible to study unimoiecular pro­
cesses under near-ideal, collisionless conditions, where 
the molecule of interest is excited to an extremely 
well-defined initial state and then reacts without other 
competing processes.3-5 These studies require more 
rigorous dynamical descriptions in order to understand 
the variety of phenomena seen at this new level of de­
tail. Also, one is beginning to have usefully reliable ab 
initio quantum chemistry calculations for transition-
state properties of the reacting molecules.6,7 

The purpose of this paper is to review the role of 
tunneling in unimoiecular reaction rates. (Tunneling 
in gas-phase species can also manifest itself as splittings 
of spectral lines—particularly so for symmetric 
isomerizations—and though not explicitly discussed in 
this review, this phenomena can also be treated by the 
theoretical methods described herein. The tunneling 
splitting in malonaldehyde is an excellent example of 
this.8,9) Since the state-specific character of unimo­
iecular reactions is intimately involved with tunneling 
effects, this feature of unimoiecular reactions is also 
discussed. Though I will try to keep the discussion as 
generally applicable as possible, it will be useful to il­
lustrate a number of points with the specific unimo­
iecular reaction for which the significance of tunneling 

H2CO - . H2 + CO (D 
and state-specificity have been most strongly estab­
lished. This is an ideal example because so much de­
tailed experimental information is available, because 
the potential energy surface (e.g., barrier heights, vi­
brational frequencies, and other transition-state prop­
erties) is known to an exceptional degree and because 
the dynamics involves hydrogen atom motion which 
enhances tunneling effects. The reader interested in 
the complete story on the unimoiecular dissociation of 
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formaldehyde should see the recent review by Moore 
and Weisshaar.4 

The recent review by Crim3 on unimoiecular reactions 
following selective (usually laser) excitation is also 
relevant to the topic of this paper, as is the review by 
Dykstra6 on ab initio quantum chemistry calculations 
of potential barriers for unimoiecular rearrangements. 
Though not dealing specifically with tunneling, the 
topic of intramolecular vibrational energy redistribution 
(IVR) in highly vibrationally excited states is relevant 
to state-specific effects in unimoiecular reactions, and 
there are a number of reviews related to IVR.5,10 Also 
of interest is a series of papers by Kay'' on unimoiecular 
reactions, though these are not specifically related to 
tunneling effects therein. 

Tunneling in unimoiecular processes is, of course, no 
different from tunneling in other phenomena (e.g., bi-
molecular rections), and the same theoretical models 
are thus used in these various applications. The in­
terested reader should thus take special note of the 
article in this volume by Schatz12 which reviews tun­
neling effects in bimolecular reactions, which has his­
torically received much greater attention. Also relevant 
is the recent review by Garrett and Truhlar13 which 
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discusses tunneling corrections to transition-state the­
ory. One should also note that there are other theo­
retical descriptions of tunneling that employ diabatic 
(Le., crossing) potential energy curves, usually with the 
golden rule (first-order time-dependent perturbation 
theory) used to calculate the rate.14 This approach is 
often useful for reactions in condensed phases and when 
the theory is used in a phenomenological framework; 
it is generally not useful if taken literally and used in 
an ab initio fashion for gas phase reactions. 

Section II first discusses tunneling effects within the 
statistical approximation to unimolecular reactions, and 
section III discusses state-specific unimolecular rates. 

/ / . Tunneling within a Statistical Approximation 

The statistical approximation for unimolecular rate 
constants, i.e., the well-known RRKM theory,1215 is 
microcanonical transition-state theory. To incorporate 
tunneling effects in RRKM theory, one thus simply 
incorporates tunneling effects into transition-state 
theory.16 Because it is microcanonical transition-state 
theory that is relevant, however, rather than the can­
onical version most familiar for bimolecular rate con­
stants, the tunneling correction is not a simple multi­
plicative factor as it is in the simplest version of can­
onical transition state theory. 

A. Separable Reaction Coordinate 

The simplest way to incorporate tunneling into 
transition-state theory is to assume that motion along 
the reaction coordinate is separable from the other 
degrees of freedom. The unimolecular rate constant for 
a molecule with total energy E and total angular mo­
mentum J is then given by17*18 

k(E,J) = [21ThP(E1J)]-1 E P(E - enJK*) (2.1) 

where U11JK*) " « the vibrational and rotational energy 
levels of the "activated complex" in terms of the (F -
1) vibrational quantum numbers n = (nx, n2 nF_i) 
and angular momentum quantum numbers (J, K). (J 
is the conserved total angular momentum quantum 
number, and K is the nonconserved projection of total 
angular momentum onto a body-fixed axis.) P(EF) is 
the one-dimensional tunneling probability as a function 
of the energy EF along the reactant coordinate at the 
transition state, p is the density of reactant states per 
unit energy 

P(E,J) = Zh(E- tnJK) (2.2) 
n,K 

where { WK! are the energy levels of the reactant mol­
ecule in terms of the F vibrational quantum numbers 
n = (W1,..., nF) and angular momentum quantum num­
bers (J,K). 

In practice the energy levels €„JJJ are usually ap­
proximated by those of a harmonic oscillator rigid rotor 

WK = £ hvibti + %) + AJ(J + 1) + (C - A)K2 

(2.3) 

where {o>;} are the vibrational frequencies of the reactant 
molecule and A is the average of the two most nearly 
equal of the three rotation constants and C is the third 
one. 

If the transition state corresponds to a well-defined 
reaction barrier (i.e., a "tight" transition state), then the 
energy levels of the activated complex can also be ap­
proximated in a similar fashion 

WK
 = 

V0+T hofbii + %) + A*J(J + 1) + (C* - A*)K 

(2.4) 

where V0 is the potential energy and {&>,-*} and (A*, C*) 
are vibrational frequencies and rotational constants, at 
the transition-state geometry. If the transition state 
does not correspond to a well-defined potential energy 
barrier, e.g., a "loose" transition state, then one must 
determine V0, {&>;*}, A*, and C* as functions of a reaction 
coordinate and choose the transition state as the loca­
tion where the rate constant is a minimum.ir21 It is also 
usually necessary in this case to recognize that some of 
the vibrational modes of the transition state become 
rotational degrees of freedom of the fragment molecules; 
it is thus necessary to take anharmonicity of these de­
grees of freedom into account, by using either hindered 
rotor energy levels or simply an empirical interpolation 
formula between the "tight" harmonic energy levels and 
the "loose" rotational energy levels.22 

It is easy to see that the classical RRKM expres­
sion1,215 for the rate constant is regained if one ignores 
tunneling, Le., replaces the tunneling probability P(EF) 
by a step function 

P(EF)-/i(£F)3lo:f?<o (2.5) 

B. What Is k(E,J) 

Before discussing specific examples, it is useful to 
emphasize the physical meaning of k(E,J), the unimo­
lecular rate constant for a molecule with total energy 
E and total angular momentum J. (For the present 
discussion J will not be indicated explicitly.) Specifi­
cally, k(E) is the average unimolecular rate constant for 
a molecule with energy E whether the molecule is either 
(a) intrinsically statistical, Le., all states with essentially 
the same energy have essentially the same rate constant, 
or (b) state specific, Le., different states with essentially 
the same total energy have significantly different rate 
constants. A statistical approximation to the rate will 
be adequate if either the molecule itself is statistical, 
case a above, or the experiment is statistical, i.e., av­
erages over many states. To distinguish between cases 
a and b obviously requires experiments (or theories) 
that measure (or calculate) rate constants for individual 
quantum states of the molecule. In either case, though, 
the microcanonical transition-state theory rate constant 
of section A is an approximation to the average rate at 
energy E. 

To illustrate the fact that statistical theory yields the 
correct average rate constant k(E) even if the molecule 
is intrinsically state-specific, it is useful to consider a 
completely separable Hamiltonian for a system of two 
degrees of freedom23 

Px2 P/ 
H(px,x,py,y) = — + — + vx(x) + y2m«y

2 y2 (2.6) 

Mode y is harmonic, but the potential vx(x) is as 
sketched in Figure 1; x is thus the reaction coordinate 
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Figure 1. Sketch of the potential vx(x) for the dissociative degree 
of freedom for the Hamiltonian of eq 2.6. 

along which the particle can dissociate by tunneling 
through the barrier. Because the x and y motions are 
separable, both nx and ny are good quantum numbers. 
The energy of the state characterized by quantum 
numbers (nx,ny) is 

En, = tnx + huy(ny + V2) (2.7) 

where enx is the energy level of potential Vx, and the 
unimolecular decay (i.e., tunneling) rate constant is 

h = Knxny (^A*)^ (2.8) 

Here P is the tunneling probability for the x motion, 
and (StnJ Bnx/2irh) is the frequency of motion in the 
x potential. It is clear that eq 2.7 and 2.8 describe an 
extremely state-specific situation; i.e., the unimolecular 
decay rate of eq 2.8 depends only on the energy e„x in 
the x mode. Thus states with essentially the same total 
energy Enxn can have vastly different rate constants, 
depending on how much of the total energy is in the 
reaction coordinate (mode x). The average rate at total 
energy E is defined by 

HE) = 

T. 8{E- Entn)knxriy 
nx,n> 

Z S(E - Enxn) 
(2.9) 

where in practice the 5 functions should be broadened 
somewhat so that at least several states contribute to 
the sums. Replacing the sum over nx by an integral and 
using eq 2.7 and 2.8 and the definition of the density 
p of reactant states 

p{E) = E 8(E - En . ) (2.10) 

gives 

HE) = 

2irhp(E)T hw^S^ i^P{^)m ~e- -*»>>+1/2)) 

= o h iv^P{-E - h^ny + V2)) (2-11) 2irhp(E) ny 

which is recognized as the standard microanonical 
transition state rate (i.e., eq 2.1) for this example. Thus 
even for this extreme limit of state specificity, the av­
erage rate constant for energy E is seen to be given by 
statistical theory. 

C. Example: H2CO — H2 + CO 

Figure 2 shows a sketch of the potential energy sur­
face for the unimolecular decomposition of form­
aldehyde in its ground electronic state (S0), H2CO -» 
H2 + CO, and Figure 3 shows the unimolecular rate 
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Figure 2. Sketch of the potential energy surface for the form­
aldehyde dissociation H2CO -* H2 + CO. The upper figure is a 
contour plot of the potential as a function of the reaction coor­
dinate s and the out-of-plane bend coordinate Q. The lower figure 
is the potential along the reaction path, i.e., along the line Q = 
O of the upper figure. The barrier height for this reaction is 
~ 80-90 kcal/mol. 

<n IO 

E - v " (kcal/mole) 

Figure 3. The microcanonical unimolecular rate constant for the 
formaldehyde dissociation (J = 0) as a function of energy relative 
to the classical threshold. The solid line includes the effects of 
tunneling, and the broken line is the classical result that neglects 
tunneling. [If E is the total energy in the molecule (E = Eex + 
Ezf, where £zp is the zeroth point energy of H2CO and Ea the 
excitation energy), then V0

9 = V0 + Ezp*, where V0 is the "bare" 
barrier height and Ezp* the zero-point energy of the transition 
state. Thus E - V0

zp = En - (V0 + Ew* - E19).] 

constant k(E,J) for J = 0 as a function of total energy 
E (relative to the classical threshold).18 The dashed line 
in Figure 3 shows, for comparison, the classical RRKM 
rate constant. One sees that the rate is somewhat 
greater than 109 s"1 at the classical threshold and is 
~105 s"1 at an energy ~10 kcal/mol below the classical 
threshold. Similar calculations have been carried out 
for J > O;18,24 the rate in general decreases with in­
creasing J, which is understandable since increasing J 
takes energy out of the reaction coordinate. 

The most dramatic aspect of tunneling will thus be 
manifested if one excites the isolated molecule to an 
energy below the classical threshold. Without inclusion 
of tunneling the unimolecular decay rate is zero, while 
tunneling allows a finite rate, which this example shows 
can be physically significant for energies as much as 10 
kcal/mol below the classical threshold. 

Experiments on formaldehyde are actually accom­
plishing this, though the interpretation is far from 
straightforward. The most relevant experiments excite 
H2CO to individual rotational-vibrational states of S1, 
the first electronically excited singlet state; this is fol­
lowed by a radiationless transition S1 —• S0* (highly 
vibrationally excited), and it is S0* which undergoes 



22 Chemical Reviews, 1987, Vol. 87, No. 1 

AE. 

i T 

Figure 4. Schematic picture of the photochemical dissociation 
of formaldehyde; cf. eq 2.13 and 2.14). JE8 is the energy of the 
state \s) of S1 that is excited by the laser, Vt are the nonadiabatic 
couplings between \s) and the various states |0 of S0, and IT;) are 
the "widths" of these states with respect to unimolecular de­
composition. AEi is the spacing of the levels E\. 

Applied Volts (kV) 

Energy (cm" ) 

Figure 5. Lifetime of the I11 (M = 1) rotational state of the 41 

vibrational state of S1 D2CO, as a function of the energy of this 
level as tuned by an applied electric (Stark) field, from ref 30. 
The zero of energy here is an excitation energy of 28 375 cm"1 = 
81.1 kcal/mol. 

unimolecular decomposition. The reader should see ref 
4 for a more complete discussion of these experiments. 

Figure 4 shows a schematic picture of this mecha­
nism. The widths {r(} of the individual highly excited 
vibrational states of S0 give the state-specific unimo­
lecular decay rates kr 

k, s T,/h (2.12) 

and they are the objects of interest with regard to 
discussing the unimolecular reaction dynamics in the 
ground electronic state. The quantity directly measured 
in these experiments, however, is the decay rate (i.e., 
inverse lifetimes) of the initially excited state \s) of S1, 
and within a perturbative approximation to the S1-S0 
coupling it is given by25 

k, = h~ v^|2iy[(E,-Es)
2 + (r;/2)2] (2.13) 

It is thus not trivial to obtain the individual widths jr(j 
from such measurements. In fact, if many terms con­
tribute to the sum in eq 2.13, then it is well-approxi­
mated by 

n i 
E1) (2.14) 

so that no information about jr(j is obtainable. Non-
perturbative treatments of the decay can lead to non-
exponential decay (i.e., multiple exponential decay with 
quantum beats), and if these features are observed, it 
is possible to extract not only the energies \Ej\ and 
widths ir;j but also the nonadiabatic coupling matrix 
elements Vsi.

26 

A major breakthrough occurred when Weisshaar and 
Moore27-29 first carried out these experiments in a 

5 

Figure 6. Average width-to-spacing ratio for levels in S0 H2CO 
(J = 0), as a function of energy relative to the classical threshold. 
(See Figure 3 for a discussion of the abscissa.) 

TABLE I. Experimentally Determined Energies and 
Unimolecular Dissociation Rates for Individual Quantum 
States of S0 Formaldehyde 

ref 
E ° 

kcal/mol 
rate 

do7 s"1: 
27 
27 
27 
27 
29 
29 
31 
31 
31 

5 
10 
11 
4 
2 
2 
1 
1 
1 

81.40 
82.70 
82.79 
81.37 
80.94 
81.03 
80.98 
80.98 
80.98 

5.6 
5.0 
5.0 

530 
7.1 
2.8 

17 
5.6 
1.3 

" This is the excitation energy above the ground state of form­
aldehyde. 6The analysis is still tentative in some cases, so that 
these values should be considered preliminary. 

variable electric (i.e., Stark) field, which modulates the 
level Es relative to the S0 levels [E;). Figure 5 shows an 
example30 of these experimental results, the decay rate 
ks as a function of the electric field strength, for a 
particular ro-vibrational state of S1 of D2CO. The ob­
served structure is assumed4 to be due to the fact that 
the levels of S0* constitute a "lumpy continuum"; i.e., 
the broadened levels [E1] are sufficiently sparse (cf. 
Figure 4) that they do not overlap and form a "smooth 
continuum" into which the state |s) decays. 

From the transition-state theory rate expression one 
can actually obtain a useful quantitative measure of the 
"lumpy continuum" character of the S0* states. The 
average width tt is given in terms of the average rate 
k of eq 2.1 

hk(E,J) (2.15) 
/, and the average level spacing AE1 of S0* states is the 

reciprocal of the density of states p 

AE1 = l/p(E,J) (2.16) 

Thus the average width-to-spacing ratio is given by 

(2.17) -^T = J-ZP(E-fnJK*) 
AEl ^ n,K 

This quan t i ty is shown in Figure 6, as a function of 
energy relative to the classical threshold, for J = O . If 
one calls the cont inuum "lumpy" if 

AE1
 / 2 (2.18) 

then one sees from Figure 6 t h a t the S0* cont inuum is 
still lumpy (for J = 0) for energies up to ~ 3 kcal /mol 



Tunneling and State Specificity in Unimolecular Reactions Chemical Reviews, 1987, Vol. 87, No. 1 23 

90 

80 

70 

1— 

-

S^ < 

• T - r 1 i 1-

// 

i i i i i 

-I2 -IO - 8 

log 
IO 

mol/cm 

Figure 7. Activation energy for the effective unimolecular rate 
constant (see eq 2.19 and 2.21) as a function of density (n/V) 
(which is proportional to pressure via pV = nRT). The solid curve 
includes the effect of tunneling in k(E), and the dashed curve 
neglects it. 

above the classical threshold for the reaction. 
Table I lists some energies [E1] and decay rates { iyh\ 

for individual ro-vibrational states of S0 states that have 
been determined27,29'31 by using the above Stark shift 
measurements. The agreement with the values com­
puted via the statistical approximation (Figure 3) is in 
general quite good, demonstrating that at least the 
order of magnitude given by the tunneling mechanism 
is correct. Perhaps even more interesting, however, is 
that the experiments appear to demonstrate state 
specificity; i.e., the rate is not a smooth, monotonically 
increasing function only of the total energy. State 
specificity will be discussed more fully in section III. 

Finally, to conclude this discussion of the form­
aldehyde dissociation within the statistical approxi­
mation, it should be noted that Forst32 has considered 
the effect of tunneling on the traditional thermal de­
composition of formaldehyde. Here the effective, 
pressure-dependent unimolecular rate constant is1,2 

kmi = ^ CdE p{E)e-ElkT
 ak(E)/[<* + HE)] (2. 

Q 

where Q is the partition function of reactants 

Q = CAE p(E)e-ElkT 

Jo 

19) 

(2.20) 

and w is the collision frequency (proportional to pres­
sure). k(E) is the microcanonical unimolecular rate 
constant (eq 2.1), for J = O. Forst finds that tunneling 
causes the effective activation energy 

E^-^kT)lnk^ ( 2 - 2 1 ) 

to fall off "forever" with decreasing pressure; cf. Figure 
7. He concludes that the thermal decomposition ex­
perimental data are consistent with the photochemical 
experiments discussed above and in particular with the 
notion that the decomposition into H2 + CO proceeds 
by tunneling. 

D. Effect of Reaction Path Curvature 

The treatment of tunneling described in section HA 
ignores any coupling of reaction coordinate motion to 
other degrees of freedom in the molecule. Though this 
may often be reasonable—more detailed calculations 
for the formaldehyde dissociation33 discussed in section 
HC, for example, suggests that the error introduced 

there is no more than a factor of 2—there are some 
cases where the error this causes can be an order of 
magnitude or greater. For a standard bimolecular test 
reaction 

H + H2 — H2 + H 

the error is a factor of ~ 50-100 in the important 
threshold region.34 

There are a variety of still relatively simple models 
for including, at least approximately, the effect of 
coupling of the reaction coordinate to other degrees of 
freedom of the molecular system, i.e., the effect of 
nonseparability of the reaction coordinate. Most of 
these are derived from a "reaction path" description of 
the process,35-37 whereby the reaction coordinate s is 
defined as the distance along the steepest descent path 
in mass-weighted Cartesian coordinates—the reaction 
path—that passes through the transition state from 
reactants to products. The other internal (i.e., vibra­
tional) coordinates of the system are chosen as local 
harmonic normal modes that are orthogonal to the re­
action path. The Hamiltonian of the system in these 
coordinates is of the form, for J = O36 

F-I 
1AiPs -

[i 

- E QkPk'Bkikis)Y 
* , A ' - 1 

F-I 

H(ps,s,P,Q) = 

+ V0(«) + E (1Z2PI + W s ) 2 Q J ) (2-22) 
k=i 

where (Qkfk) (k = 1».... F-I) axe the coordinates and 
momenta for the local harmonic modes perpendicular 
to the reaction path, V0{s) is the potential energy along 
the reaction path, and the functions {Bkjr(s)\ (k = 1,..., 
F-I) describe coupling of the vibrational modes to the 
reaction coordinate (labeled as mode F); the functions 
[Bkki(s)} (k,k' = 1 F-I) describe coupling of the 
modes among themselves. This reaction path Hamil­
tonian36 and its applications have been reviewed several 
times34b'38,39 recently, and the reader should see these 
for more information. 

The primary effect which couples the reaction coor­
dinate s to the other degrees of freedom is the curvature 
of the reaction path, which is characterized by the 
curvature coupling functions \Bkj?{s)}. One can show 
that the total curvature K(S) of the reaction path in the 
F-dimensional space at distance s along it is 

K(S) = [ I B ^ ) 2 I 211/2 (2.23) 

The individual coupling functions Bkj?(s) are a measure 
of how the total curvature of the reaction path projects 
locally onto the various modes k orthogonal to it. It is 
this curvature of the reaction path which causes the 
coupling. Synonymous with the effect of nonsepara­
bility of the reaction coordinate on tunneling, therefore, 
is the effect of reaction path curvature on tunneling. 

The simplest approximate expression which takes 
account of reaction path curvature on the tunneling 
probability was first suggested by Marcus and Coltrin40 

F-I 
Pn(E) = e-2e°W U e2e<=(£> (2.24) 

and also results from other theoretical approaches 34b,41 
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Here d0 is the vibrationally adiabatic action integral 

0O = f"'y/2[VB(s)-E] (2.25a) 

where 

Vn(s) = V0(s) + E huk(s)(nk + 1Z2) (2.25b) 
A=I 

i.e., the factor e~2e° in eq 2.24 is the zeroth-order tun­
neling probability. The action integrals {6^} contain the 
influence of reaction path curvature 

h = I £ ds y/2[Vn{s) - E)\ - ^ - I BkrF(s)\ 

(2.26) 

and one sees that the factors [e26k\ in eq 2.24 in general 
increase the tunneling probability beyond what it would 
be if reaction path curvature were ignored. 

For the well-studied test case H + H2 -* H2 + H, this 
simple model (eq 2.24-2.26) corrects the tunneling 
probability from being a factor of 50-100 too small if 
reaction path curvature is ignored to within a factor of 
2 of the correct value.34b,4° If the curvature correction 
of the tunneling probability is smaller than this, then 
one has some confidence that this model will be able 
to described it at least semiquantitatively. As noted 
above, the curvature correction to the tunneling prob­
ability given by eq 2.24-2.26 for the formaldehyde 
dissociation is less than a factor of 2. 

Other, more sophisticated and accurate models42,43 for 
describing the effects of reaction path curvature are 
described in Schatz' paper12 in this volume on tunneling 
in bimolecular reactions. They can also be applied to 
the present unimolecular case. 

/ / / . State-Specific Unimolecular Reactions 

As discussed in section IIB, the "ultimate" description 
of a unimolecular reaction, theoretically and experi­
mentally, is the determination of the unimolecular rate 
constants for individual quantum states of the reactant 
molecule, i.e., the determination of the energies and 
lifetimes of the "metastable eigenstates". (These are 
solutions of the Schrodinger equation with outgoing 
wave boundary conditions and thus have complex ei­
genvalues Ei - iTi/2.) Only then can one answer the 
question of whether a particular unimolecular reaction 
is intrinsically statistical, case a of section IIB, or 
state-specific, case b of section IIB. 

[It is interesting to point out that it is in the tunneling 
region where it should be easiest to determine state-
specific unimolecular rates. This follows from the 
discussion related to eq 2.15-2.18 of section HC, which 
showed that it is the tunneling region where the average 
width r ; of the eigenmetastable states is less than their 
average spacing AEi. With a sufficiently narrow laser, 
therefore, it is straightforward (in principle) to excite 
individual eigenmetastable states since they do not 
overlap.] 

To illustrate state specificity, particularly for a tun­
neling system, it is useful to consider the two-oscillator 
model system discussed in section IIB. Figure 8 shows 
a plot of the calculated unimolecular decay rates of the 
eigenmetastable states vs. their energies for the case 
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Figure 8. State-specific rate constants k = T/h for unimolecular 
decay vs. total energy E, for the two-oscillator model with the 
Hamiltonian of eq 2.6. This case is for no coupling between the 
two modes. 
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Figure 9. Same as Figure 8, except for the addition of a coupling 
term to the Hamiltonian of eq 2.6. See ref 23 for the specific form 
of the coupling. 
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Figure 10. Same as Figure 9, with a stronger coupling. 

that the two oscillators are uncoupled, i.e., for the 
Hamiltonian of eq 2.6. This shows the extreme limit 
of state-specificity; Le., states with essentially the same 
energy have vastly different decay rates. 

[The reader is referred to the original paper23 for the 
details of these calculations. They are rather 
straightforward quantum mechanical basis set calcula­
tions, and they use the complex scaling method44 to 
determine the energies and decay rates. Such "brute 
force" quantum mechanical calculations are only fea­
sible for two or'perhaps three vibrational degrees of 
freedom.] 
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Figure 11. State-specific unimolecular rate constants for a 
two-mode model of the formaldehyde dissociate H2 + CO. See 
ref 26. The solid squares and circles are states of A1 and B1 
symmetry, respectively, and open squares and circles are A2 and 
B2 states. 

Figure 9 shows how the rate vs. energy plot changes 
if a nonseparable term is added to the Hamiltonian 
which couples the x and y degrees of freedom, and 
Figure 10 shows the most statistical-like result that was 
obtained when the coupling term and relative x and y 
frequencies were chosen to produce the most effective 
mixing. This latter case is beginning to approach the 
ideal limit of intrinsic statisticallly behavior, when the 
individual rates (fe;} are a smooth function only of their 
energy [E1] 

k, = HE1) (3.1) 

Here k(E) is (by definition) the statistical rate, the 
average rate at energy E. Even in Figure 10, though, 
one sees that there remains a significant degree of state 
specificity; rates for states of essentially the same energy 
vary approximately 1 order of magnitude. 

Similar calculations have been carried out for a 
two-mode model of the formaldehyde decomposition,26 

the two modes being the reaction coordinate and the 
out-of-plane bend; cf. the potential surface in the top 
part of Figure 2. The out-of-plane bend was chosen 
because it is the mode least strongly coupled to the 
reaction coordinate (via the reaction path Hamiltonian 
as described in section IID) and the one thus most likely 
to show significant state specificity. Figure 11 shows 
the results of this calculation. The overall trend follows 
the statistical rate very well, but one sees that there is 
a significant degree of state specificity: rates vary by 
approximately 2 orders of magnitude for various states 
with essentially the same total energy. Interestingly, 
this is roughly the same degree of variation seen in the 
state-specific unimolecular decay rates that have been 
determined experimentally; cf. Table I. 

How should one interpret the various degrees of state 
specificity illustrated by Figures 8-11? One notion that 
occurred to us23 early—which actually turns out not to 
be very useful in this case—was to see how state spe­
cificity in the eigenmetastable states correlates with 
chaotic dynamics10b,c in the (classical) intramolecular 
dynamics. The idea was that chaotic dynamics should 
correlate with statistical behavior of the rates, while 
quasiperiodic dynamics should correlate with state 
specificity. If this were true, then one should see state 
specificity at low energies and then a more-or-less ab­
rupt transition energy above which the rates would be 
more statistical-like. This behavior was never observed, 
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Figure 12. Microcanonical rate constant for the reaction H2CO 
-* H2 + CO (J = 0) for the symmetry A' and A" as a function 
of total energy relative to the zero-point energy adjusted barrier 
height. 

even though the classical dynamics of some of these 
systems do show transitions from quasiperiodic dy­
namics to chaotic dynamics. (It should be noted, 
though, that in other kinds of studies45 there have been 
strong correlations seen between predissciation rates 
and the underlying quasiperiodic-chaotic character of 
the classical mechanics.) 

Another way to think about state specificity in the 
unimolecular rate constants is to suppose that there are 
some approximately conserved quantum numbers 
which are operative. Total angular momentum, for 
example, is a rigorously conserved quantum number (in 
free space, i.e., no electronic or magnetic fields), and as 
was done in section II one applies the statistical ap­
proximation separately for each value of J when cal­
culating the average rate constant at energy E. There 
is thus a family oik vs. E curves, a separate one for each 
value of J. If there are other good (or approximately 
good) quantum numbers X by which the energy levels 
of the reactant molecule and the transition state can 
be labeled, then here too one should apply the statistical 
approximation separately for each value of X, Le., eq 2.1 
should be modified to read 

kx(E,J) = [2THpx(E1J)-1 E P(E - injK*)] (3.2a) 
(n,K)» 

Px(E,J) = E HE - enJK) (3.2b) 

where the notation (nJQx means that only vibration-
al-rotational states of type X are included in the sum. 

The calculated results of the two-dimensional model 
problems in Figures 8-11 do suggest this behavior. 
Certainly the separable limit, Figure 8, shows it since 
here the quantum numbers nx and ny are separately 
conserved. But even in the nonseparable cases these 
rates seem to fall on several separate k vs. E curves 
which could be labeled by a discrete index X. 

Another example of conserved quantum numbers is 
seen in the formaldehyde dissociation for J = O. Be­
cause the reaction path33 is planar, the A'/A" symmetry 
(even/odd on reflection in the plane) is conserved 
during the dissociation dynamics, so the statistical ap­
proximation should be applied separately for each 
symmetry.46 Figure 12 shows these two rates, and one 
sees that in the tunneling region this symmetry-induced 
state specificity accounts for about 1 order of magnitude 
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Figure 13. State-specific rate constants for unimolecular decay 
in the Henon-Heiles potential V(x,y) = 1Z2X

2 - V3*3 + ll&2 + 
xy1, as a function of energy; see ref 47 for complete details. Solid 
points, squares, and circles denote states of symmetry A1, A2, and 
E, respectively. The solid curve is the result of the microcanonical 
transition state theory (eq 2.1). 

variation in the rate constants for states with the same 
energy. 

A final example of state specificity is seen in calcu­
lations carried out by Waite et al.47 and Taylor et al.48 

on another two-dimensional model potential, the 
well-studied Henon-Heiles potential. Figure 13 shows 
an example of these results; this potential has C3v sym­
metry, and the A1, A2, and E states are indicated sep­
arately. One sees a large symmetry-induced effect; i.e., 
the A2 rates are much less than the A1 and E rates (for 
the same energy). Beyond this, one also sees about an 
order of magnitude of state specificity among the E 
states themselves (the open circles) and a hint at some 
state specificity among the highest energy A1 states. 
Taylor et al. are able to explain some of this state 
specificity, at least qualitatively, by using ideas of Hose 
and Taylor49 to classify various states. The basic idea 
is that many of the states correspond to quasiperiodic 
motion, i.e., have approximately conserved quantum 
numbers and thus do not explore all the energetically 
accessible space. Some thus correspond to motion that 
avoids the transition-state region, while others corre­
spond to motion that is localized in its vicinity, and 
these states decay slower and faster, respectively, than 
the average. 

To summarize, state specificity in unimolecular re­
action rates has been seen in a variety of rigorous 
quantum mechanical calculations for model systems 
with two degrees of freedom. In fact, for none of these 
model problems has one seen any less than approxi­
mately 1 order of magnitude in variation of the uni­
molecular rates about their average rate at a given en­
ergy. The formaldehyde dissociation is the best studied 
system experimentally, and though the analysis is not 
completely settled, it appears that states of essentially 
the same energy (and symmetry) have rates that vary 
by 1-2 orders of magnitude. It may turn out—and this 
is in fact my belief—that essentially all unimolecular 
reactions will show a significant degree of state spe­
cificity at this most microscopic level of individual 
quantum states. 

To model state-specific unimolecular rate constants 
requires theoretical treatments that go beyond the 
statistical approximations described in section II, and 
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this is very challenging. Such calculations have so far 
been carried out only for two-dimensional n del 
problems. The reason that statistical approximations 
have been and continue to be so useful, of course, is that 
most experiments do not determine the rates for in­
dividual quantum states but rather an average over 
many of them, and for these average rates statistical 
approximations are quite adequate. In any event they 
are adequate for determining the average rate even if 
one has available state-specific rates. 

IV. Concluding Remarks 

Statistical approximations do a very good job of de­
scribing the average unimolecular reaction rate for a 
molecule with energy E (and angular momentum J), 
even in cases where the reaction proceeds by tunneling. 
Sometimes it is necessary to take account of nonse-
parability of the reaction coordina' ; from the other 
degrees of freedom of the molecule U-e., reaction path 
curvature), but there are a variety of relatively simple 
models that describe this reasonably well. 

In the tunneling region, where the widths {I";} of in­
dividual eigenmetastable states are less than their av­
erage spacing AEj, it is meaningful to consider the 
unimolecular reaction rates kt = Tt/ h of these individual 
quantum states. At this most fine-grained level, theo­
retical calculations on various model problems show a 
significant degree of state specificity; i.e., rates fluctuate 
approximately 1 order of magnitude or more about the 
average rate at given energy. (The average rate is 
well-approximated by statistical theory.) Experimental 
results on the unimolecular decomposition of form­
aldehyde appear to show state specificity; i.e., rates for 
individual quantum states of essentially the same en­
ergy (and angular momentum) vary 1-2 orders of 
magnitude. 

As high resolution laser studies of molecular spec­
troscopy and dynamics continue to develop, one expects 
to see more experimental examples of state specificity 
in various aspects of reaction dynamics. This will 
provide a rigorous challenge for theoretical models and 
methods. 
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