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/ . Introduction 

The theory of molecular collisions with solid surfaces 
has gone in recent years through a remarkable period 
of growth. Undoubtedly, the activity in this field is 
motivated in part by potential applications to topics of 
considerable importance in chemistry, physics, and 
technology: catalysis, ion implantation, crystal growth, 
and photoconductivity are some of the diverse, fre­
quently mentioned examples. Several other factors 
were, however, also important in inducing interest and 
activity in the subject. There has been major progress 
in experimental methods relevant to the study of 
molecule-surface interactions, e.g., developments in 
molecular beam scattering,1-10 in the application of laser 
techniques, both to pump molecules to desired initial 
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states and to detect the final vibrational and rotational 
states of scattered molecules,1126 and in the preparation 
and characterization of clean, well-defined surfaces in 
both chemical and crystallographic terms.27,28 Exper­
iments are getting closer, at least for some systems, to 
the ideal situation in which the initial momentum and 
internal state of the colliding molecules are selected, and 
the final momentum and internal state distributions are 
measured. Such experiments provide a challenge to 
theory since detailed quantitative tools of interpretation 
are required to analyze the data. Another boost of 
major importance to the development of molecule-
surface scattering theory came from the impressive in­
crease in recent years in computational power. If 
modern experiments created a need for quantitative, 
elaborate treatments of molecule-surface scattering, the 
performance of present-day computers makes it possible 
to meet the challenge, and carry out, for certain systems 
and models, the required calculations. Both the fea­
sibility of many-particle classical simulations and of few 
particle quantum calculations were greatly enhanced 
by progress in computer power. Some of the simula­
tions reported in this review became feasible only with 
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the availability of supercomputers. Finally, the de­
velopment of molecule-surface collision dynamics 
benefited greatly from progress in related disciplines 
of physics and chemistry in the last two decades. 
Molecular scattering from surfaces is in a sense a hybrid 
of gas-phase molecular collision theory with solid-state 
physics. Methodologies and results from these disci­
plines were invaluable in the development of the new 
field. 

Several trends can be identified in the recent growth 
of molecule-surface scattering theory, and these will be 
reflected in the present review. (1) There is increased 
emphasis on quantitative comparison with experiments. 
Such quantitative interaction with measured data is 
pursued now in topics ranging from the diffraction from 
surfaces (where exact quantum calculations on scat­
tering from a stationary surface model are routinely 
carried out) to reactive collisions with solids (where 
classical simulations were employed). (2) Quantum 
mechanical calculations are increasingly pursued for 
relatively simple molecule-surface collision processes 
that could only be treated classically until the last few 
years. This is the case for vibrationally and rotationally 
inelastic collision of diatomic molecules in which the 
distribution of the final quantum states of the scattered 
molecules is calculated. (3) Many calculations now 
include dynamically the role of phonons, and consid­
erable effort is invested in the improvement of such 
treatments. The incorporation of phonon effects is 
mostly done either by classical calculations that involve 
the motions of many solid atoms or by stochastic force 
modeling of the effect of the vibrating atoms (gener­
alized Langevin equation and related approaches). (4) 
Considerable attention is given to new types of surface 
systems and processes opened up by new experimental 
developments (e.g. scattering from disordered overlayers 
and from defects on crystalline surfaces; astrophysical 
applications of molecular surface collisions). 

The objective of the present review is to briefly de­
scribe the main directions of progress in current work 
on the theory of molecular scattering from surfaces. 
The survey will outline developments in theoretical 
methods and techniques, as well as results of theoretical 
calculations and the insight these provide for the 
physical understanding of the processes studied. Com­
parison of theoretical results with experiment is em­
phasized in the review, but a discussion of the experi­
mental aspects is outside the scope of this article. It 
should be of considerable benefit to the reader to con­
sult some of the excellent surveys that deal with the 
experimental state of the art.1"10 The subject matter 
covered is strictly confined to collision dynamics. Thus 
the topic of molecule-surface interaction potentials and 
their properties is not included in the review (except 
in the context of potentials used in specific scattering 
calculations). The exclusion of this topic has serious 
disadvantages, since a major purpose of scattering ex­
periments is to obtain information on the underlying 
interaction potential. However, the author feels that 
the subject of molecule-surface potentials should best 
be treated in a review that covers also the quantum 
chemical methods for calculating such interactions, 
which could not be accommodated here. Very useful 
discussions of molecule-surface potentials are found in 
some of the previous reviews of the field.1,8,29 Important 

for the scattering dynamics, but not included in the 
present article, are studies of vibrational properties of 
surfaces, which are receiving considerable theoretical 
as well as experimental attention at the present time.30 

Early work on the theory of molecular collisions with 
surfaces has been discussed in the important textbooks 
by Goodman and Wachmann31 and by Steele.32 Several 
very useful review articles that describe subsequent 
developments were published.2,8,33"36 In this paper we 
give preference to the most recent lines of developments 
in the theory, and those which appear at the present 
time to be of particular promise. The author's judge­
ment of this is entirely subjective and arbitrary to a 
large extent. 

The structure of the review is as follows: section II 
discusses light atom scattering in the regime where it 
is dominated by atomic scale structure and corrugation 
of the target surface. Section III deals with energy 
transfer from a colliding atom to the surface. Most of 
the processes dealt with involve excitations of solid 
vibrations, but treatments of energy transfer to the 
surface electrons are also discussed. Section IV reviews 
molecular scattering from surfaces, focussing on rota­
tionally, vibrationally, and electronically inelastic pro­
cesses at the level of state-to-state transitions. Reac­
tions of small (nearly always diatomic) molecules upon 
collisions with solid surfaces are the topic of section V. 
Restriction is made to elementary types of processes 
and to the simplest, theoretically most tractable sys­
tems. Section VI reviews theories of adsorption and 
desorption processes. Section VII describes recent work 
on molecule-surface collisions that has an astrophysical 
context. 

/ / . DHtractive Scattering of Atoms 

A. Scattering from Stationary Crystalline 
Lattices 

He scattering has been established as one of the most 
important probes of surface structure on the atomic 
scale. The advantages of He in this respect are many, 
and the recognition of their importance dates back to 
the earliest stages of the molecular beam scattering 
field: the technique is not destructive to the surface; 
only the outermost layer is probed, as there is no pen­
etration into the bulk; the method is sensitive to local 
features of the structure (in principle, more so than 
LEED, due to the more localized scattering dynamics 
of massive particles); He atoms with suitable de Broglie 
wavelenghts (order of ~ 1 A) correspond to conveniently 
obtainable experimental beam energies. 

In contrast with these advantages in using He scat­
tering as a probe of surface structure, the quantitative 
analysis of He diffraction experiments is relatively 
difficult, e.g., in comparison to the corresponding 
problem in other diffraction methods such as X-ray or 
neutron scattering from (bulk) crystals, or even LEED.37 

The difficulty is in determining from the measured 
diffraction intensities the He-surface interaction po­
tential and the surface structure within the unit cell. 
Neither the extraction of the interaction potential from 
the data nor the separation of structural and interaction 
parameters is a simple task, although with certain as­
sumptions it has been accomplished for certain sys­
tems.6 The first requirement in this respect is to be able 
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to calculate the diffraction intensities for given beam 
energy and incidence angles, when the atom-surface 
interaction potential is known. Fortunately, there is 
considerable physical relevance to solving this problem 
even in the framework of a static, nonvibrating crys­
talline lattice. The diffraction intensities from a real 
(vibrating) crystal are proportional to the intensities 
calculated from a corresponding static surface model, 
the proportionality factor being the Debye-Waller (D-
W) coefficient.31 The D-W relation, its limitations, and 
breakdown are discussed in subsection D below. How­
ever, there is substantial evidence from experiments, 
supported by theoretical considerations, that the D-W 
approximation is of sufficient accuracy for a wide range 
of systems and experimental conditions. 

The main point of the present subsection is the fol­
lowing: As a result of progress in numerical algorithms 
and computing power, the diffraction intensities for 
light atom scattering from a static, periodic surface 
model can be calculated essentially exactly by avail­
able procedures. This has been an important devel­
opment in the field in the last few years. A note is due 
on the colliders for which diffraction calculations are 
relevant. Although He is by far the most widely used 
atomic projectile in studies of diffraction from surfaces, 
diffraction was measured also for H and Ne atoms (as 
well as from H2, HD, and D2 molecules38-41). Ne atoms 
are relatively little in use, partly because the heavier 
mass leads to increased inelastic scattering which re­
duces the magnitude of the coherent (diffraction) 
scattering peaks. Also, as a larger atom the effective 
surface atomic scale corrugation experienced by Ne is 
expected to be typically lower than for He, leading to 
weaker diffraction. (This is, however, definitely not 
always true.42 Relatively pronounced Ne diffraction was 
measured from metal surfaces42-44 as well as from alkali 
halides45,46.) H is a very interesting collider. The 
possibility of spin-polarized scattering experiments is 
an attractive feature, but this is outside the scope of 
simple diffraction processes discussed here. Experi­
mentally, using H as a probe is complicated in some 
cases, since for metals and some other solids, strong 
chemical binding interactions between H and the sur­
face are involved, and these result in sticking effects. 

We proceed now to discuss methods for calculation 
of diffraction intensities in atom scattering from a rigid 
periodic lattice. 

Close Coupling Calculations. This method, fa­
miliar from gas-phase collision theory47 has long been 
in use also in the calculation of He diffraction from 
surfaces,48 where it was among the very first "exact" 
methods.48-51 The successful, converged calculations of 
recent years, even for cases where a considerable num­
ber of diffraction channels are open, are basically due 
to increased computing power. 

Consider an atom in impact on a nonvibrating crys­
talline surface, taken for simplicity to have the structure 
of a rectangular lattice. The interaction potential V 
between the atom and the surface depends on z, the 
distance from the surface plane, as well as on x and y, 
the coordinates along the unit-cell vectors in the surface 
plane. By the periodicity of the lattice, V can be ex­
panded in the form 

V(x,y,z) = £ Vpq(z) exp(JGP9-R) (ILl) 
P,9=-°° 

where R = (x,y) and 

G»'W%q) (IL2) 

are the reciprocal space vectors corresponding to the 
lattice constants ax and ay. Calculation of the diffrac­
tion intensities requires the solution of the Schrodinger 
equation 

- | V + V(x,y,z) U(x,y,z) = E*(XM) (IU) 

where M is the mass and E the collision energy, with 
appropriate outgoing wave boundary conditions. We 
denote by k the incident wavevector of the atom, re­
lated to the collision energy by E = h2k2/2n; k = |k|. 
Further, we denote by K, the component of k parallel 
to the surface plane, and by kz, the component of the 
incident wavevector normal to the surface. The peri­
odicity of the surface, eq II. 1, suggests the following 
expression for the scattering wave function 

\ H w ) = Zxmniz) exp[i(K + GnJ-R] (II.4) 
TfITl 

where xmn(z) is a wave function associated with the mn 
diffraction channel. The summation in (II.4) extends 
obviously over both open and closed diffraction chan­
nels. Substitution of (II.4) in the Schrodinger equation 
(II.2) and taking Fourier coefficients with regard to the 
(x,y) coordinates lead to the coupled-channel (or 
close-coupling) equation:31,33,36 

d2 2M 1 
~—2 + -2Vmn,mn(z) ~ {& ~ (Gmn + K)2J \Xmn(z) + 

^ E VmvnW(z)xm'n>(z) = 0 (IL5) 
Tl m'n'^ mn 

where the coefficients Vmnm>n>(z) in (II.5) are defined 
by 

*mn,m'n'(Z' ~ ' (m-m'),(n-n')\Z) 

" £ fV(x,y,z) exp[JG(m_m0(n_„rR] dR 

(II.6) 

and A is the unit cell area, over which the integration 
in (II.6) is carried out. The boundary conditions on the 
channel wave function are33 

Xm'n'(z) — 0 for Z — 
00 (no penetration into the solid) (II.7a) 

Xm'n>(z) — 0 for z —• 
-o= for closed channels dmV

2 < O (II.7b) 

Xm'n'iz) ~* (dmn)~
V2 exp[idm„z]5mm>n, + 

Wmv)"1/2 [exp(idmWz)]Sm,n,,mn, z — -oo (II.7c) 

for open channels, dmV
2 > O. The index (mn) in (II.7c) 

denotes the incident diffraction channel, and 

dmV
2 = k2 - (K + GmV)2 (II.8) 

Physically, only the incident specular channel m = n 
= O is of interest. The complex coefficients Smn:m>n> 
defined for the asymptotic behavior of the wave func­
tions, form the scattering S matrix. The probability of 
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scattering into the (mn) diffraction peak is given by 

P(mn) = |Smn>00|2 (II.9) 

hence only a single column of the S matrix is of direct 
physical interest. 

The close-coupling equations (II.5) are solved by 
numerical procedures identical with those used in 
gas-phase calculations.47 It should be noted that sym­
metry of the surface, e.g., the C4„ symmetry of a 
square-lattice array with respect to a normal incident 
beam, is reflected in symmetry properties of the 
close-coupling equations32 via the Vmn>mV and the Gmn. 
In this way the number of coupled equations that have 
to be solved can sometimes be drastically reduced by 
simple transformations.32 The computational effort 
required in solving the coupled-channel equation scales, 
in the more effective procedures, roughly with N3 where 
N is the total number of (open and closed) diffraction 
channels included. The structure of the equations and 
of some of the algorithms used is such that one can 
benefit considerably from parallel computing tech­
niques. 

The close-coupling approach is undoubtedly at 
present the most widely used of the "numerically exact" 
methods for calculating diffraction intensities for an 
assumed potential. The method was widely applied in 
recent years to scattering from various types of sur­
faces,33-60 ranging from smooth, low corrugation faces 
of metals53 to cases of intermediate corrugation as in 
alkali halide and other ionic surfaces54,60 and to high-
corrugation faces of semiconductors such as GaAs-
(HO).55 It has proved a powerful tool in the interpre­
tation of experimental diffraction data and the ex­
traction of structural information from such data. One 
important representative example is the study of 
Laughlin73 on diffraction data from GaAs(HO), in which 
he showed the limitations of several interaction poten­
tials based on electron-gas models and established a 
satisfactory empirical potential. Another example is the 
analysis of Hutson and Schwarz of selective adsorption 
resonances in He scattering from ordered Xe on gra­
phite in which information on the interaction potential 
was extracted.57 Other applications of the method are 
found in the studies of Engel and Weare58 and of 
Drolshagen et al.,54 which showed the need for using 
"soft" rather than hard wall potentials in the respective 
cases of He scattering from Au(HO) and He scattering 
from LiF(OOl), and in the work of Ellis et al.,59 which 
provided structural information on Xe monolayer and 
bilayer on graphite and yielded information on the in­
teraction of H atoms (used in these diffraction exper­
iments) with the surfaces involved. The only limitation 
in using the close-coupling scheme within the frame­
work of the "static" surface treatment and for a crys­
talline, periodic, system is the computational effort that 
may be required. Computations become costly when 
one attempts, e.g., to adjust a multiparameter empirical 
potential by repeated trial and error calculations. One 
difficult regime is that of high-energy scattering (e.g., 
collision energies of the order of several tenths of an 
electronvolt and higher), when the number of populated 
diffraction channels can be very large for a strongly 
corrugated surface. Calculations are tedious also in 
cases where many (selective adsorption) scattering 
resonances occur, since such scattering is extremely 
sensitive to the potential. 

Fast Fourier Transform Method for Solving the 
Time-Dependent Schrodinger.61 This very recent 
method, introduced first by R. Kosloff and D. Kosloff 
in the context of gas-phase scattering problems,62,63 

provides a numerically exact solution of the equations 
of motion describing the scattering dynamics of quan­
tum mechanical wavepackets. One of the recent trends 
in molecule-surface scattering theory has been the surge 
of interest in time-dependent wavepacket methods of 
both "numerically exact" and approximate varieties. 
Several methods of this kind have been proposed in the 
last few years and will be discussed in this review. 

The fast Fourier transform (FFT) method seeks a 
numerically exact solution of the time-dependent 
Schrodinger equation which, for the atom-static surface 
system considered here, is 

d\p(r,t) r h2 1 
to—fi- = W(i,t) = - ^ V 2 + V(t) U(r,t) 

(ILlO) 

where r = (x,y,z) are the coordinates, V(r) and n being 
defined as in the previous discussion. If at some t = 
tQ, ^(r,£0) is known, and if H\p(r,t0) is computed, then 
\p{r,t) can be obtained for t0 + At, for sufficiently small 
At, by finite differencing. Using, for instance, second-
order differencing (SOD)61"63 gives, from (ILlO) 

f(r,t + At) * 4,{i,t - At) - 2iAtH\p{r,t)/h (ILIl) 

Proceeding in this way the entire time evolution of the 
system is obtained. The difficulty, of course, lies in the 
need for effectively calculating H\(/(e,t) as a function of 
r, for each time step, the main problem being with the 
evaluation of the second derivative V2\p(r,t). The FFT 
solves this as follows: Using the fast Fourier transform 
algorithm,62 \f/(r,t) is transformed to k space. The action 
of V2 in k space is just the multiplication by k2. The 
FFT algorithm is then used to transform back the result 
with r space, schematically 

FFT ~ k2 FFT 

xP(r,t) * *(k,i) — k2t(k,t) <• VV(r,t) (11.12) 
where ^(k) is the Fourier transform of \p(r). The ef­
ficiency of the method is a result of the FFT algorithm. 
The computational effort scales roughly like Ng In Ng 

where Ng is the number of grid points used in the FFT 
algorithm. An improved version of the method reduces 
the error in time propagation associated with second-
order differencing by using a propagation scheme based 
on a Chebichev expansion of the evolution operator.61,64 

The FFT-finite differencing method for solving the 
time-dependent Schrodinger equation was applied to 
He/W(110),65 and the results obtained were in excellent 
agreement with close-coupling calculations.60 The 
method was also applied to He scattering from the 
stepped surface Cu(117).6B The selective adsorption 
resonances at low collision energies were obtained by 
the method, as were the multiple rainbow effects at 
higher impact energies.65 The greatest advantage of this 
method probably lies in its applicability to scattering 
from disordered, nonperiodic surfaces and to crystalline 
surfaces when phonon effects are included (by a sto­
chastic time-dependent potential, see below). Calcu­
lations with the FFT treatment of the time-dependent 
wavepacket dynamics were reported for both types of 
problems and will be discussed later on in this review. 
The close-coupling method, in its present form, seems 



Molecular Scattering from Surfaces Chemical Reviews, 1987, Vol. 87, No. 1 33 

inapplicable to these important problems. A major 
advantage of time-dependent wavepacket methods is 
their applicability to problems which essentially involve 
a continuum of channels (as is the case, for very dif­
ferent causes, in atom scattering from a static, non­
crystalline surface as well as in atom scattering from 
a crystalline surface when energy transfer to phonons 
is included). However, the FFT time-dependent wa­
vepacket method could also be of considerable interest 
in calculations involving static, periodic surface models. 
It appears difficult to assess its overall effectiveness 
compared with the close-coupling scheme for such 
systems, but the present author is inclined to the view 
that for problems where many diffraction channels are 
populated, the wavepacket method may prove compu­
tationally superior. The computational advantage of 
the wavepacket approaches lies in the fact that by be­
ginning with an appropriate initial state and propa­
gating it in time, up to the end of the scattering process, 
one calculates directly only one column of the S matrix, 
i.e., Smre00. In the close-coupling procedure, the entire 
S matrix is obtained, although only a single column is 
of physical interest, and thus implicit wasted compu­
tational effort accrues. Another major advantage, 
common to all wavepacket methods, is that they offer 
detailed physical insight into the dynamics, as is the 
case with classical trajectory calculations. Such physical 
insight is not easy to extract from close-coupling cal­
culations. 

There are other available grid methods for solving the 
time-dependent Schrodinger equation. One of these 
methods, employing a finite grid scheme to represent 
the kinetic energy operator,66 was in fact applied to 
surface scattering before the FFT technique. This was 
pursued in studies by Agrawal and Raff87 and by Smith, 
Agrawal and Raff68 on H scattering from a tungsten 
surface. While important as pioneering calculations 
with wavepackets on surfaces, it appears that the me­
thod used there cannot compete in numerical efficiency 
and convergence properties with the FFT algorithm. 

Semiclassical Gaussian Wavepacket Method and 
Related Schemes. This method involves a semiclas­
sical approximation and is thus not "numerically exact", 
but it gives under certain conditions results of excellent 
accuracy. The approach is due to Heller,69 and Heller 
and Drolshagen70'71 have applied it to scattering from 
crystalline surfaces70 and from disordered surface sys­
tems.71 The main idea, elegantly formulated by Hel­
ler,69 is the following: Heavy particle motion should 
usually be well described by the propagation of a highly 
localized wavepacket. It should thus be justified at any 
instant t to expand the potential in powers of r - rt, 
where rt is the position of the center of the wavepacket, 
and retain only up to quadratic terms in the expression, 
since the localized particle will only be sensitive to the 
values of V(r) in a small vicinity of rt. If an initial 
Gaussian wavepacket is assumed at some t0, then within 
the locally quadratic approximation for V(r) in terms 
of (r - rt), the Gaussian form is preserved in the state 
propagation in time. With the assumption of the 
Gaussian form 

Hr,t) = 

where vector notation is used, the following equations 
are obtained by substitution of (11.13) in the time-de­
pendent Schrodinger equation69,70 

*( = [dH/dpt] = -pt 

pt = -[dVt/drt] 

A = - A . A - y 2 V " t 

(II. 14a) 

(II. 14b) 

(II. 14c) 

Yt = ih trace [H + pt-rt - E (ILHd) 

where H is the classical Hamiltonian, E is the classical 
energy, Vt = V(rt), and V" is the matrix of second de­
rivatives of the potential evaluated at r = tt. The center 
of the Gaussian thus follows classical equations of 
motion. In addition, the widths of the Gaussian, given 
by the matrix \ t , and its phase change in time. The 
initial state must generally be represented as a sum of 
Gaussians, the parameters of each Gaussian satisfying 
equations of the type of (11.14). The solution of the 
equations of motion for the parameters is easy, so the 
method is an efficient one to use. The approximation 
was successfully tested against close-coupling calcula­
tions for He diffraction from LiF(OOl) at relatively high 
collision energies.70'72,73 Application of the method to 
scattering from disordered surfaces, and from a model 
of a vibrating surface, will be discussed in the forth­
coming sections. It is in applications to such problems 
where the main potential of the method lies. The 
scheme is intuitively appealing and numerically pow­
erful. It yields good results for high-energy, direct 
scattering. However, it must be kept in mind that the 
approximation breaks down in several important cases. 
Thus, the method cannot describe resonance scattering 
(in which case the ansatz of a fixed sum of noncorre-
lated Gaussians does not work). The method also 
cannot deal with tunneling effects. (The "tails" of the 
Gaussians can penetrate into classically forbidden re­
gimes, but not the center of the packet.) Difficulties 
may also arise for potentials for a shape such that the 
"local quadratic" approximation fails. 

Metiu and co-workers70 suggested that a variational 
principle can be used to improve upon the simple sem­
iclassical Gaussian wavepacket approximation. In their 
approach, the minimum error method (MEM), it is 
assumed that indeed an initially Gaussian wavepacket 
remains Gaussian at all times, but the restriction to 
locally quadratic potentials is dropped. The wave 
function is written as a superposition of Gaussians of 
the form (11.13), and the parameters rt, pt, At, and yt 
are determined by minimizing the error functional de­
fined by 

Err -.Sit(ihf-„a)\ihf-Ho) (11.15) 

•U exp - | ( r - rt)-At-(r - rt) + pt(r - rt) + yt\ (11.13) 

where G(r,t) is a Gaussian of the form of (11.13). For 
a locally quadratic potential the equations so obtained 
for the time propagation of the parameters become the 
same as those of the Heller method. MEM clearly im­
proves on the simple semiclassical Gaussian approxi-
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mation by removing the restriction on the potentials, 
but in its present form it is also not adequate in general 
for describing tunneling effects and resonance scattering 
(selective adsorption).61 

Methods of the Distorted Wave Born Series. 
This numerically exact approach implements essentially 
a distorted-wave Born approximation75 pursued to 
sufficiently high order for obtaining convergence. The 
method was introduced in surface scattering by Armand 
and Manson.76""78 First, the atom-surface potential is 
decomposed in the form V(r) = V^0Hz) + V^Hx.y,*). 
V^(z) is not necessarily the corrugation-averaged, flat 
surface part of the interaction potential V(r): Some 
other choice may give improved convergence for highly 
corrugated surfaces.79 The scattering states of the 
Hamiltonian H<0) = K + V<0)(z) (K = the kinetic energy) 
are used as zero-order states, which are perturbed to 
arbitrary order by V^(Xj,z). An integral equation for 
the scattering amplitudes is written and is expanded 
in powers of V^, which amounts to repeated iteration 
of the equation. Iteration of the integral equation is 
pursued numerically until convergence is obtained.76-78 

The method was successfully applied to several systems, 
including the He scattering from the (110), (113), and 
(115) faces of Cu.79 Since formal conditions for con­
vergence were not established, it is not, however, clear 
whether in some cases the series may not diverge or 
converge very slowly. 

The CCGM Method.31'36-80 Mathematically this 
method by Cabrera, Celli, Goodman, and Manson80 

neglects certain continuum-state contributions to 
Green's function of the scattering process but handles 
exactly the imaginary part of Green's function as well 
as the real-valued bound-state contributions to it. From 
a physical point of view, this approximation is essen­
tially equivalent to an improved distorted-wave Born 
approximation constructed so as to be flux-conserving 
(unitary), which the distorted-wave method is not. 
Another method, closely related to it, is by Wolfe and 
Weare.81-83 The CCGM was applied to several systems 
and played a major role in the early development of 
molecule-surface scattering theory.31 It is used much 
less now, since the results it yields are not of sufficient 
accuracy for very corrugated surfaces and at high en­
ergies. 

The Hard Corrugated Surface Model.34 In this 
method the interaction potential is assumed to be an 
infinite hard wall of periodic shape, i.e., a corrugated 
boundary from which the incoming wave is reflected. 
The model requires numerical solution or further ap­
proximations to yield explicit diffraction probabilities. 
Initially due to Garibaldi et al.,84 this method played 
an extremely important role in the interpretation of 
atom-surface scattering data.6,31,84-95 Evidence is ac­
cumulating on the inadequacy of the hard wall model 
as a representation of the true potential in realistic 
cases.54'58'59'79,87 The possibility of fitting data ade­
quately with the HCS model is reasonable particularly 
when data are available for a small range of collision 
energies. Even with the increased use of more realistic 
"soft wall" potentials, the model should remain useful 
as a simple, first-estimate approach in the analysis of 
diffraction data. Aten and Engel96 have, for instance, 
shown that results of a corrugated Morse potential 
system can be mapped into those of an HCS model to 

good approximation. They suggest that in this sense 
the HCS can be used in the fitting of data as a first step 
in determining a refined soft-wall interaction. 

Semiclassical Methods. Miller97 and Marcus98 

developed, in different versions, a semiclassical theory 
of striking elegance for molecular collision processes. 
The transition amplitudes (S matrix elements) in that 
theory are expressible in terms of specific classical 
trajectories, computed to satisfy certain initial and final 
boundary requirements (related to the initial and final 
quantum numbers which label the transition). This 
semiclassical theory includes interference effects and, 
in an extension that involves complex-valued trajecto­
ries, can also describe tunneling. The Miller-Marcus 
semiclassical theory was adapted to diffraction scat­
tering by Doll.99-100 Studies by Doll99-100 Mosel et al.,101 

McCann and Celli,102 and Hubbard and Miller103 pro­
vided interesting insights into the scattering dynamics, 
e.g., on the role of interference effects in He diffraction 
from LiF(OOl).99 Also, in comparison with close-cou­
pling calculations, the method was found to give results 
of excellent accuracy.99 Nevertheless, it appears that 
the method was applied only in relatively few cases, 
probably because of the relatively complicated compu­
tations involved. 

A very different type of "semiclassical" approximation 
is the "Classical Path Method"104'105 (other terminology 
can also be found). An essential point of this method 
is that some degrees of freedom are treated classically, 
while others are described quantum mechanically. In 
the context of atom diffraction from a static surface, 
the simplest version of the method proceeds as follows: 
Consider V00(Z), the flat-surface component of the 
atom-solid interaction potential V(r) in eq ILl. A 
classical trajectory, z(t), for the motion of the atom in 
this potential is calculated, and the result is then sub­
stituted in the full potential to yield a time-dependent 
interaction V(t) = V(x,y,z(t)) which can be used to 
evaluate the transitions between the discrete set of 
diffraction states \mn) «. exp[i(Gmn + K)R]: For this 
purpose, methods of time-dependent quantum me­
chanics of bound states can be used.104 In this version 
of the method it is assumed that the same classical 
trajectory can be used for all diffraction transitions. 
The obvious error in this assumption increases with the 
order of diffraction (i.e., of the energy transfer from the 
z to the x,y components).104 The method does well for 
the weakly corrugated Ne/W system and gives less 
satisfactory results for He/LiF(001) where the diffrac­
tion transitions are stronger.104 In improved versions 
of the method,104,105 an attempt is made to choose the 
trajectory so as to be "self-consistent" with the transi­
tion, e.g., with regard to energy conservation, which does 
indeed lead to improved results. The classical path 
method is relatively economical computationally. 
Perhaps the most important property of the method is 
that it can be effectively combined with time-dependent 
treatments of the role of solid vibrations in the scat­
tering. This subject will be taken up in subsequent 
sections. 

The Sudden Approximation. An adaptation of the 
Sudden approximation, familiar from gas-phase colli­
sions,47 to atom-surface scattering was proposed by 
Gerber et al.106 The method is confined to scattering 
conditions and systems for which the incidence mo-
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mentum in the direction normal to the surface is large 
compared to the diffractive momentum changes, i.e. 

K » |Gm„| (11.16) 

for all diffraction states m,n significantly populated in 
the scattering process. Several versions of the Sudden 
approximation, of somewhat different computational 
advantages, are available.106 In one such version, the 
coordinate representation Sudden (CRS), the diffrac­
tion probabilities, are given by 

S„m>oo = J J feiG™*e2im dR (11.17) 

where the integration is over the unit-cell area A. rj(R) 
is a phase shift for one-dimensional (z axis) scattering, 
calculated from the potential V(x,y,z) for each fixed 
(x,y). The Sudden approximation was found to be of 
excellent numerical accuracy for weakly corrugated 
systems, e.g., for Ne/W(110),53 and even for the more 
corrugated case of HeZMgO(IOO).60 It was recently used 
in the extraction of an interaction potential from the 
measured energy dependence of diffraction intensities 
in the case of He/MgO(100).60 However, the approxi­
mation is not suitable for low energy-scattering, for high 
incidence angles (measured from the surface normal), 
and for systems of relatively large corrugation. The 
main advantage of the Sudden approximation is that 
it can be extended to more complicated problems: 
scattering from disordered surfaces; phonon participa­
tion in the scattering; rotationally inelastic molecule-
surface scattering. Such applications of the Sudden will 
be discussed in subsequent sections. 

Atom scattering from nonvibrating surfaces is a 
highly quantitative field, where the major physical ef­
fects are well-understood, and the focus is on accurate, 
efficient computational algorithms. It is nevertheless 
useful to note, in rather simple examples, how insight 
into physical effects can be obtained from the available 
methods. First, consider the occurrence of (corruga­
tion-induced) rainbows.31'84,107 Rainbow phenomena in 
general are characterized by the fact that the classical 
scattering intensity distribution has a weak singularity 
at some point. Quantum mechanically, a strong (finite) 
maximum is found at the vicinity of the classical sin­
gularity, preceded typically by undulations as the 
(main) maximum is approached. The experimental 
manifestation of a rainbow in atom-surface scattering, 
as observed, e.g., in the case of Ne/LiF(001),108 is strong 
peaking of the scattering intensity in a nonspecular 
maximum. The quantum theory of (corrugation-in­
duced) rainbows in surface scattering is due to Garibaldi 
et al.84 Here we consider an interpretation on the basis 
of the Sudden approximation. If the potential is suf­
ficiently corrugated, the phase shift in ^(R) in (11.17) 
will have a strong R dependence. Also, higher order 
diffraction peaks can be expected. The integrand in eq 
11.17 should be a rapidly oscillatory function of the 
surface coordinates R, which suggests a stationary phase 
evaluation. The stationary phase conditions for (11.17) 
are 

Jv(x,y) 2ir Jv(x,y) 2T 
2— = — m 2 — = — n 

ox ax ay ay 
(11.18) 

intensity obtained from the stationary-phase evaluation 
of (11.18) is 

l-Vool2 - < Det 
\d2/dx2 &i)/dxdy 

\d2
v/dxdy d2r,/dy2 

-1/2 

I (11.19) 
8 ' 

A rainbow occurs if at some m,n the determinant in 
(11.19) vanishes. If, approximately y(x,y) is proportional 
to the potential V(x,y,z), then the rainbow arises from 
scattering at points (x,y) on the unit cell where the force 
acting on the atom has a maximum: This causes both 
high-order diffraction and sends a high scattered flux 
in that direction. Hence the (classical limit) singularity. 
More complicated rainbows are found in high-corru­
gation systems, when multiple hits of the atom on two 
(or more) different points on the surface occur.109 Such 
rainbows were observed, e.g., in scattering of K+ ions 
from W(IlO) at 35 eV.110 The Sudden method is not 
valid for collisions that involve double hits by the atom 
on the surface. Simple quantum models for such 
multiple collision rainbows are not available. 

Consider now the process of selective adsorption31 

which is a Feshbach scattering resonance75 in atom-
surface collisions. Although referred to as a "quantum 
resonance", these processes are usually classically al­
lowed: The atom when hitting the surface may convert 
some of the energy associated with the z motion into 
energy of motion along the surface. If the amount of 
2 motion energy so transferred is large enough, the atom 
will remain with the surface. The main quantum me­
chanical aspect of the process is that the levels in the 
well are quantized. Typically, the lifetime of the se­
lective adsorption resonances in He-surface scattering 
is of the order of (1-5) X 10"12 s, and the distances over 
which the trapped atom travels along the surface before 
regaining sufficient z motion energy and being ejected 
is 10-30 A. 

The detailed description of selective adsorption res­
onances in specific systems is computationally de­
manding, and the behavior of the scattering intensities 
can be rather complicated.32,36,57,79,111"113 We consider 
here a simple model, in the framework of the close-
coupling scheme. Suppose that only two diffraction 
states suffice to describe the scattering dynamics at low 
energies, the (m,n) = (0,0) and (1,0) states. Assume also 
that only the two terms (p,q) = (0,0) and (1,0) con­
tribute in the Fourier expansion of the potential (eq 
ILl). Equation II.5 is a system of two coupled equations 
for xoo(2) a n d Xio(z). Using one equation to eliminate 
Xio(z), one finds after some algebra 

h2 d2 \h2 

I £ + V00(^) + V10 | c V 
V, 00 ))V&u] 

\2fi dz2 + 

Xoo(z) = 0 (11.20) 

where the dmn
2 are defined by (II.8). We consider en­

ergies low enough so that only the (0,0) channel is open. 
Consider the energy dependence of xoo(z): When an 
energy value is approached such that 

no 
2n 

h2 

2^ 
= E- £-(K + G10)

2 = en (11.21) 

from which the stationary points xs,ys are found. The en being a bound state of the V00(Z) potential, the ef-
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Figure 1. Selective adsorption resonances in the calculated and 
experimental specular intensity for He scattering from a Xe 
monolayer on graphite. The relative specular intensity is shown 
as a function of the incidence angle at azimuthal angle of (j> = 0. 
Top: results of close coupling calculations using a minimal basis 
of diffraction states. Middle: converged CC calculations with 
the same potential. Bottom: experimental data. The diffraction 
state levels of the resonances are shown in the top panel. (Re­
produced with permission from ref 84. Copyright 1976 by El­
sevier.) 

fective potential term in (11.20) becomes singular. Thus 
at the vicinity of a collision energy that satisfies (11.21), 
the scattering wave function varies very rapidly with 
the energy. For the simple model considered here, the 
specular scattering intensity will not change since only 
the specular channel is open, and one must have IS00OoI2 

= 1. However, there is a phase change 
function of energy and it corresponds to a resonance 
behavior, indeed to trapping by the singular, attractive 
effective potential term in (11.20). Models with more 
than one open channel (due to additional open dif­
fraction states or due to phonon participation) will show 
also a pronounced change in the specular intensity at 
the vicinity of a resonance, as found experimentally.3136 

From the energy at which the resonance behavior is 
observed (typically by monitoring the change in the 
specular intensity as the incidence angle is varied),31 the 
bound states of the V00(Z) part of the atom-surface can 
be determined. This is in practice one of the best 
probes experiment can provide on atom-surface inter­
actions. Quantitative interpretation of the scattering 
intensities in the resonance regime in terms of fitting 
an interaction potential is a far more difficult task, 
which has however been achieved in several cases, e.g., 
ref 57 and 59, through the use of the close-coupling or 
distorted-wave Born series methods, reviewed above. 
Figure 1 shows results of such intensity calculations 

from the work of Hutson et al.57 

B. Interaction Potentials, Surface Structure, and 
Diffraction Intensities 

A major objective in the study of atomic diffraction 
from surfaces is the determination of surface structure.6 

Since the effect of the surface on the scattered particle 
is contained in the interaction potential, the determi­
nation of the latter is, in principle, an essential step in 
the search for the structure. The problem of deter­
mining atom-surface potentials from diffraction data 
is also important in its own right. Although such 
studies can only involve a small group of atoms such 
as He, H, and Ne, good empirical potentials for some 
systems could provide very useful benchmark examples 
against which quantum chemical methods for calcu­
lating interactions will be tested. In any case, only in 
the framework of very special models or assumptions, 
such as the hard corrugated surface approach discussed 
earlier, can the issue of structure determination be ap­
proached directly, without involing first the recovery 
of the potential from the data.6,93-95 There is no com­
plete answer available as yet to the two basic questions: 
(a) Can a unique atom-surface potential be determined, 
either by fitting or by direct inversion, from diffraction 
data (and, perhaps some additional assumptions), (b) 
Can the complete surface structure be extracted once 
the potential is known. Partial answers to these 
questions are, however, available. 

The question whether a unique interaction potential 
can be determined from a complete set of diffraction 
data (consisting of the intensities of all the diffraction 
peaks over the entire range of collision energies) was 
investigated and partly resolved by Gerber and Yin-
non.114 This study was restricted to the framework of 
the Sudden approximation,106 and also the interaction 
potential was assumed to be of the type V(r) = V0(z) 
+ Vi(z)Q(x,y) although no functional form was assumed 
for the Vi(z) and for Q{x,y). The authors have shown 
that a unique determination of these functions from 
diffraction intensities only is not possible. //, however 
V0(z) is available from some additional source, then 
both V1[Z) and Q(x,y) can be uniquely determined from 
the diffraction data, and an explicit inversion trans­
form can be given to construct these potential com­
ponents from the data. Physically, the (m,n) depen­
dence of the diffraction intensities |Smn>00|2 determines 
Q(JCJO, while the energy dependence of the data is used 
to obtain V1 (z). To obtain a V0(z) which is necessary 
as input for this inversion, one can, e.g., determine a 
V0(z) from selective adsorption resonances31 and ex­
trapolate it to the strongly repulsive regime (small z), 
pertinent to the Sudden inversion. This inversion 
method was applied by Yinnon et al.60 to the diffraction 
intensities measured by Kolodney and Amirav115 for 
He/MgO(100). The V0(z) was taken from Brusdeylins 
et al.,116 who obtained it by fitting the selective ad­
sorption resonances they observed. The corrugation 
dependent part of the He/MgO(100) potential obtained 
from the inversion was tested and found to reproduce 
the input intensities to very high accuracy. It is im­
portant to stress, however, the implication of the 
"negative" part of the inversion result, namely, that the 
interaction potential cannot be uniquely determined 
even from the most complete diffraction data obtaina-
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ble (if V0(z) is not known from another source) whether 
by fitting or by direction inversion; thus no atom-sur­
face potential can be obtained from diffraction data 
alone. The problem can be overcome either by addi­
tional input of information or by making a restrictive 
guess on the potential function that plays a role 
equivalent to additional information. 

Little is known in the most general case as to whether 
diffraction intensities suffice to determine uniquely the 
atomic structure of the surface. The hard corrugated 
surface model provides one approximate way of ex­
tracting structural information from diffraction inten­
sities.6'93"95 In some cases it is reasonable to write the 
interaction between the scattered atom and the solid 
as a sum of pairwise interactions with each of the sur­
face atoms (and possibly with corrections involving 
three-body potentials etc.). An example is the study 
by Hutson and Schwartz57 on He scattering from a Xe 
monolayer on the (0001) face of graphite. Whenever 
the assumption of a pairwise potential can be made in 
this problem 

V(T) = ZVi(T-T1) (11.22) 
i 

where r̂  is the position of the i solid atom, the extrac­
tion of structural information from diffraction data is 
immensely simplified, even if Vj cannot be taken as the 
unperturbed, known, gas-phase potential between the 
scattered projectile and the atom i.29 

Another useful way by which a link can be established 
between diffraction intensities and surface structure is 
by employing a theoretically based relation between the 
interaction potential V(r) and the surface electron 
density. The simplest relation of this kind, due to 
Esbjerg and Norskov,U7~119 writes for the repulsive part 
of a He/metal interaction 

VTep(x,y,z) = ap(x,y,z) (11.23) 

where a is a system-dependent constant and p(x,y,z) the 
surface electron density. The relation to atomic 
structure is most easily made if p can be expressed as 
a superposition of atomic charge densities. Diffraction 
calculations with this approach were carried out by 
Garcia et al.121,123 The results of these authors are in 
some conflict with calculations by Liebsch et al.,122-124 

and the quantitative accuracy of Norskov's relation 
(11.23) as well as that of the superposition of atomic 
charge densities for p(r) is still an open question.122-125 

The approach based on these assumptions appears, 
however, very promising, at least as a first approxima­
tion. 

Another scheme for relating the potential V(r) to the 
surface electron density is based on using the method 
of Gordon and Kim.126 The accuracy of the functional 
that relates the potential to the electron density in this 
approximation, very familiar from gas-phase calcula­
tions, is also the issue of controversy; Laughlin55 tested 
it for He/GaAs(110) and found it unsatisfactory. 
However, Laughlin did not use the more refined, up-
to-date versions of the Gordon-Kim method. More 
work will be necessary to clarify this issue. 

In conclusion, while in its general form, the problem 
of extracting structural information from diffraction 
intensities presents formidable difficulties, considerable 
progress was made by using various assumptions and 

models in specific cases (e.g., the assumption of pairwise 
potentials). Further research on this problem, seeking 
to develop more such models and to refine them, seems 
most desirable. 

C. Scattering from Disordered Surfaces and 
from Surface Imperfections 

This subsection deals with light-atom scattering from 
disordered noncrystalline surfaces, as well as from 
crystalline surfaces that contain a significant concen­
tration of imperfections (e.g., vacancies and other de­
fects; adsorbed impurities). The physics of atom 
scattering from a (nonvibrating) perfect crystalline 
lattice is well-understood, and the remaining problems 
are mainly those of developing efficient algorithms for 
quantitative calculations. The situation for scattering 
from disordered surfaces is, at present, a very different 
one, and there are important open problems even at the 
qualitative and semiquantitative levels of understand­
ing. Some of the main issues in the theory of scattering 
from disordered surfaces are as follows: (i) what are the 
main new effects introduced in the scattering pattern 
by the presence of an imperfection of a given type; (ii) 
at what concentration of imperfections does the co­
herent (diffractive) scattering from the surface disap­
pear, and what are the main features that dominate the 
scattering pattern beyond that point; (iii) how can in­
formation on the quantities that characterize the dis­
ordered surface structures be extracted from the mea­
sured angular intensity distribution of the scattered 
atoms. In this subsection, as in the previous ones, the 
discussion is restricted to vibrationally frozen surfaces, 
although several of the experimentally studied disor­
dered surfaces are systems for which inelastic scattering 
is very strong (e.g., rare gases adsorbed on a smooth 
metal surface).127 

The theory of atom scattering from disordered sur­
faces is a very new topic, and much of the rapidly in­
creasing activity in this field was motivated by exciting 
experimental progress in the last few years.127"133 It was 
shown, for instance, by Comsa and his collaborators, 
that at low coverages of an adsorbate on a smooth metal 
surface, an effective cross section for He scattering can 
be associated with each adsorbed molecule. This cross 
section can be measured from the reduction of the 
specular intensity due to the presence of the adsorbate, 
and both the magnitude and the energy dependence of 
the cross section are rather similar to those of the He-
molecule gas-phase scattering cross section.127'128 With 
use of a geometric interpretation of this cross section, 
Comsa et al. were able to demonstrate that neither the 
distribution of adsorbates such as CO on P t ( I I l ) , nor 
that of vacancies on the same surface, is completely 
random: there appears to be strong repulsion between 
adsorbed CO molecules at neighboring sites, which ex­
cludes or reduces occupation of nearest-neighbor pos­
itions around a given CO.127 Monovacancies on Pt(II l ) , 
on the other hand, attract each other, and there is thus 
a propensity for clustering of such defects.128 By a 
similar method, using He scattering and applying the 
cross section concept, it was possible to demonstrate the 
two-dimensional gas-to-solid phase transition for a Xe 
overlayer on Pt(II l ) .1 2 9 

The range of methods available for the calculation of 
atomic scattering intensities from a disordered surface 
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is still relatively small compared with the spectrum of 
techniques that are used in the pure crystalline case. 
The difficulties are mainly as follows: (1) In the absence 
of periodicity, momentum transfer in the direction 
parallel to the surface is not restricted by Bragg's law 
to a discrete set of transitions. The expansion analogous 
to (II.4) in the noncrystalline case involves then a con­
tinuum of states. The close-coupling technique and 
similar methods seem then impractical. (2) A disor­
dered surface corresponds in general to a whole sta­
tistical ensemble of microscopically different surface 
structures. This implies that in principle scattering 
calculations for many surface structures must be carried 
out and averaged with appropriate weights, for pro­
viding an intensity prediction for scattering from a 
(macroscopically single) disordered surface. 

Time-dependent wavepacket methods seem very 
promising for calculations of scattering from disordered 
surfaces, since no expansion in a basis as in close-cou­
pling techniques is involved. So far, only one method 
for "numerically exact" calculations is available that is 
applicable in principle to any type of surface disorder, 
namely, the solution of the time-dependent Schrodinger 
equation using the FFT algorithm, discussed in sub­
section A in the context of periodic surfaces.134,136 The 
adaptation of this wavepacket method to scattering 
from disordered target surfaces is straightforward, as 
only the periodic boundary conditions in the surface 
(x,y) are affected. Application of the time-dependent 
method with the FFT algorithm was illustrated for 
several models representing nonperiodic and disordered 
surface systems.134-136 Most of the applications involve 
two-dimensional scattering calculations, i.e., models in 
which the "surface plane" is only a line.134'135 More 
recently, full three-dimensional calculations were car­
ried out with this method, as in the pure crystalline 
case.136 Calculations with the FFT "exact" wavepacket 
method were carried out for He scattering from (i) an 
isolated impurity on an underlying periodic surface,134 

(ii) a mixed disordered Xe + Ar overlayer on a smooth 
metal support,135 (iii) monovacancies and vacancy 
clusters on Pt(II l ) .1 3 6 

Several other methods of scattering calculations from 
nonperiodic and disordered surfaces were proposed 
which, while approximate, should be applicable for a 
wide range of systems. The semiclassical wavepacket 
method of Heller70 was found to give excellent results 
for "direct" (i.e., nonresonance) atom scattering from 
crystalline surfaces, as discussed in subsection A. The 
method should have a similar scope of applicability for 
nonperiodic surfaces. It was illustrated by Drolshagen 
and Heller71 in calculations of He scattering from dis­
ordered stepped surfaces and from randomly arranged 
adsorbed atoms. 

The Sudden approximation137 is another method that 
was borrowed from the theory of scattering from crys­
talline surfaces106 and easily adapted to disordered and 
nonperiodic systems. The approximation is designed 
for cases of high collision energies, relatively low cor­
rugation surfaces, and incidence angles not very far 
from the normal direction. The method was first used 
by Gersten et al.137 to analyze some qualitative aspects 
of the scattering intensity distribution for various 
models of surface disorder (e.g., lattice-constant disor­
der). The method was recently applied to He scattering 

from an isolated Ar impurity on a corrugated surface, 
in which case it was also tested against numerically 
exact wavepacket calculations.138 At relatively high 
collision energies (0.0375 eV) and when the underlying 
surface was of moderate corrugation, the Sudden gave 
results of remarkable quantitative accuracy. For low-
energy collisions (e.g., 0.008 eV) and an underlying 
surface of much larger corrugation the results were 
much less satisfactory. The Sudden calculations still 
reproduced much of the scattering pattern quite nicely 
but failed in predicting several humps associated with 
double collision events (in which the He atom strikes 
the Ar impurity first and then the underlying metal 
surface or vice versa). The Sudden results were in ex­
cellent agreement with the exact calculations also for 
high-energy He scattering from a mixed Xe + Ar dis­
ordered overlayer (at a 1:1 concentration ratio).138 On 
the whole, this seems a method of a useful range of 
potential applicability, although obviously there is also 
a wide domain of experimental systems and conditions 
for which it cannot be used. 

Several studies were reported of atom scattering from 
random, hard corrugated surfaces.139,143 As in the pure 
periodic case,84"95 this model brings out very clearly the 
relation between structural parameters and the scat­
tering intensity.139,140 Systems such as those studied 
experimentally in recent years by Comsa and collabo­
rators127"131 are out of bounds for these methods, since 
the large effective cross section found there for He 
scattering by an adsorbed molecule indicates the dom­
inance of long-range attractive forces between the ad-
sorbates and the scattered atom. On the other hand, 
the model should be very useful for, e.g., high-energy 
scattering of He from a randomly stepped surface, as 
pursued by Lapujoulade.134 Indeed the model seems 
to reproduce the general behavior of the experimental 
results144 (on the variation of the specular intensity with 
incidence angle), although there are quantitatively im­
portant deviations. Rabitz and collaborators143"146 

suggested a new approximation method for atom 
scattering from disordered as well as from crystalline 
surfaces. The approximation is referred to by the au­
thors as the average wave function method (AWM). In 
this method it is assumed first that the interaction 
between the incoming particle and the surfaces is ex­
pressible as a sum of localized interactions with various 
sites on the target (e.g., the relevant potential may be 
a sum of interactions with each adsorbate on the sur­
face). In the integral equation that describes the 
scattering process, the wave function is then replaced 
by its weighted average over each interaction site. The 
resulting approximation is valid for low collision ener­
gies. The method was applied to scattering from 
overlayers consisting of a random mixture of two dif­
ferent atoms.146 

Work is in progress by Armand147 on the application 
of a distorted-wave series type of approach to scattering 
from imperfect surfaces. The interaction of the in­
coming atom with the periodic part of the target is used 
as a reference potential, and the effects of the imper­
fections are introduced by a perturbation series which 
includes, in principles, all orders of multiple scattering. 

We proceed to discuss several aspects of the scat­
tering dynamics, which are predicted or reproduced by 
the theory for atom scattering from certain nonperiodic 
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Figure 2. H2 and He scattering by CO adsorbed on Pt(IIl) for 
varying incident velocity and at 0; = 40°. V is H2 scattering; A 
is He scattering. Dotted lines: calculated He and H2 scattering 
by CO using He-CO and D2-CO potentials determined by gas-
phase scattering. Solid lines: calculated He and H2 scattering 
using adjusted potentials. Dashed lines: calculated scattering 
from a hard hemisphere with radius equal to the classical turning 
point of the gas-phase D2-CO or He-CO potentials. (Reproduced 
with permission from ref 149. Copyright 1984 by the American 
Institute of Physics.) 

and disordered surface systems. The measurements by 
Comsa et al. of cross sections for the scattering of He 
atoms by adsorbates and other imperfections on a 
smooth surface,127-131 stimulated considerable activity. 
Jonsson, Weare, and Levi148,149 developed an approach 
in which the smooth surface (Pt ( I I l ) in the experi­
ments) is treated as a flat, hard wall, which acts as a 
reflecting boundary condition only in influencing the 
He scattering, while all nonspecular scattering is due 
to the impurity. The model gave reasonable agreement 
with experiment for the velocity dependence of the 
adsorbate cross section in the cases of He and H2 

scattered from CO adsorbed on P t ( I I l ) , as shown in 
Figure 2. 

To obtain such agreement the He/CO and H2/CO 
interaction parameters had to be adjusted from the 
corresponding gas-phase values, presumably repre­
senting the polarization effect by the P t surface on the 
He/CO and H2 /CO interactions. The effect of the 
surface on the van der Waals interaction potential be­
tween an incoming atom and an adsorbed one was 
pursued from a first-principle point of view by Gum-
halter and Liu150 and by Liu,151 who then used the 
"polarized" potentials in dynamical calculations fol­
lowing the approach of Johnsson et al.148,149 Bosanac 
and Sunjic152 considered He scattering from CO ad­
sorbed on P t ( I I l ) , using also the flat hard wall as­
sumption for the underlying surface. They compared 
results for isotropic and anisotropic molecule adsorbate 
interactions and concluded that the anisotropy has im­
portant effects. AU these approaches and recent exact 
wavepacket calculations on scattering from vacancies 
on Pt ( I I l ) 1 3 6 support the interpretation of Comsa et 
al.137 that decrease of the specular intensity due to the 
presence of adsorbates, and the large cross sections 
associated with this decrease are due to the long-range 
attractive part of the interaction between the He and 
the adsorbate. 

There is evidence for the failure of the hard flat wall 
model for the underlying surface for scattering at high 
incidence angle, where it gives poor agreement with 
experiment.152 It appears likely to the author that the 
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Figure 3. He scattering from a model of adsorbed Ar impurity 
on a corrugated crystalline Cu surface. The solid lines are results 
of "exact wavepacket" calculations; the x points are Sudden results. 
(The Sudden fails for the low energy, E = 8.57 meV, of the 
calculations.) The maxima not produced by the Sudden are 
impurity-induced double-collision rainbows. (Reproduced with 
permission from ref 138. Copyright by the American Institute 
of Physics.) 

attractive part of the Pt surface may play a major role 
in this case. 

A question of basic importance in the field is whether 
the presence of surface imperfections could give rise to 
pronounced nonspecular effects in the scattering. A 
prediction to that effect was made by Gerber et al. on 
the basis of wavepacket calculations.134'138 In a model 
that corresponds to an isolated impurity on a corrugated 
underlying crystalline surface, the presence of the ad­
sorbate was found to give rise to two major effects: (1) 
a broad low hump is found superimposed on each dif­
fraction spike of the pure crystalline surface; (2) new 
maxima in the intensity distribution arise due to the 
presence of the impurity. Both effects are evident in 
Figure 3. Analysis has shown that the new maxima are 
weak rainbows.134,135 These are in fact due to single 
collisions at locations having a maximal gradient of the 
corrugation function (as influenced by the presence of 
the impurity) or due to double collision events in which 
the atom hits both the Ar impurity and a "maximum 
gradient" position on the underlying surface. Similar 
effects were found for He scattering from vacancies on 
Pt(II l ) . 1 3 8 These impurity-induced rainbow maxima 
are sufficiently large to aUow for experimental detection. 
Further systematic study of the major effects of isolated 
imperfections on He scattering is clearly desirable and 
is being pursued by several groups. 

The above calculations are aU pertinent to scattering 
from an isolated adsorbate. A more complicated type 
of surface nonperiodicity is found in cases of random 
mixed overlayers.135'146 Yinnon et al.135 carried out 
calculations on a very simplified model of mixed Xe + 
Ar overlayers on a smooth surface, for a wide range of 
Xe + Ar concentration ratios. They found that as the 
pure Xe overlayer is increasingly "doped" with Ar, the 
incoherent scattering increases, but peaks at the pure-
crystalline Xe Bragg positions are identifiable up to a 
rather high percentage of Ar. The scattering angular 
intensity pattern is never uniform, even when no co­
herent diffraction peaks can be identified. The struc­
ture still shown by the intensity distribution is due to 
the particular importance of small clusters of the type 
of Xe-Ar-Xe in the nonspecular scattering since such 
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clusters have a high corrugation.135 

D. Temperature Effects 

The true interaction potential between an incoming 
atom and a surface obviously depends on the vibrations 
of the surface atoms. Most of the surface configurations 
"seen" by the atom during the collision deviate to some 
extent from perfect periodicity for any vibrating crys­
talline lattice, and only the average structure is periodic. 
As a result, the motions of surface atoms attenuate the 
coherent diffraction intensities compared with the 
corresponding values for a reference case of a static 
nonvibrating solid. This attenuation has long been 
recognized and studied,31 as its experimental impor­
tance is great. The simplest treatment of the attenu­
ation effect can be given if (1) the collision is 
"impulsive", to the extent that the incoming atom in­
teracts very locally with one surface atom or with a few 
neighboring atoms (multiple collision effects are ex­
cluded by this assumption); (2) the scattering potential 
is weak enough, so that a distorted-wave Born treat­
ment can be applied (e.g., with a flat hard wall as a 
zeroth-order potential); (3) inelastic scattering contri­
butions to the scattering intensity are neglected. The 
derivation of the temperature effect on the diffraction 
intensities with these and some other more technical 
assumptions is then straightforward. The familiar 
Debye-Waller relation is obtained in similarity to the 
corresponding celebrated result for X-ray diffraction 
from crystals:31,153 

Imn = Imn° exp(-2W) (11.24) 

where W is given by 

W=((u-Ak)2)T (11.25) 

u is a displacement of a surface atom from its equilib­
rium position, Ak = k' - k is the difference between the 
final and initial wavevectors, and the subscript T in­
dicates thermal averaging, Imn° is the diffraction in­
tensity for the (mn) peak for a static lattice obtained 
if the atoms of the given surface are frozen at their 
equilibrium positions. Imn, the (approximate) intensity 
for the vibrating lattice is smaller than Imn° as a con­
sequence of the vibrational instantaneous distortions 
from perfect periodicity in the real solid. Also, Imn < 
Imn° expresses the fact that in the vibrating solid also 
incoherent, nondiffractive scattering takes place and 
borrows part of the scattered flux. Since W is linear 
in the temperature, In Imn is proportional to T. 

Comparison with experiment has shown, however, 
that the simple Debye-Waller result (11.25) may grossly 
overestimate the elastic scattering of atoms off sur­
faces.31-154'155 This led Beeby154-155 to suggest that in 
(11.25) one should not use the precollision incident 
wave vector for k, but rather one should modify the 
value of the latter to include the effect of acceleration 
in the attractive well of the interaction potential.154,155 

For the attenuation of the specular beam the Beeby 
correction gives154"156 

I00 = I00
0 exp[-4fe\eff<^2>T] (11.26) 

where uz is the atom displacement from equilibrium in 
the direction normal to the surface and 

ft2k2z,eff = h2kzi
2 + 2nD = 2n(E cos2 B1 + D) (11.27) 

here kzi is the incident (asymptotic) wavenumber in the 
z direction, y. the mass of the collider, E the incident 
energy, 0; the incidence angle, and D the well-depth of 
the atom-surface potential. Experiments by Hoinkes 
et al.157 on H/LiF(100), by Lapujoulade et al. on He and 
Ne scatering from several single-crystal faces of Cu,158,159 

and by others160 support the validity of Beeby's cor­
rection. At the same time, some of these experiments 
indicate that the form (11.26) is still not adequate and 
additional improvements are required.158'159 One such 
further correction was proposed by Armand,161 its 
physical origin being the fact that the incoming atom 
may strike, and interact with, not just one surface atom 
but several neighboring ones. This gives rise to a 
heavier effective mass of the surface portion that sig­
nificantly interacts with the collider, and the displace­
ment |u| associated with that portion is thus smaller 
than the single atom value previously used. Garcia et 
al.162 pointed out that when several surface atoms in­
teract with a projectile, the spatial correlation between 
these atoms is important, and they cannot be treated 
as independent. There is still a controversy as to 
whether the treatment of Garcia et al. fully includes 
Armand's effect or whether the two corrections are 
largely independent. A careful examination of the de­
viation of the Debye-Waller relation in atom-surface 
scattering and of the role of the various corrections 
proposed for the D-W factor was presented by Mey­
er.163 The present reviewer is of the opinion that 
presently available data on the thermal attenuation 
factors can, at least in most cases, be fitted with one of 
the available "corrected" D-W factors. However, a 
satisfactory D-W factor form that treats all the cor­
rections mentioned above consistently and in a unified 
way is still unavailable. Also, there are no general 
guidelines predicting in which cases will the various 
corrections be important (except for Beeby's effect). 
More work is essential before theoretical predictions on 
the magnitude of D-W factors can be completely freed 
from some "semiempirical" aspects. Part of the diffi­
culty in developing a satisfactory Debye-Waller factor 
is most likely due to the fact that ultimately, the fac-
torizable form (11.24) is itself not generally valid. A very 
promising approach to thermal attenuation beyond the 
correction factor level was recently introduced by Ar­
mand and Manson.164,165 These authors treat thermal 
attenuation by a perturbation series approach, in which 
an expansion is carried out in terms of the part of the 
interaction potential that represents the coupling of the 
phonons. For a simple but important class of potentials 
(exponentially repulsive ones), Armand and Manson 
carried out phonon averages to all orders. The ap­
proach proved very satsifactory in calculating the tem­
perature effect on the specular scattering of He from 
Cu(IOO), in particular it reproduces the deviation found 
in this case from linear behavior of In I00 with the tem­
perature T,164,166 as shown in Figure 4. The main lim­
itation of this approach is that simple results are ob­
tained for certain types of potentials only (e.g., expo­
nentially repulsive ones). Also, the final result still 
contains an adjustable constant. 

Another approach to thermal attenuation of atom 
diffraction beyond the D-W level was formulated by 
Celli and Maradudin.166 They use an effective (optical) 
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Figure 4. Specular intensity as a function of temperature for 
He scattering from Cu(IlO). The collision energy is 21 meV. The 
solid lines are the theoretical results of Armand and Manson.164 

The + signs show the experimental values. (Reproduced with 
permission from ref 164. Copyright 1984 by the American In­
stitute of Physics.) 

potential to represent phonon effects on the scattering 
and obtain explicit expressions for the temperature 
effects on low-order perturbation theory. 

An approach of considerable power and flexibility to 
study the influence of surface vibrations on the angular 
distribution of atoms scattered from surfaces is based 
on relating the observable intensities to time-dependent 
correlation functions of the vibrating atoms.167-171 

Treatments of this type proved extremely useful in the 
theory of neutron scattering, where the problem is much 
simpler due to the localized, nonoverlapping force 
centers in this case. To relate the scattering intensities 
to the correlation functions in a simple way, approxi­
mations such as the classical path treatment of the 
collider or an impulsive-collision model are invoked. 
Such methods should be very useful in cases when 
multiphonon inelastic scattering effects are important, 
e.g., in high-energy collisions of Li+ with W(IlO), 
studied by Micha.170,171 It may also be possible to use 
such approaches to extract information on the vibration 
dynamics (as contained in the correlation function) 
from scattering data. 

Adams and Miller172 treated temperature effects on 
the angular distribution in atom-surface scattering by 
applying the Sudden approximation with respect to 
phonon excitation. Also corrugation (diffraction) effects 
were described in the framework of a Sudden limit (as 
discussed in subsection ILA). A necessary condition for 
treating phonon excitations in the Sudden approxima­
tion is that the collision time scale should be short 
compared with the time scale of surface vibrations. The 
advantage of the approach is that it gives relatively 
simple results in cases where high-order multiphonon 
excitations are important. Other methods for the cal­
culation of temperature effects on atom-surface scat­
tering will be discussed in section II, in the context of 
studies of energy transfer to the solid. 

In conclusion of this subsection, considerable progress 
was made in recent years on quantitative understanding 
of surface-temperature effects on atom diffraction. 
However, a complete practical theory is still not on 
hand. In particular, no satisfactory treatment is 
available when multiple collisions occur, or in the case 
of (selective adsorption) resonances. 

/ / / . Energy Transfer to the Solid 

A. Single Phonon Excitation in He Collisions 

Excitation of a single surface vibrational mode by one 
quantum of energy is the simplest inelastic transition 
that can occur in atomic collisions with crystalline 
solids. The occurrence of this basic elementary process 
is, however, the exception rather than the rule for all 
but the lightest atomic projectiles and the lower range 
of feasible collision energies. As physical intuition 
suggests, the propensity for multiphonon excitation 
processes increases rapidly with the mass of the in­
coming atom, with the collision energy, and with the 
density of soft, low-frequency vibrations of the target 
system. More quantitatively, the relative importance 
of single vs. multiphonon excitation processes was 
discussed by Meyer,163 Weare,173 and others. Weare 
gave the following criterion for the predominance of 
one-phonon processes 

M B1T, 

M Mn2 <0.01 (III.l) 
B17D 

where fj, is the collider mass, M the mass of a surface 
atom, E1 the incidence energy in the direction normal 
to the surface, ks the Boltzmann constant, Ts the sur­
face temperature, and 0D the Debye temperature. Ex­
perimental evidence for single-phonon transitions in 
atom scattering from surfaces dates back to over a 
decade ago.174 However, the importance of the topic 
was enhanced when J. P. Toennies and his collabora­
tors, using a time-of-flight (TOF) technique and high 
velocity resolutions (Av/v «= 0.8%), showed that sin­
gle-phonon transition in He scattering from surfaces 
could be measured with precision and be turned into 
a probe of surface phonon spectra.175'176-178 In this way, 
phonon dispersion curves were determined experimen­
tally for a large number of insulator crystals (mainly 
alkali halides),175,178 of noble metals,177 etc. A very in­
teresting recent result in the field was the measurement 
of the phonon dispersion curves of rare-gas monolayers 
and multilayers (on a metal surface support) by Sibener 
and collaborators.179 To determine the phonon spec­
trum of the surface from TOF measurements of He 
scattering, the expressions for energy and momentum 
conservation in the process are employed:175,178 

h2(W hW 
2/i 2fi 

±fto>(Q) 

K' = K + G + Q 

(III.2a) 

(III.2b) 

Here k' and k are, respectively, the final and initial 
wavevectors of the scattered atom; K' and K are the 
final and initial He wavevector components parallel to 
the surface; G is a reciprocal space vector, w(Q) the 
frequency of the phonon (created or annihilated in 
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accordance to the ± sign), and Q the phonon wave-
vector. The experimental data, together with eq III.2, 
yield w = o>(Q), the phonon dispersion curve. Mostly 
studied in this way were low-frequency Rayleigh mod­
es176,178 and longitudinal modes.177 Observation of 
surface optical phonons in NaF(OOl) by He scattering 
was, however, also reported recently.180 Theoretical 
calculations of the surface phonon dispersion curves can 
be carried out from the crystal potential function by 
available methods of lattice dynamics.181,182 Comparison 
of experimental and theoretical results on the dispersion 
curves has led to significant progress in the knowledge 
of the potential functions that govern surface atom 
vibrations.181,182 

Understanding of the collision dynamics requires a 
quantitative calculation of the single-phonon inelastic 
scattering intensities. The approach taken in nearly all 
calculations of the process follows the suggestion by 
Levi168 of using the distorted-wave Born approxima­
tion.183,184 In this method, the "zeroth-order" wave 
functions correspond to elastic diffraction scattering, 
and can be obtained very accurately, e.g., by close-
coupling calculations.184 The zeroth-order wave func­
tions contain the effects of the (static) surface corru­
gation, the (elastic) scattering resonances due to the 
attractive part of the atom-surface interaction, etc. The 
inelastic one-phonon transitions are then obtained by 
treating the "dynamical" potential (which represents the 
coupling of the He atom to surface vibrations) as a 
perturbation in the framework of first-order distorted-
wave Born theory.183,184 A description of the surface 
lattice dynamics is essential input in the scattering 
calculations. Garcia and Benedek183 and Eichenauer 
and Toennies184 reported such distorted-wave Born 
calculations and compared the results with experiment. 
As Figure 5 shows, the calculations are able to repro­
duce most of the structures seen in the experimental 
angular distributions and time-of-flight spectra. Ei­
chenauer and Toennies examined the selective adsorp­
tion scattering regime in He collisions with LiF(OOl).184 

The experimental findings could be satisfactorily in­
terpreted in terms of one-phonon-assisted adsorption 
into and one-phonon-assisted desorption out of bound 
states of the (static) atom-surface potential. 

When the only approximation in the treatment in­
volves the "dynamical" phonon-dependent part of the 
potential, quantitatively satisfactory results for one-
phonon processes in He-surface collisions are evidently 
obtained. One may, however, choose in some cases the 
advantage of simplicity of treating the diffraction 
scattering approximately as well. This line of approach 
dates back to the early studies of gas-solid energy 
transfer by Devonshire185 and Strachen.186 Several au­
thors developed further these early studies, based on 
treating both the phonon-dependent and the static, but 
corrugated part of the potential as perturbation to 
zeroth-order wave functions determined by the flat part 
of the surface potential. Contributions along this line 
were made by Manson and Celli,187 by Cabrera et al.,189 

by Garcia and Solar,189 and by several other au­
thors.190"192 Better than use the distorted-wave type of 
perturbation for the corrugated part of the potential, 
one can employ the CCGM approach (discussed in 
section I) in which framework flux conservation (uni-
tarity) is assured. This was pursued by Manson and 
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Figure 5. Angular distribution of He atoms scattered along the 
(100) direction of a LiF(OOl) surface as a function of the incident 
polar angle 0;. The initial kinetic energy of the atom is E1 = 17.75 
meV; the sum of initial and final scattering angles is kept constant: 
0,- + Bf= 100°. The experimental curve in (a) is to be compared 
with the theoretical results in (b). The calculated total one-phonon 
inelastically scattered intensity (—) as well as the contributions 
of phonon annihilation processes (-•-) and especially of Rayleigh 
phonon annihilation (- - -) are shown. The vertical bars labeled 
by v = 0, ..., 3 show the expected positions of the initial state 
resonances involving the surface reciprocal lattice vector and the 
bound states with vibrational quantum numbers v. (Reproduced 
with permission from ref 184b. Copyright 1984 by D. Reidel 
Publishing Co.) 

Celli,187 Goodman,193 and Lagos.194 The accuracy one 
can expect from such treatments is essentially unknown, 
although such methods certainly provide insight into 
the main effects that can be expected. We note the 
application to the analysis of scattering data for Ne/ 
Ni(IIl) which employed this approach successfully.191 

Obviously when coupling to surface vibrations is 
sufficiently strong, the distorted-wave approach will fail 
even when applied only to the "dynamical", phonon-
dependent part of the atom-surface interaction. 
Wolken195 and Wolken and Lin196 suggested that one 
can apply the close-coupling method to treat single 
phonon processes of this type. Their approach is based 
on numerical discretization of the coupled channel 
equations. It is questionable if this approach can be 
applied to a sufficiently realistic model. 

In conclusion, the theory of single-phonon processes 
in atom-surface scattering is important in two respects: 
First, it can be compared with the well-resolved ex­
perimental data in this field and by reproduction of the 
measured TOF intensities provide information on the 
phonon-dependent part of the atom-surface potential. 
This adds to the basic exploitation of the experiments 
as a probe of the surface frequency spectrum. Second, 
single-phonon transitions in He-surface collisions can 
provide a useful reference case against which methods, 
designed for more complicated processes (i.e., multi-
phonon ones), can be tested. Single-phonon processes 
occur, as was argued at the outset of this subsection, 
only in few systems. However, in these cases a rea­
sonably reliable working method (distorted-wave 
treatment with the dynamical perturbation) is available. 
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This provides a useful limiting case which more versa­
tile theories should reproduce. 

B. Classical Models and Simulations of Surface 
Vibrational Excitation 

As pointed out in the foregoing subsection, with the 
exception of the lightest colliders and of the low-energy 
collision regime, typical conditions and system param­
eters are such as to favor multiphonon processes in 
atomic and molecular impact on crystalline solids. For 
high-order multiphonon transitions, the classical limit 
is expected to provide a valid description of the process. 
Much of the theoretical work on gas-solid energy 
transfer in atom collisions with surfaces employs clas­
sical dynamics, either at the level of a "realistic" ela­
borate simulation or in the framework of much simpler 
approximations and models. The following classical 
methods were used and received considerable attention 
in studies of energy tranfer between a colliding atom 
and surface vibrations: 

Molecular Dynamics Simulations. This approach 
is an adaptation to the process of atom/solid energy 
transfer of the classical trajectory method for many 
particle systems, known as the "molecular dynamics 
method". Classical trajectory simulations have been a 
tool of primary importance in fields ranging from mo­
lecular reaction dynamics47 to the statistical mechanics 
of gases and fluids.197 An illuminating discussion of 
classical trajectory simulations of atomic collisions with 
surfaces is found in an article by Barker et al.198 The 
method involves solution of Hamilton's equations of 
motion for an atom in collision with a "slab" which has 
an atomic structure similar to that of the solid it rep­
resents. The slab must be sufficiently large (contain 
a sufficient number of solid atoms), for the results not 
to be sensitive to the boundary conditions imposed. 
Periodic boundary conditions are imposed at the 
boundaries of the slab, in the directions parallel to the 
surface plane. Most simulations to-date employed 
harmonic interactions between the solid atoms.198 This 
proved insufficient in recent studies by Kolodney et 
^ 199-201 0f high-energy impact of heavy-mass projectiles 
(I2, Hg) on solids of light atoms and high vibrational 
stiffness (e.g., MgO(IOO)): The excitation in this case 
involves an anharmonic shock wave component, prop­
agating from the impact zone into the solid.199,201 In the 
case of MgO(IOO), a potential function was constructed 
from ion-ion pairwise forces which include the required 
effect of anharmonicity. The time-of-flight experiments 
of Kolodney et al.199,201 on I2 and Hg scattered from 
MgO(IOO) in the energy range of 1-10 eV showed that 
the kinetic energy loss of the projectile had little or no 
dependence on the surface temperature, for tempera­
ture as high as 800 0C. This is also intuitively expected 
for very high-energy impact, in the absence of special 
complicating effects. In this case, the approximation 
can be made in the simulations that the solid atoms are 
all taken initially at their (classical) equilibrium posi­
tions. Simulations using this assumption gave energy 
transfers in excellent agreement with experiment.199,201 

The simplification gained by this assumption is very 
large, since then there is no need to sample over the 
initial positions and velocities of the solid atoms. In 
all cases where temperature effects are expected, such 
a sampling is essential. Different solid-atom configu­

rations and velocities must be sampled, e.g., by a Monte 
Carlo procedure, subject to the canonical distribution 
function P(p,q) « exp[-ff9(p,q)/feBTs], where H3 is the 
Hamiltonian of the solid (slab), (p,q) the momenta and 
positions of the solid atoms, and T8 the solid tempera­
ture. In addition to this thermal averaging, sampling 
is also required with regard to the initial coordinates 
of the incoming atom in the surface plane, which must 
cover the unit cell (for a crystalline surface). Pioneering 
classical trajectory studies of the angular intensity 
distributions in Ne collisions with LiF(OOl), including 
the effects of surface vibrations, were carried out by 
McClure.107 This study predicted the occurrence of 
surface rainbow scattering. Barker et al.197 studied Ne 
scattering from Ag(IIl) and demonstrated the "washing 
out" of the rainbow structure as surface temperature 
is increased. The classical trajectory method is a rig­
orous one and provides detailed insight when atom 
motions are analyzed. On the other hand, it is com­
putationally very demanding (if temperature averaging 
of the solid atoms initial conditions must be carried 
out). The computational effort is largest for collisions 
that involve trapping, since the long-lived trajectories 
that must be evaluated in such cases can be subject to 
an accumulation of numerical integration errors, nu­
merical instabilities, etc. Also, the more resolved the 
observables one is pursuing, the harder are the demands 
on the trajectory statistics. To compute the joint an­
gular and velocity distribution of the scattered atoms, 
for instance, requires many more trajectories than are 
necessary to calculate the distributions in one of the 
variables only. The feasibility of molecular dynamics 
calculations of surface scattering is likely to increase 
considerably in forthcoming years, partly because of 
expected developments in computing (i.e., "dedicated" 
processors for such calculations are becoming available) 
and partly also because of improvements in algorithms 
that can be anticipated, at least in the view of the 
present reviewer. 

Method of Generalized Langevin Equation 
(GLE). This method has been extensively applied to 
energy-transfer processes in collisions of atoms and 
molecules with surfaces. It is clearly one of the major 
tools in the field at the present time. The GLE method 
was motivated and inspired by the Zwanzig-Mori-
Kubo202-204 formalism of nonequilibrium statistical 
mechanics. Adelman and Doll205 recognized that with 
suitably physically based adaptations, this formalism 
could be turned into a powerful instrument for simu­
lations of many particle dynamics, including mole­
cule-surface scattering. Adelman and Doll205 provided 
on this basis a very elegant and intuitively appealing 
approach. The application of the method to atomic and 
molecular collisions with surfaces is mainly due to 
contributions by J. C. Tully and co-workers in recent 
years.34,35,206"211 Adelman and Doll205 utilized in their 
approach the recognition that molecule-surface energy 
transfer is typically dominated by localized interaction, 
i.e., upon impact on a give site the molecule couples 
strongly to it and transfer energy directly to atoms in 
its vicinity. Sufficiently far away atoms are however 
not directly coupled to the molecule, although energy 
may ultimately be transferred to them via atoms near 
to the collision site. The solid atoms are thus divided 
into (i) "primary zone" atoms which are included ex-
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plicitly in the calculation at the detailed level of mo­
lecular dynamics, and (ii) secondary atoms, further 
removed from the collision site and not directly coupled 
to the collider. The effect of these atoms on the col­
lision process can be described by a stochastic model 
involving friction and a fluctuating force. The funda­
mental assumption which leads to a practically feasible, 
effective form of the method is that interactions among 
secondary atoms are purely harmonic. The secondary 
atoms can then be eliminated from the explicit equa­
tions of motion, and the following generalized Langevin 
equations are obtained for the primary atoms (including 
the collider)205'206 

rp(t) = Mp-
lj>p(t) (III.3a) 

i>p(t) = G[rp(t)] - J 0 W - *0*P(*0 dt'+R(t) 
(III.3b) 

where matrix notation is used, rp(t) being the position 
of the p primary zone atom at time t, pp(t) its mo­
mentum, Mp the mass of atom p, G(r„) the local force 
function acting on atom p , and R(£) a fluctuating 
"stochastic" force representing part of the effect of the 
secondary atoms on the primary ones. Another effect 
is given by the integral in (III. 3b), which is a friction 
term representing dissipation into the secondary lattice 
and which includes memory effects. The friction kernel 
A{t - t) and the fluctuating force are related by the 
"second fluctuation-dissipation theorem",204 familiar 
from nonequilibrium statistical mechanics 

Mt) = kBT (R[WiO)) (III.4) 

i.e., A(t) is a correlation function of the random force. 
Formally the GLE equations (III.3) represent an 
enormous simplification over Hamilton's equations of 
the total system, since the number of primary-zone 
atoms is typically of the order of 5-50, while the sec­
ondary zone is, in principle, an extended system. As 
pointed out by Tully,206 the difficulty has not been 
eliminated but "buried" in the functions R(£) and A(t), 
the exact calculation of which is equivalent to solving 
the classical equations of motion for the full system. 
The real advantage of the GLE is in the fact that simple 
models seem to provide a sufficiently accurate de­
scription of the "stochastic" quantities, for the purpose 
of scattering calculations.206-211 In such models the 
random force is constructed so as to satisfy the fluctu­
ation-dissipation theorem. Thus, known vibrational 
properties such as the phonon frequency distribution 
are used in calibrating a kernel function, A(t), consistent 
with the input. 

As used in practice, the GLE scheme is thus an ap­
proximation, although in principle it could be made 
"exact" if a true R(£) (hence A(t)) could be obtained. 
There is ample evidence of successful applications of 
the GLE in the context of interpreting experimental 
data of molecule-surface scattering.206-211 The present 
reviewer believes that it should be most desirable, 
however, to test the method further against "full" mo­
lecular dynamics simulations. Direct comparison with 
experiment is not always a sufficiently conclusive test, 
because the applications usually involve many unknown 
potential parameters: Reproduction of experimental 
data could perhaps be fortuitous in some cases, and a 

direct comparison with an "all particles" classical dy­
namics calculation could be a better guide for assessing 
the accuracy of presently accepted models of A(t). 

Hard-Cube Model. The original version of this 
model is due to Goodman212 and to Logan and Stick-
ney.213 Several modifications and extensions of the 
model have been proposed.214-218 Basically this model 
in its simpler version replaces each surface atom by a 
flat surface segment, constrained to move in the di­
rection normal to the surface only. Assuming the sur­
face "segments" or "cubes" behave as independent 
particles when colliding with the incoming atom and 
taking a hard-wall interaction between the collider and 
the "cube", one can readily obtain from kinematics 
expressions for the velocity distribution, angular dis­
tribution, and mean-energy transfer of the scattered 
atoms.214-218 Comparison of the model to experiment 
gave satisfactory results especially for averaged quan­
tities such as the mean-energy transfer. The model is 
valid only when n/M, the ratio of gas to surface atom 
mass, is less than unity. Grimmelmann et al.210 ex­
tended the model by incorporating heuristically the 
effect of a square-well attractive potential. Also, 
Steinbruchel217,218 and Barker and Auerbach215 proposed 
a version in which the "cube" or flat surface segment 
is replaced by a "spherical cap", also subject to a 
hard-wall interaction. Some of the results obtained by 
the "hard-cube" model in comparison with experiments 
are discussed below. 

Soft-Cube Model. Logan214'219 describes this model 
as the logical extension of the "hard-cube" approxima­
tion. In this model it is also assumed that the surface 
is locally flat, but a "soft" exponential function is taken 
to model the repulsive atom-surface interaction.214'219,220 

Surface atoms are treated in the simpler versions of this 
model as local Einstein oscillators. The equations of 
motion are solved perturbatively; i.e., first the trajectory 
of the incoming atom is computed, neglecting energy 
transfer to the solid. Then with use of this trajectory 
in the atom-surface interaction potential, a time-de­
pendent force on the surface oscillators is obtained, and 
the energy transfer due to the latter is calculated. The 
"soft-cube" model was applied to calculations of angular 
distributions and of accommodation coefficients in 
atom-surface collisions. As the hard-cube model, it is 
inapplicable when surface corrugation is strong, and 
plays a major role, and when energy transfer is so large 
as to greatly modify the trajectory of the scattered atom. 
An excellent, if not recent, account of this method is 
given by Logan.213 

We consider now several properties of atom/surface 
energy transfer, as unfolded in comparison of experi­
mental results with theoretical calculations by the 
methods discussed above. 

The mean final energy of an Ar scattered from a 
tungsten surface was found by Janda et al.221 to be 
linear in the incident energy and in the surface tem­
perature, i.e. 

(Ef) = aiEi + a2kBTa (III.5) 

where (Ef) is the mean final energy of the atom, JB, the 
initial energy, and T8 the surface temperature. The 
coefficients O1 and a2 are independent of E1 and Ts but 
dependent on the incidence angle of the incoming beam. 
Barker and Auerbach215 and Grimmelmann et al.216 

have shown that this relation can be derived from the 
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(b) UNRECONSTRUCTED 

Figure 6. Differential cross sections for Ar scattered from Si(IOO) 
at a surface temperature of 300 K. Initial conditions are 0,- = 45° 
and E{ = 0.65 eV. (a) Scattering from (2 X 1) reconstructed 
surface, (b) Scattering from unreconstructed surface. (nx,ny) is 
a vector of unit length in the direction of the difference between 
the final and initial moments. 

hard cube model. Interestingly, a relation of the type 
of (III.5) is also obtained from information theoretic 
arguments (representing a statistical treatment of 
gas-solid energy transfer), as shown by Levine and 
Silbey.222 

The angular distribution of atoms scattered from 
surfaces has been the pivot of considerable theoretical 
and experimental attention. A very interesting effect 
that can be manifested by the angular distribution in 
the case of a sufficiently corrugated surface is that of 
surface rainbow scattering, discussed in section I, which 
was studied theoretically for a vibrating surface by both 
the molecular dynamics method107,198 and by the GLE 
approach.211 Barker et al.198 showed in simulations of 
Ne scattering from Ag(IIl) that at sufficiently high 
surface temperature, the surface rainbow intensity 
structure is ultimately "washed out". Lucchese and 
Tully explored the scattering of Ar from both unre­
constructed and reconstructed Si(IOO). The purpose 
of this study was to explore whether rainbow scattering 
of a heavy atom could replace He diffraction as a probe 
of surface structure. It was found (see Figure 6) that 
the main rainbow feature survived thermal averaging 
at room temperature and that the corrugation param­
eters can accurately be determined from the observed 
(simulated) rainbows. This encourages the hope that 
rainbow scattering of atoms heavier than He can serve 
as an additional structural probe, interpretable by 
classical calculations rather than by quantum diffrac­
tion theory. 

There seem to have been thus far few studies in­
volving impact at high energies of a heavy atom onto 
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Figure 7. Shock wave produced by Hg impact at 9 eV on 
MgO(IOO). The figure shows the energy in each crystal layer N 
(where N = 0 is the surface layer). The results shown are for a 
"snapshot" at time t corresponding to the end of the collision (from 
ref 200). 
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Figure 8. Hg energy loss in collision with MgO vs. the collision 
energy (results from ref 200). 

a crystal of light atoms. In recent studies on I2/MgO-
(HX))UMOi and Hg/MgO(100)200,201 a rather interesting 
new type of solid vibrational excitation was predicted: 
The molecular dynamics simulations show that upon 
impact of the high velocity projectile on the light surface 
atoms, the solid atoms recoil at high velocity generating 
a coherent cascade of collisions in the crystal. This 
takes the form of a shock wave, propagating from the 
surface collision zone into the bulk. The shock wave 
is relatively narrow and travels over substantial dis­
tances (>100 A) without changing its profile signifi­
cantly. It is rather sensitive to crystal anharmonicity, 
and Gerber and Elber223 found that this excitation can 
be described approximately and phenomenologically as 
a soliton. The heavy atom may not recoil from the 
surface after initiating the pulsed shock wave but may 
"press on" by inertia, over a time scale of ~ 10~13 s to 
create a second pulse, more spread out hence more 
harmonic in nature. Figure 7 shows results obtained 
in classical trajectory simulations of HgZMgO(IOO).200,201 

Given is the energy in the crystal as a function of the 
distance (measured in unit cells) from the outermost 
surface layer at a time corresponding to the end of the 
collision. The "soliton like" shock wave and the broader 
second pulse are clearly seen. Details of the model are 
discussed by Kolodney et al.199,200 and by Gerber and 
Amirav201 and Gerber and Elber.223 The "shock-wave" 
excitations predicted by molecular dynamics could not 
be tested directly yet. However, the energy transfer 
calculated from the model is, over a range of collision 
energies, in good agreement with experiment (see Figure 
8). In any case, it appears reasonable that the result 
of the "shock-wave" excitations in the case of Hg/ 
MgO(IOO) is merely a first example of anharmonic ex-
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citation phenomena in atom impact on surfaces. 

C. Semiclassical Treatments of Energy Transfer 
to Phonons 

Between the quantum mechanical regime of single 
phonon excitations in He scattering and the near-
classical behavior expected for high-energy, heavy-atom 
impact on surfaces, there is a wide intermediate range, 
where semiclassical methods seem a natural choice. 
Most of the proposed and practiced semiclassical ap­
proaches to gas-solid energy transfer treat some of the 
degrees of freedom classically, while other modes in­
volved are described quantum mechanically. Mixed 
classical-quantal methods become especially important 
for phonon participation in molecular scattering from 
surfaces. There are considerable advantages in this case 
to a scheme that can offer a detailed quantum de­
scription of the internal states of the molecule, given 
that the distribution of such final states in surface 
collisions were measured for several systems. 

Some of the methods discussed below treat surface 
motions classically, while the projectile is described 
quantum mechanically; other methods apply quantum 
mechanical equations of motion to the surface oscilla­
tors and employ classical dynamics for the colliding 
atom. The choice depends, obviously, on the physical 
properties and systems for which the method is de­
signed. In any approximation that mixes classical and 
quantal degrees of freedom, the question of the con­
sistency of the treatment arises. One approach, fol­
lowed in different versions by several authors, is based 
on using the time-dependent self-consistent field (TD-
SCF) approximation.224 Let r be the position vector of 
the atom and denote by q the phonon coordinates. In 
the TDSCF approximation it is assumed that the total 
time-dependent wave function can be approximately 
factorized in the form 

\p(r,q,t) = fairtffaiqj) (III.6) 

This is substituted in the time-dependent Schrodinger 
equation for \//(r,q,t) 

ih 
~dt b Ph(q) - ^ V r

2 + V(r,q) L (III.7) 

where Hph(q) is the Hamiltonian for the solid phonons 
and V(r,q) the atom-surface interaction. From (II.6) 
and (II.7) one obtains the TDSCF equations for atom-
surface scattering 

h2 1 d<i>i(r,t) 
-~-V r

2 + VYff(r,£) 0i(r,t) = ih—£— (HLSa) 

d<j>o(q,t) 
[tfphta) + Vph^(q,t)]<p2(q,t)= ih—£~ (111.8b) 

where 4>i{r,t) and 4>\{q,t) are related to <j>i(r,i) and ^2-
(q,t) of eq II.6 by physically unimportant phase factors. 
Phonon effects on the atom dynamics are contained in 
the potential 

V*tt
A(r,t) = <£2(q,t)|V(r,q)|02(q,f)>, (III.9a) 

and similarly the perturbation of the phonon vibrations 
by the incoming atom as described by 

Vph
eft(q,t) = <01(r,t)|V(r,q)|01(rIt))r (III.9b) 

Equations III.8 and III.9 are solved self-consistently in 
quantum mechanical TDSCF.224 Mixed quantum 
classical treatment can now be introduced without vi­
olating consistency of the treatment, conservation of 
energy, and other properties.224,225 To treat for instance 
the phonons classically, the Hamilton equations for the 
surface vibrations are solved by using the effective 
time-dependent Hamiltonian on the left hand side of 
(III.8b). Also, the quantum average in (III.9a) is re­
placed by its classical limit obtained by using classical 
trajectories for the phonons: VA

efi(r,t) = V(r,q(t)). 
Such mixed classical-quantal TDCSF was studied in 
detail for several gas-phase processes by Gerber et al.226 

where they proved quantitatively in good agreement 
with quantum TDSCF, provided the appropriate choice 
is made as to which dynamical variable is treated 
classically. Unlike the simplest mixed classical-quantal 
treatments mentioned in the context of classical path 
methods in section II, the approach via TDSCF to 
"mixed" dynamics does not violate energy conservation, 
time-reversal symmetry, etc.225 Several studies of gas-
surface scattering processes use this method or some 
modification thereof and will be discussed in this and 
other sections. Kosloff and Cerjan224 studied He de-
sorption and scattering from a P t surface at the tem­
perature range of 100-800 K. Obviously, in this case 
a quantum treatment of the He and a classical de­
scription of surface vibrations are called for. This was 
carried out in terms of a TDSCF approximation, as 
discussed above. Kosloff and Cerjan solved the time-
dependent Schrodinger equation for the He scattering 
by the fast Fourier transform algorithm, discussed in 
section HA, and dealt with surface atom vibrations by 
the generalized Langevin equation scheme, the classical 
and the quantum mechanical equations being solved 
self-consistently. De Pristo and collaborators227"230 

studied molecular collisions with surfaces by an ap­
proach that treats surface vibrations by the GLE me­
thod, while internal degrees of freedom of the molecule 
and its diffractive motion are handled quantum me­
chanically. Also the translation normal to the surface 
is described by a classical trajectory. Consistency of the 
classical and quantum mechanical motions is obtained 
in this scheme by enforcing an energy conservation 
condition.106 To solve the time-dependent Schrodinger 
equation for the quantum degrees of freedom, De Pristo 
et al. expand in a basis set of stationary wave functions 
and then calculate the time-dependent coeffi­
cients.105'227"230 

Jackson and Metiu231 developed a semiclassical ap­
proach for dealing with the effect of surface vibrations 
on diffractive scattering. Jackson and Metiu treat the 
scattered projectile by a semiclassical Gaussian time-
dependent wavepacket method, as discussed in section 
ILA. The vibrations of the surface are modelled by 
GLE equations. While in De Pristo's theory one 
translational degree of freedom (the motion normal to 
the surface) of the incoming particle is handled clas­
sically, Metiu's approach applies semiclassical wave-
packets to all the coordinates of the colliding atom, as 
in the Drolshagen-Heller scheme.70 Treating also the 
motion normal to the surface by wavepackets is ad­
vantageous when interference effects are present in the 
dynamics along that coordinate. 
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For heavy projectiles and for surfaces at low tem­
peratures, it can be argued that one should prefer using 
classical dynamics for the collider, while treating the 
target solid as quantum mechanical oscillators per­
turbed by the collision process. Such an approach 
benefits from the simple properties of driven quantum 
harmonic oscillators, which give rise to tractable 
equations even in the regime of wave mechanics. Such 
an approach was formulated by Billing,232 who applied 
it to multiphonon excitation in Ar collisions with W-
(110). Billing also introduced a stochastic approxima­
tion for the collision dynamics and obtained an explicit 
expression for the effective potential that governs the 
collision dynamics. This potential depends on surface 
temperature and on the amount of energy transferred. 
The method described energy transfer in both direct 
and "sticky" collisions.232a-232b 

Another forced-oscillator method for studying phonon 
excitation was employed by Park and Bowman.233 They 
adopted the DECENT scheme, familiar from atom-
molecule collision theory, to scattering by phonons.233 

In this approach the solid atoms are set initially at rest 
at their equilibrium positions. The classical equations 
of motion for the colliding atom and the surface os­
cillators are then solved numerically, and from the 
trajectory r t(t) rN(t) of all the surface atoms so 
obtained one can readily compute the energy of each 
normal (phonon) mode during and after the collision. 
The final energy of each normal mode is then used in 
a quantum mechanical forced oscillator expression to 
obtain the transition probabilities from initial state i 
to final states for that mode. The method clearly 
neglects anharmonic coupling between difference sur­
face modes during the collision, and the latter may in 
principle be important when the collisional energy 
transfer is large. The method is, however, simple and 
the record of the gas-phase DECENT approximation 
is encouraging as to its expected accuracy. Park and 
Bowman applied the method to He scattering from 
Si(100)-(2 X I).233 They found a high degree of pho-
non-mode specificity for the collisional energy transfer. 
Basically, the solid phonon modes that involve mainly 
displacements of the outermost surface layer atoms 
were those that gave rise to the largest inelastic scat­
tering probabilities. 

An interesting quantum mechanical description of the 
surface vibrations, coupled with a classical trajectory 
equation for the incoming particles, was also proposed 
by Newns.234 This author first derived a rigorous, exact, 
path-integral expression for the probability of trans­
ferring energy £ in an atom-surface collision. By ap­
proximate (stationary phase) evaluation of the path 
integral, a series of approximations of semiclassical 
nature was obtained. The crudest level involves using 
a trajectory for the scattered atom that does not re­
spond to the effect of energy loss to the solid. Improved 
trajectory approximations obtained from the corrections 
mentioned include the effect of response to energy 
transfer in the course of the collision. Newns showed 
that the "improved trajectory method" becomes as­
ymptotically correct as the mass of the collider is in­
creased. 

It can be concluded from the above survey that sem­
iclassical methods in the treatment of gas-solid energy 
transfer are being intensively pursued. An impressive 

variety of methods and versions has been proposed, the 
most broadly followed line being that which combines 
a classical, generalized Langevin equation treatment of 
surface vibrations, with a quantum mechanical de­
scription of the scattered particle. Realistic calculations 
of, e.g., multiphonon scattering of He from surfaces 
should probably become a practical tool in this line of 
approach in the near future. 

D. Electron-Hole Pair Excitations 

The role of electronic excitation in molecular inter­
actions with solid surfaces is an issue of fundamental 
physical importance, particularly in the case of metals 
and semiconductors. Thus, on this topic depends the 
question whether indeed one is justified in using a 
molecule-surface potential function (in the Born-Op-
penheimer sense) as is almost universally practiced in 
theoretical studies of gas-solid interactions. Unfortu­
nately, the present understanding of the topic seems 
far from a truly quantitative stage. Estimates by dif­
ferent authors of the excitation probabilities of the 
processes discussed here differ in many cases by several 
orders of magnitude. The origin of much of the diffi­
culty is that there are almost no experimental results 
that bear directly on this issue and that can be used to 
guide the theory. Very recently, a first direct obser­
vation was made of electron-hole pair excitations in a 
semiconductor, due to Xe atom impact on the surface.235 

Perhaps future experimental developments will follow 
on this breakthrough and pave the way to quantitative 
theories that can be meaningfully compared with 
measured data. 

Against the background of hardly any direct quan­
titative experimental data to compare with, most the­
oretical studies aim essentially at qualitative under­
standing and employ very simple, probably unrealistic, 
models for the electronic states and for the molecule-
surface interactions. Nourtier, in an early study,236 used 
an essentially phenomenological model in which the role 
of metal electrons in atom-surface collision processes 
is described by a friction force. In his estimates, 
Nourtier employed a contact (delta function) interac­
tion between the colliding atom and the surface. 
Nourtier's conclusion is that metal electrons could be 
important in promoting energy transfer from the atom 
to the solid,236 although the mechanism he advocates 
is an indirect one, involving collisional excitation of 
phonons and a role for electron-phonon coupling in the 
process. The very recent work of De Pristo et al.237 also 
includes the role of metal electrons as a friction force, 
within the framework of the generalized Langevin 
equation formalism. These authors find a relatively 
large role for collisional energy transfer to electron-hole 
pairs in the case of H2 scattering from Cu(IOO). To 
estimate the friction coefficients pertaining to the 
electrons in the GLE framework, they were calibrated 
by several criteria, one of which was that they should 
duplicate the calculated vibrational damping of H2 on 
Jellium.238 Although the approach is a very interesting 
one, it is doubtful that the results are quantitatively 
reliable, since the "calibration" of the dumping coeffi­
cient is of unknown accuracy. A study aiming at sys­
tematic derivation of the stochastic force induced by 
electron-hole pair excitations in the dynamical equation 
of motion of an atom colliding with a (Jellium) solid was 
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reported by Leung et al.239 The authors obtained a 
Langevin-type equation for the dynamics of the scat­
tered atom which can be applied to both phonon and 
electron-hole pair excitations.239 The scheme was, 
however, not yet applied computationally, and the au­
thors do not provide estimates for the errors involved 
in the approximation used in the derivation. It thus 
remains to be established rigorously whether electron-
hole pair excitations can be treated as an additional 
damping mechanism in an otherwise classical scattering 
process or could it be that breakdown of the Born-
Oppenheimer approximation that occurs here cannot 
be adequately described in such a framework. 

There is a large body of work that employs time-de­
pendent perturbation methods. Muller-Hartman et 
al.,240 who used such a weak coupling theory, introduced 
also a Tomonaga model (which represents electron-hole 
pairs as independent bosons) in describing the elec­
tronic excitations, an aspect followed by several authors 
since. Other time-dependent perturbation studies were 
pursued by Brako and Newns,241 by Nozieres and de 
Dominies242 and by Gadzuk and Metiu.243,244 In par­
ticular, Gadzuk and Metiu considered the effect of the 
increasing atom perturbation in both the sudden and 
adiabatic switching limits. The description these au­
thors employed for the low-lying electronic excitation 
was that of the Tomonaga independent-boson model. 
Gadzuk and Metiu estimate sizeable effects for elec­
tron-hole pair participation in molecular collisions and 
reactions with surfaces.243,244 Kumamoto and Silbey245 

employed a TDSCF approximation, of the type de­
scribed in section III. C, where the quantum degrees of 
freedom are those of the electron. As in the case of 
nearly all other studies in the field, the basic dynamical 
method is simplified by the introduction of further 
drastic approximations and by interaction models which 
are probably of semiquantitative validity only. Ku­
mamoto and Silbey estimate large accommodation 
coefficients due to electron-hole pair excitation for 
molecular collisions with low-temperature surfaces.245 

Kirson et al.246 studied electron-hole pair excitations in 
very high-energy (300-eV) collisions of Ar, He, and H 
with metal surfaces. With use of a Sudden approxi­
mation, the finding was that the electron-hole pair ex­
citation efficiency is in the order H > > Ar » He, the 
mean energy transfer to electrons being rather small in 
the case of He even at the high collision energies con­
sidered. The study of Gunnarson and Schonhammer247 

is among the most quantitative and careful ones re­
ported so far on electron-hole pair collisional excitation 
processes. These authors explored the example of He 
scattering from a Cu surface at collision energies of the 
order of 0.1 eV. Gunnarson and Schonhammer em­
ployed a time-independent distorted wave approxima­
tion, using elastic scattering wave functions for the 
zeroth-order description, with the He coupling to the 
electron-hole pairs as a first order perturbation. They 
found negligible electron-hole pair excitation proba­
bilities,247 in apparent contradiction with some of the 
previously mentioned studies. Kirson et al.248 solved 
numerically the TDSCF equations for the excitations 
of independent electrons in a Jellium solid due to col­
lision of a classically described atom with the surface. 
The classical equation of motion for the atom was 
solved self-consistently with the Schrodinger equation 

that governs the evolution of the electron wavepacket. 
This demonstrates yet another example of the power 
of wavepacket methods in dealing with collision prob­
lems involving a continuous excitation spectrum. Un­
like atomic particles, electrons in force fields are not 
adequately described in general by semiclassical wa-
vepackets, such as discussed in section ILA. Kirson et 
g] 248,249 employed a variational principle for solving the 
time-dependent Schrodinger equation for the electron 
wavepacket, having used a variational trial form with 
explicit time-dependent parameters. Frenkel's varia­
tional functional is249 

/{<Mi = f\Ht-6\2dr (III. 10) 

where the integration is over the entire configuration 
space. I vanishes if 8 = ihd\p/dt. The variational 
property of I\ip,6\ is that it is stationary to first order 
in 88, i.e., to first order one has 

81 = 2Re§88*(Ht - 6) dr = 0 (III.ll) 

To apply the method, a time-dependent trial function 
involving time-dependent coefficients is chosen on 
physical grounds. Assume the initial state \p(t0) is given 
at t0. Then for a small time increment 

\p(t0 + At) « M 0 ) - i8(t0)At/h (111.12) 

Solving (111.12) for 6 (at t = t0), eq III . l l is used and 
the process repeated until the entire time evolution is 
obtained. Kirson et al. used the following wavepacket 
form (in one dimension) 

te(z,t) = f gk(t - t0)fk(z)exp[-iEk(t - t0)h] dk 
Jk=O 

(111.13) 
where the fk are stationary eigenstates of the electrons 
in the metal and gh(t - t0) is taken to be a Gaussian in 
the wavevector k, the center and the width of which are 
employed as (time-dependent) variational parameters, 
and solved for. This and other possible wavepacket 
methods seem very promising for the dynamics of 
electrons in metals, especially in view of the continuous 
excitation spectrum which can be assumed in such ap­
proaches. However, while solving accurately for the 
dynamics, the approach of Kirson et al. is still very 
unrealistic with regard to the "particle in a box" 
treatment of the electrons: Band structure effects, i.e., 
the potential field in the crystal, must probably be in­
cluded in quantitative calculations of the electron ex­
citation dynamics. Kirson et al.248 carried out such 
wavepacket calculations of electron-hole pair excitations 
for He, Ar, and H in collisions at energies ranging from 
0 to 1 eV with a model of a Li surface. In the case of 
He, Kirson et al. find in essential agreement with 
Gunnarson and Schonhammer247 that electron-hole 
excitations are virtually negligible (at a collision energy 
of 0.01 eV, the fraction of energy transferred to elec­
tron-hole pairs s= 0.2%). On the other hand for H at­
oms, Kirson et al.248 find rather large energy transfers 
(~10% of the incidence energy at 0.01-eV collision 
energy), which should definitely be experimentally de­
tectable. Also, these authors found that trapping due 
to transfer of energy to electron-hole pairs occurs with 
a high probability at sufficiently low collision energies. 
H trapping takes place with almost unit probability for 
collision energies below 20 K. Finally, Kirson et al. 
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applied the same method to molecular dipoles (mod­
eling CO and HCl) in impact on surfaces of Li and Al.250 

A substantial fraction of the collision energy was found 
to convert to electron-hole pair excitations. 

Perhaps some solid common ground of agreement can 
be distilled from the above, partially conflicting, studies. 
First, electron-hole pair excitations in He scattering 
from surfaces are unimportant. This is not surprising 
on physical grounds: The He is stopped by the re­
pulsive part of its interaction with the solid at distances 
where the surface electron density is very low, corre­
sponding to the weak, long tail part of the electron wave 
functions in the highly classically forbidden region 
outside the Jellium bulk. Obviously, the coupling be­
tween the He atom and the electron-hole pairs is 
therefore extremely weak. Second, heavier rare-gas 
colliders such as Ar will produce substantially greater 
electron-hole pair excitations than He, because the 
electron densities of such atoms will, as the estimates 
show, overlap more extensively with the surface electron 
density. Third, open-shell atoms can give rise to large, 
measurable effects of electron-hole pair excitations. 
This is due to the longer range "chemical" interaction 
between such atoms and the solid electrons, as a con­
sequence of which regions high in surface electron 
density are probed by this interaction. H atoms appear 
a particularly suitable candidate for experimental ex­
amination of this conjecture, since they cause less 
phonon excitation than heavier colliders. (The sepa­
ration of phonon and electron excitation effects and the 
possible risk of overshadowing dominance of phonon 
effects in any given situation are major difficulties that 
experiments in this subject must come to grips with.) 
By the available theoretical evidence at hand, both the 
heavy rare gases and H atom should give rise to very 
substantial effects of electron-hole pair excitations, 
reflected both in kinetic energy loss of the atom and, 
in some cases, in trapping.248 Finally, the fact that 
indications exist that open-shell atoms interact rather 
effectively with electrons in metals suggests strongly 
that electron-hole pairs may play an important role in 
chemical processes at metal surfaces, when open-shell 
atoms are obtained, e.g., as dissociation products. On 
the other hand, fundamental questions in this subject 
remain widely open. As noted at the beginning of this 
section, the Born-Oppenheimer approximation on 
which rests the notion of a molecule-surface interaction 
potential breaks down when the probabilities of exciting 
surface electronic states are substantial. Can one 
somehow describe molecule-surface interactions by a 
single potential function also in cases where a contin­
uum of surface electronic states are involved in a sig­
nificant way in the scattering process? This obvious 
and crucial question in the case of metals has yet to be 
tackled. 

Definitely experimental progress on the topic of 
collisional excitation of electron-hole pairs is crucially 
needed to provide a basis for better future theories. In 
any case, it seems that in terms of potential importance 
and the fundamental nature of the questions involved, 
the subject of energy transfer to and from electron-hole 
pairs in molecule-surface scattering, deserves consid­
erably greater attention than it presently receives, es­
pecially with regard to quantitatively reliable estimates, 
which should focus on improved modeling of the surface 

electron states and on the interaction potentials be­
tween the electrons and incoming atoms. 

IV, Rotational, Vibrational, and Electronic 
Energy Transfer 

A. Rotational Transitions In Scattering from 
Rigid Surfaces 

Rotationally inelastic scattering from surfaces is a 
probe of the dependence of molecule-surface interac­
tions upon the orientation of the molecule with respect 
to the surface. As such it is a topic of great chemical 
interest. Research on the theory of such processes 
gained considerable impetus from the remarkable re­
cent experimental progress in this field. Spectroscopic 
techniques, such as laser induced fluorescence, and 
molecular beam methods, in particular rotationally 
inelastic diffraction measurements and time-of-flight 
techniques, have provided in the last few years a wealth 
of information on the final rotational state distributions 
of molecules scattered from surfaces (ref 12-24, 25, 28, 
38-41, 251-253, 255-260). Important theoretical in­
sights into rotationally inelastic scattering from surfaces 
have been obtained in part from studies that assume 
a static, nonvibrating solid. Treatments confined to this 
simple framework will be the topic of the present sub­
section. While in most realistic cases phonon partici­
pation in rotationally inelastic scattering can be very 
useful, it is important to emphasize that there are 
several systems where it seems that a rigid-surface 
treatment can successfully account for the main ex­
perimental findings. Examples will be discussed below 
where a static surface model is indeed useful in semi­
quantitative or even qualitative interpretation of ex­
perimental data. Both in this and in the forthcoming 
subsection we shall discuss the physical reasons for the 
validity of the rigid-surface approximation in the par­
ticular cases where it works. It will be useful in this part 
of the review to examine the theoretical methodology 
in the context of specific physical regimes and phe­
nomena, since different types of processes often require 
very different approximation methods. 

Rotationally Mediated Selective Adsorption. 
These are scattering resonances, in which the molecule, 
upon impact on the surface is excited rotationally at the 
expense of its translational energy normal to the sur­
face, to the extent that it becomes temporarily trapped 
in the attractive well of the molecule-surface interaction 
potential. The approximate condition for such a reso­
nance in close analogy to eq 11.20 for the "usual", cor­
rugation-induced selective adsorption is 

E11 = E - ^ ( K + GmJ2 - A£rot (IV.l) 

where E11 is a bound state in the molecule-surface at­
tractive potential well, K the incident wavevector 
parallel to the surface, E the incident energy, and AErot 
the (temporary) change in rotational energy. Rota­
tionally mediated selective adsorption resonances were 
first seen by S. J. Sibener and co-workers for HD 
scattering from Pt(IIl)254 in an experiment in which 
intensities of rotational transitions J = 0 -*• J' were 
studied as a function of incidence angle, at fixed initial 
energy. Dips were found to occur in the probability 
Pj-^j', when condition (IV.l) is satisfied for AEI0t = 
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Figure 9. Rotationally inelastic transition probabilities for HD/Hg(l l l ) vs. collision energy normal to the surface. Solid lines are 
the close coupling results obtained with a fitted potential. Experimental points are marked by x. (Reproduced with permission from 
ref 267. Copyright 1985 by the American Institute of Physics.) 

AEj+i - Ej. Sibener et al. studied also such resonances 
in HD/Ag(lll)2 5 5 and for H2, D2/Ag(IIl).261 To obtain 
theoretically the scattering intensities in the regime of 
these rotationally mediated selective adsorption 
(RMSA) resonances, the scattering equations for the 
coupled rotational and diffraction states involved must 
be solved. As pointed out, however, by Yu et al.,253 for 
smooth surfaces such as Ag(IIl) and P t ( I I l ) , only the 
m = n = 0 diffraction channel is significantly involved, 
and the rotational transitions are little affected by the 
corrugated part of the potential. A laterally averaged 
molecule-surface interaction V(z,d) (where z is the 
distance of the molecular center of mass (cm.) from the 
surface and 8 the molecular orientation angle with re­
spect to the surface normal) can thus approximately 
describe the RMSA behavior. Schinke262-264 and 
Whaley et al.255*261'265-267 carried out coupled-channel 
scattering calculations in order to fit a potential to the 
RMSA resonance data (and to other experimental in­
formation).266 Schinke262,263 carried out close-coupled 
calculations for the rotational and diffraction channels 
involved in the RMSA regime for HD/Ag( l l l ) and 
H D / P t ( l l l ) . He emphasizes that in his experience 
RMSA resonances are not sufficient or suitable for 
fitting a reliable anisotropic potential function.263 Much 
of the difficulty is that for HD the "true" intrinsic an-
isotropy of the potential (as present in H2) is masked 
by the dominant anisotropy associated with the mass 
asymmetry.267 Whaley et al. thus suggested that H2, D2 

scattering data should be a better source for deter­
mining an anisotropic potential function.266,267 Since 
the RMSA effect for H2, D2 is weak and only few such 
resonances were observed, the implication is that the 
best source for determining a potential for hydrogen/ 
Ag(IIl) should be rotationally inelastic scattering 

probabilities (in the direct collision regime), combined 
with the usual (corrugation induced) selective adsorp­
tion data. Indeed, in an impressive and exhaustive 
study, Whaley et al.263'266 fitted by close-coupling cal­
culations rotationally inelastic scattering probabilities 
(over a range of collision energies), selective adsorption 
resonances, and other data measured by Sibener and 
collaborators, to produce both an isotropic and aniso­
tropic laterally averaged hydrogen/Ag(IIl) interaction, 
which is probably the most accurate experimental 
molecule-surface potential available at present. RMSA 
resonances for HD/Ag(II l ) play only a limited role in 
that determination, together with other data for the 
mass symmetric H2, D2 isotopes. Figure 9 shows the 
energy dependence of rotationally elastic and inelastic 
transition probabilities for HD/Ag( l l l ) from Whaley 
et al.267 using a laterally averaged potential fitted to the 
H2, D2, and HD scattering data. The RMSA resonance 
structure is clearly seen in the results. 

An algorithm for solving the close-coupling equations 
that has particularly appealing features in the resonance 
scattering regime is the R matrix technique, used by 
Yu et al.255 and Whaley et al.266'267 The R matrix cal­
culation employs a basis of direct product of free rotor 
states with a translational basis. An "inner region" of 
finite range is defined and the bound vibrational states 
of the molecular surface attractive potential are ex­
panded in the translational basis over that finite region. 
The confined, bound state nature of the inner region 
is physically advantageous for describing resonances 
states. However, increasing the size of the inner region 
allows the bound vibrational states to be calculated to 
any specified accuracy. The product rotational-trans-
lational basis is then used to construct a matrix at the 
outer boundary of the inner region (R matrix) which 
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contains all the scattering information and from which 
the observable scattering probabilities are obtained.255 

Moiseyev et al.268 applied to RMSA resonances the 
complex rotation approach.268 This is a "numerically 
exact" method for calculating resonance positions and 
widths, which proved efficient and powerful in dealing 
with electron-molecule scattering resonances and other 
gas-phase resonance collision processes.269 In this me­
thod, the scattering coordinate is scaled by a complex-
valued scale factor. This "complex rotation" can be 
rigorously shown to transform resonances into bound 
(i.e., asymptotically decaying) states. The spectrum of 
bound states is found by matrix-diagonalization, a 
stability criterion being used to determine the appro­
priate value of the complex scale factor. The method 
is "specialized" to resonances only, yielding positions 
and widths, but no other aspects of the scattering dy­
namics. On the other hand, it is rather efficient in 
calculating the resonances. 

Moiseyev et al.269 explored the extent to which RMSA 
resonances can be adequately described by classical 
dynamics. Resonance lifetimes for HD scattering from 
flat Pt were calculated by classical trajectories and the 
result compared with exact quantum mechanical cal­
culations (by the complex-rotation method). Also 
qualitative properties of the wave functions and the 
trajectories were compared. It was found that the 
classical calculations reproduced correctly the major 
trends (e.g., the variation of the lifetime with the vi­
brational level in the molecule-surface potential well) 
and gave the same qualitative description of the reso­
nances as the quantum results. In particular, the 
trapped HD was found to be an almost free rotor in the 
resonance state with virtually no librational character. 
On the other hand, classical dynamics gave lifetimes too 
long by about a factor of 5. Moiseyev et al.268 suggested 
that this is due to penetration of the quantum me­
chanical wave functions into classically forbidden 
strongly repulsive regions of the potential, that shortens 
the lifetime. 

The validity of the rigid-surface model in treating 
RMSA resonances is widely accepted and applied, but 
experimental and theoretical evidence for this is in­
sufficient. The short lifetime of such resonances (of the 
order of 10"12 s, typically) and the large mass scale 
separation of H2 and Pt or Ag may provide arguments 
for the assumption that rotational-to-phonon energy 
transfer does not take place during the resonance life­
time, but this seems far from clear. Kaufhold and 
Toennies270 studied RMSA resonances by an optical 
potential approach, in which framework the width of 
the resonances is related to the imaginary (absorbing) 
part of the potential. They fit the above potential so 
as to reproduce the Debye-Waller attenuation, which 
is tantamount to attributing that optical potential to 
phonon effects. Kaufhold and Toennies analyze the 
data of Yu et al.265 by their theory, which produces a 
good fit in this case. More evidence seems necessary 
on this point, and theoretical simulations which ex­
plicitly include phonon participation (e.g., by the GLE 
scheme) seem desirable. Such simulations may provide 
indications on the specific rotation-to-phonon energy 
transfer in the trapped state, if it exists. 

Diffractive Selective Adsorption of Molecules. 
The resonances induced by surface corrugation in the 
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0) - en (J = I1 mj = ±1) vs. vibrational quantum numbers in the 
attractive potential well of H2 and Ag(IlO). 

case of light molecules are very similar to the (diffrac­
tive) selective adsorption of atoms, discussed in section 
ILA. There are, however, some interesting differences. 
The laterally averaged zero-order potential in which the 
molecule may be considered trapped after the diffrac­
tive selective adsorption transition is, of course, aniso­
tropic. For a potential V(z,6), where $ is the molecular 
orientation angle, the matrix elements (Jm^V{z,6)\Jmj) 
depend on the magnetic quantum number mj. As a 
result, the resonance levels in diffractive selective ad­
sorption are in general split into magnetic sublevels. 
This feature was pointed out by Chiesa et al.,271 who 
in an elegant experiment observed such splittings for 
H2/Ag(IlO). The effect was used by Schinke and co­
workers263'272 to extract the anisotropic part of the 
H2/Ag potential from the data. Figure 10 from ref 263 
shows the good agreement obtained between the mea­
sured magnetic splittings of the selective adsorption 
resonances and the calculated values from fitted po­
tentials. Magnetic sublevel splitting data was used also 
by Whaley et al.,267 together with other scattering data, 
in their determination of an hydrogen/Ag(lll) poten­
tial. 

The Propensity for Large AJ Transitions and 
the Rotational Rainbow Effect. We consider how 
scattering of molecules substantially heavier than H2 
(for which only a few rotational quantum levels are 
populated in scattering processes at chemical relevant 
energies). The rotational rainbow effect in surface 
scattering was experimentally observed by Kleyn et 
al.,13 who studied the rotational state distribution of NO 
in collisions with Ag(IIl). The experimental rotational 
distributions, especially for the higher J values showed 
a strong dependence on the incidence energy normal to 
the surface, as the latter was varied in the range of 
0.19-0.98 eV, which was indicative of direct inelastic 
(rather than trapping-desorption) scattering. At high 
values of En, the incidence energy normal to the surface 
(for En > 0.3 eV), a broad maximum appeared in the 
distribution of the high J values. Kleyn et al. recog­
nized that this was analogous to the rotational rainbow 
effect observed a few years ago in rotationally inelastic 
atom-molecule scattering, e.g., for Ne-Na2 by Berg-
mann and co-workers273 and for K + CO by Beck et 
al.274 A first treatment of surface rotational rainbows 
(SRR) was given by Schinke,275 who used the rotational 
Sudden approximation. This approximation, a natural 
extension of the Sudden method for diffraction scat­
tering discussed in section II.A, was proposed by Gerber 
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et al.276 for collisions where the incidence energies are 
high compared with both the rotational and diffractive 
energy changes, i.e. 

kz
2»\Gmnf E»\EJ-EJi\ (IV.2) 

for all diffraction states (mn) and for all rotational 
states J that are significantly populated in the scat­
tering process (J; is the initial rotational state). In one 
of the versions of the Sudden approximation the rota­
tional-diffraction transition probabilities are written 
in the form 

*0O,Jmj-*mnsJ'm'j~ \^>mn,J'm'j;OOJmj\ ~ 

'eiGmnRe2i,w^Y*J^(B1Cf,)Yjm/8,<t>)sm 6 

de dct> dR|2 (IV.3) 

where the R integration is over the unit cell area and 
YJmj(6,(j>) is the rigid-rotor (J,/ry) eigenstate. i?(fl,0,0) 
is an elastic scattering phase shift calculated from the 
molecule surface potential V(x,y,z,6,<j>) for each fixed 
value of x,y,d,(j). Schinke275 arrived at a semiclassical-
limit stationary phase evaluation of (IV.3), from which 
the possible existence of both diffractive and rotational 
rainbows becomes evident. If the surface is flat, n de­
pends only on the molecular orientation 6 with respect 
to the surface normal. It can readily be shown that as 
the classical limit is approached 
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(the indices mn,mj are irrelevant for a flat surface and 
were dropped). The "stationary phase" value 0S is given 
by the solution of276 

J'-J= AJ = 2 
dy(d) 

36 
(IV.5) 

Rotational rainbows, in analogy to diffraction rainbows 
discussed in section ILA, correspond in this case to a 
singularity of Pj^ as (d2n/d6% = 0 for some transition 
AJ. Equation IV.4 is given for the case when a single 
stationary phase point exists. In general, (IV.5) may 
have more than one solution. It should be noted that 
only the primitive classical limit of PJ-~J diverges: 
Neither the exact Sudden expression nor uniform sem-
iclassical approximations to the latter show such be­
havior.276'277 Barker et al.278 carried out close-coupling 
calculations for the NO/Ag(111) system and have 
shown that reasonable agreement with the experimental 
results can be obtained from a simple potential func­
tion, provided adequate averaging over the initial states 
corresponding to the experimental conditions (in par­
ticular with regard to the finite rotational temperature 
of the incident beam) is carried out. Barker et al.278 

have also carried out classical trajectory calculations, 
which confirm the rainbow interpretation for the model 
potential used. Voges and Schinke279 carried out both 
Sudden and close-coupling calculations using the po­
tential function 

V(z,6) = A(z- a cos 9 /3 cos2 8TS - B(z- 5 cos 0)-3 

(IV.6) 

which differs from the one used by Barker et al.278 in 
being asymmetric with regard to the N and the 0 ends 
of the NO molecule due to the presence of odd powers 
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Figure 11. (a) Sudden approximation 0 — J transition proba­
bilities vs. the rotational quantum number J (upper scale) or 
rotational energy transfer Erot (lower scale), (b) As in (a), but 
shown on a Boltzmann plot, (c) Comparison of experimental and 
theoretical rotational state distributions. The theoretical results 
were averaged over the initial state distribution (Trot = 50°). 
(Reproduced with permission from ref 263. Copyright 1984 by 
D. Reidel Publishing Co.) 

of cos 0. This modification of the potential proved 
important, for it leads to a second weak rainbow at low 
J values (in addition to the main one at high J). While 
this rainbow is hard to identify explicitly in the ex­
perimental data, it resulted in improved agreement with 
the experimental final state distributions at low J 
values. Results are shown in Figure 11. Similar 
quantitative observations on the role of odd cos 6 terms 
in the potential were made by Tanaka and Sugano,280 

who used the Sudden approximation. While all this 
presents a strong case for the interpretation of the 
NO/Ag(lll) system as one of direct inelastic scattering 
(at least for En > 0.2 eV) and which provides a mani­
festation of rotational rainbows, there are also dis­
senting views, e.g., Polanyi and Wolf281 and Zamir and 
Levine,282 who argue in different ways, for an inter­
pretation that involves substantial trapping-desorption 
scattering. Given the many uncertainties regarding the 
interaction potential for this system, such an interpre­
tation cannot be ruled out, although it seems less likely 
at the present time. (Treatments of rotationally ine­
lastic scattering that involve the effects of surface vi­
brations will be discussed in the next subsection.) 
Regardless, however, of the specific interpretation 
adopted for the NO/Ag experiments, the theoretical 
evidence that rotational surface rainbows should occur 
in certain conditions is a very compelling one. It should 
be desirable to search experimentally for this effect in 
new systems, preferably in cases where the attractive 
potential is weak, and the possibility of trapping-de­
sorption scattering can be excluded. A questionable 
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aspect of the theoretical calculations referred to above 
is that they computed the total rotational state dis­
tribution, summed over all final angles, and compared 
it with an experiment13 that probed the distribution at 
a fixed (specular) direction. At least in the rigid-surface 
calculations, molecules with high final J values are ex­
pected to be scattered into angles much nearer to the 
surface than the low J ones. Perhaps surface vibrations 
are important in "bringing back" the high J states to 
the near specular direction, but theoretical results for 
both angular and rotational state resolved distributions 
are needed, and the consistency with experiment of the 
presently available close-coupling and Sudden results 
for NO/Ag should be examined carefully also with re­
gard to the question of the angular distribution. It 
should be noted that Kleyn et al.283 carried out exper­
iments on the angular distribution of NO scattered from 
Ag(IIl) and found that while the low J states (J < 23.5) 
were scattered near specularly (which supports the in­
terpretation of direct rather than trapping-desorption 
collisions), the J = 40.5 was scattered at higher angles, 
nearer to the surface. 

The range of methods employed to study rotational 
rainbow scattering in the rigid-surface framework is a 
wide one. We referred above to close-coupling calcu­
lations278,279,284 and to the Sudden method275"277'285 which 
for the regime of rainbow scattering appears to be in 
excellent agreement with the exact results.263,279 Clas­
sical calculations provide very useful insight278,281'286'287 

and are helpful in identifying the rotational rainbow 
effect when it occurs. The quantitative reliability of 
classical trajectory calculations is the matter of some 
disagreement. Barker et al.278 point out that they found 
rather large differences between the classical and 
quantum mechanical calculations they carried out for 
NO/Ag. On the other hand, Tully and co-workers206,288 

have reproduced with a classical simulation, using an 
empirical potential (and including surface atom motions 
by the GLE approach) the experimental rainbow 
structure of Kleyn et al.13 almost quantitatively. It 
seems reasonable to suggest that the large difference 
found by Barker et al.278 between their computed 
close-coupling and classical rainbow structures stems 
from the fact that they compared the rotational dis­
tributions from the two methods in calculations that 
included no averaging effects (corresponding to the in­
itial conditions). Classical and quantum mechanical 
results for rainbow structures in scattering processes in 
which averaging is not involved differ considerably 
because of the effect of the singularity present in the 
classical result, because of the penetration of the 
quantum mechanical wave function into the classically 
forbidden regime, which produces a greater spreading 
of the quantum distribution, and because of interfer­
ence effects that always occur in quantum dynamics 
near the rainbow regime.289 Indeed, quantum rotational 
rainbows are, for instance, shifted to lower J values 
compared with the classical ones. However, the dif­
ference between classical and quantum rainbow pat­
terns is drastically reduced, as experience in gas-phase 
calculations shows, when some averaging on initial 
conditions is included. Classical dynamics will do better 
in simulating a realistic experiment, than for idealized 
unaveraged conditions. Another point that should be 
stressed is that Tully et al., in their calculations that 

reproduce the NO/Ag experimental rainbow structure, 
employ a potential function very different from that 
used by Barker et al.278 or Voges and Schinke279 (for 
instance, the lowest energy configuration for the NO 
molecule by the potential of Tully et al. is normal to 
the Ag(IIl) surface, while the potentials of ref 278 and 
279 suggest that the parallel orientation is preferable). 
It is unclear as yet which potential is preferable, and 
the results merely show that the available data for 
NO/Ag(II l ) is insufficient to determine a unique in­
teraction potential. 

In addition to coupled-channel calculations, to the 
Sudden approximation, and to classical trajectory sim­
ulations, also "hard-wall" potential functions can be 
used to model some of the characteristics of rotationally 
inelastic scattering in the rainbow (impulsive collision) 
regime.293-298 Such models do predict the rainbow effect 
and show in general the propensity for large AJ tran­
sitions in high-energy rotationally inelastic molecule-
surface scattering. Nearly all these models treat the 
molecule as a hard rod or a hard ellipsoid in impact on 
a flat surface. Garibaldi et al.293 dealt with an ellipsoid 
colliding with a hard corrugated surface, in which case 
a Rayleigh approximation was used to obtain simplified 
results. Perhaps the most interesting consequence of 
such models is to provide a simple framework of stud­
ying the effects of surface motions on rotationally ine­
lastic collisions. This can be done by extending for a 
hard ellipsoid the "hard-cube" model for atom solid 
energy transfer. Hurst et al.296 and Kubiak et al.297 in 
their studies of rotationally inelastic scattering of NO 
from surfaces have significantly improved on this 
treatment by using a "soft", non-hard-wall interaction 
between the NO and the "cube". 

A new type of surface rotational rainbow structure 
was observed by Elber and Gerber298 in classical tra­
jectory studies of scattering of linear molecules from 
surfaces. In the framework of the Sudden interpreta­
tion of rotational rainbows,275 one can obtain only one 
rainbow maximum for a symmetric linear molecule, 
corresponding to the single orientation at which the 
torque for rotational excitation is maximal. However, 
there are conditions in which double collisions can oc­
cur, in which the molecule after hitting the surface by 
one end, rotates rapidly enough to strike the surface 
with the second end before leaving the interaction re­
gion. For appropriate system parameters two separate 
rainbow maxima may then occur, corresponding re­
spectively to single and to double collision events. Elber 
and Gerber298 predicted the occurrence of such a rain­
bow structure in scattering of CO2 and several other 
molecules from smooth surfaces and observed that the 
occurrence of the effect is very sensitive to the inter­
action parameters. 

Gerber and Elber299 examined the question of 
whether rotational rainbows can show up also in con­
ditions where vibrationally inelastic transitions in the 
scattered molecules are substantial. They carried out 
classical trajectory simulations of (vibrating) I2 scat­
tering from flat surfaces at 2.0 eV, above the energy 
threshold for dissociation. About 50% of the collision 
energy was transferred to rotation, and a rotational 
rainbow structure was found.299 

Diffraction and Rotational Transition. For de­
tailed understanding of the molecule-surface interac-
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tion potential, information will be necessary on both the 
diffractive and rotational transitions in the scattering 
process, including also combined rotational-diffractive 
transitions. Thus, only data of this type can indicate 
how a given molecular orientation interacts with dif­
ferent surface sites. It is a conceptually important aim 
of the theory to calculate the probabilities of such 
processes and to clarify the relation between the cor­
rugation-dependent and anisotropic aspects of the in­
teraction and the rotational and angular distribution 
of the scattered molecules. In view of the very large 
number of open rotation-diffraction channels and 
typical experimental energies, numerically exact, 
quantum mechanical calculations of such processes were 
carried out only in very few cases. Early close-coupling 
calculations that treat both the rotational and the 
diffractive degrees of freedom were carried out by 
Wolken300"302 for H2/LiF(001). Much more extensive 
calculations for this system were recently reported by 
Drolshagen et al.,303 who were able to compute by the 
close-coupling method diffractive-rotational transitions 
at collision energies as high as 0.7 eV. These authors 
found, in fact, that several of Wolken's transition 
probabilities were not converged. Drolshagen et al. used 
their exact calculations to test several approximation 
methods, as will be discussed below. Exact results for 
diffraction and rotationally inelastic scattering of H2 

from corrugated surfaces by a new method that seems 
very promising were recently obtained by Mowrey and 
Kouri.304 These authors provided a hybrid of the 
close-coupling and the time-dependent wavepacket 
approaches (CC-WP), in which the rotational degrees 
of freedom are treated by close-coupling, while the 
translations are described by the FFT time-dependent 
wavepacket algorithm of Kosloff and Kosloff*2'63 dis­
cussed in section ILA. The performance of the method 
in handling efficiently a large body of channels, and in 
constructing economically results at several energies, 
is impressive. As pointed out in section ILA, a major 
advantage of the wavepacket method is that they pro­
vide a single row of the S matrix without involving 
explicitly, or investing effort in, the other transitions. 
The reviewer's anticipating is that this should become 
one of the most important methods in the field. 

The Sudden approximation introduced by Gerber et 
al.276 has the advantage of offering very simple ex­
pressions for the rotation-diffraction transition prob­
abilities in the impulsive collision regime, see eq IV.2 
and IV.3. In addition to numerical applications, the 
method was also employed to derive several scaling 
properties, pertinent to the dependence of the transition 
probabilities Poo,jmj-^mn,j'm'j on the variables (mn), AJ 
= J'-J, and Am = m'j- mj.211 One of the interesting 
predictions of the Sudden approximation for H2-LiF-
(001), and other systems having potential anisotropy 
and corrugation parameters in roughly the same range, 
is that to a good approximation rotationally inelastic 
and diffractive scattering are decoupled in the high-
energy regime; that is (i) the diffractionally summed 
rotational transition probabilities are independent of 
surface corrugation and (ii) the rotationally summed 
diffraction probabilities are independent of surface 
anisotropy. These predictions are confirmed to a good 
degree of approximation by the close-coupling results 
of Drolshagen et al.303 The Sudden predicts also certain 

weak couplings as systematic deviations from the ro­
tation-diffraction decoupling behavior; e.g., rotational 
inelasticity for J = 0 is expected to increase with in­
creasing order of the (m,n) diffraction state. This was 
found to hold for high energies (E > 0.5 eV) but not at 
low energies (e.g., E = 0.1 eV), where rotational energy 
threshold effects become important and the Sudden 
condition breaks down. Detailed tests by Drolshagen 
et al.303 of state-specific transition probabilities which 
have shown that the Sudden approximation (in the 
MDS version278) gives good quantitative results at high 
collision energy (E > 0.5 eV), but at lower energies it 
can only be relied on for trends and for semiquantitative 
properties. It should be noted that H2 is a very unfa­
vorable system for rotational Sudden, due to the large 
rotational energy spacings in this case, so the results are 
very encouraging for the further use of the method. 

Bowman and co-workers305,306 and Sinai et al.307 

studied rotational and diffractive scattering by the 
quasi-classical trajectory method (QCT). This involves 
classical trajectory calculations for the system with "box 
quantization" of the final rotational energies and mo­
menta parallel to the surface, in order to assign each 
trajectory to a quantum rotational and diffraction final 
state. For the diffraction this means rounding the ex­
pressions on the right-hand side of (IV.7) to the nearest 
integers 

where the APx and APy are the momentum transfer 
components of the scattered particle along the surface 
lattice vectors and ax and ay are the lattice constants. 
The QCT approach is not restricted as the Sudden is 
to high-energy scattering, but it ignores interference 
effects that may be important especially in diffractive 
scattering. Drolshagen et al.303 tested the QCT results 
of Saini, Dows, and Taylor307 against their exact 
close-coupling calculations. The QCT was found to give 
a semiquantitatively correct description. At low ener­
gies, it gives results somewhat better than the Sudden. 
On the other hand, it does rather poorly at high energies 
(E = 0.7 eV in the calculations), where the Sudden is 
of quantitative accuracy. 

Hubbard and Miller103 studied diffractive and rota­
tionally inelastic scattering by a perturbation method 
developed in the framework of Miller's semiclassical 
theory of inelastic scattering. The approach is referred 
to by the authors as the semiclassical perturbation 
(SCP) approximation, and it uses, in the case of mole­
cule-surface scattering, a trajectory obtained from a 
flat, isotropic zero-order potential, to calculate pertur-
batively the effect of the anisotropic and corrugated 
parts of the interaction and to provide an integral 
representation of the S matrix elements. This elegant 
approximation was found to give for H2/LiF(001) re­
sults in good agreement with the close-coupling calcu­
lation of Wolken et al.302 at low energies and with the 
Sudden results of Gerber et al.276 at higher energies. 
The expressions obtained in the SCP approximation are 
conveniently analyzed and can be used to derive various 
properties of the transition probabilities. 

Another approximation applied to rotationally ine­
lastic diffraction scattering of molecules is the mean 
trajectory, Gaussian wavepacket approach of Metiu and 
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Jackson.231 This method is closely related to the sem-
iclassical trajectory approach of De Pristo et al.,227-230 

and both were briefly discussed in section III. In the 
application to H2/LiF(001), Jackson and Metiu find 
quantitatively (but not qualitatively) significant dif­
ferences between their method and De Pristo's, which 
they attribute to the neglect of interference (coherence) 
effects in the latter associated with the use of a classical 
trajectory. The comparisons provided so far by Jackson 
and Metiu231 are only with other approximations, e.g., 
with a version of the Sudden approximation,276 not with 
exact calculations; thus its accuracy is hard to assess. 
The method should in any case be confined to direct 
scattering, since Gaussian wavepackets are employed 
and thus cannot be used for RMSA or diffractive se­
lective adsorption resonances. 

Amj Transitions in Molecule-Surface Scatter­
ing. Such transitions probe directly the reorientation 
of the molecule due to its collision with the surface. 
Consider a molecule in normal incidence to the surface. 
If the surface normal is chosen as the quantization axis, 
then obviously no Amj ^ 0 transitions are possible for 
a flat surface. It was indeed argued by Proctor et al.308 

that Amj transitions if measured (with the surface 
normal as quantization axis) could provide a useful 
probe of surface corrugation. Amj transitions of this 
type in which the molecule changes its angular mo­
mentum vector in perpendicular to the surface plane 
can be studied only in calculations that include both 
rotational and diffraction channels. The first such 
study was by Proctor et al.,308 who used the Sudden 
approximation, as given in eq IV.3, to calculate Amj 
transitions in normal incidence of H2 upon corrugated 
surfaces. Extremely weak mj changing transitions were 
found for realistic values of the corrugation. This is 
dictated in part by the geometry involved, in particular 
the high symmetry of the (rectangular) unit cells used, 
which leads to cancellation effects leaving only a very 
small residual torque that can provide rotational ex­
citation about an axis normal to the surface. The rel­
ative flatness of the surface, even at the higher corru­
gation values used, is another reason for the near mj 
conservation found.208 Proctor et al. showed, however, 
formally that given sufficient corrugation, Amj rainbows 
may occur. This is an effect of propensity for high Amj 
transitions involving in the classical limit a singularity 
in Poo,jo-~mn,j>m>j as a function of m'j. Physically, the 
molecule then hits a "hard cap" (a surface atom) at an 
orientation that gives it a maximal torque for rotating 
in the surface plane. Proctor and Kouri309 then dem­
onstrated by calculations on Cl2 scattering from a cor­
rugated surface that such rainbow maxima may indeed 
be of observable magnitudes for models of realistic 
parameters. The calculations of Proctor and Kouri used 
the Sudden approximation for the diffraction but 
treated the rotational channels by close coupling 
(DSCCR method).309 Whaley and Light310 took a dif­
ferent approach to the calculation of Amj transitions: 
They solve numerically a convenient zero-order mul­
tichannel scattering problem, say rotationally inelastic 
scattering from a flat surface, constructed to include the 
strong transitions. The weak Amj transitions are then 
obtained by a first-order distorted wave treatment of 
the surface corrugation effect. Whaley and Light refer 
to this as the multichannel distorted wave Born ap­

proximation (MDW).310 LiIl and Kouri311 reported 
numerically exact, close-coupling calculations of Amj 
transitions and found that the DSCCR and MDW are 
typically of comparable accuracy, except for specular 
scattering where the DSCCR is preferable. 

So far, there has been no experimental demonstration 
of Amj j£ 0 transitions. An interesting effect that is 
related to this question was measured by Luntz et al.312 

Studying the scattering of NO from Ag(IIl) these au­
thors found that the scattered molecules are strongly 
rotationally polarized, that is, the scattered molecules 
have a nonuniform distribution of the magnetic quan­
tum number m,j for a given J value. The degree of 
rotational polarization was found to depend strongly on 
the final J state and on the incident energy and an­
gle.312,313 The effect has been at least qualitatively ex­
plained by Lauderdale et al.,314 who used quantum 
close-coupling calculations, and by Kleyn et al., who 
pursued classical trajectory simulations.313 In their 
elegant interpretation, Lauderdale et al. point out that 
the rotational polarization observed is mostly due to the 
fact that mj distribution is almost unchanged by the 
collision, while the incident J distribution is greatly 
changed due to the large rotationally inelastic scatter­
ing; the net effect is a polarized final rotational state 
distribution. Another effect that plays a role is of a 
"dynamical" nature: Molecules which initially are at, 
say, mj = 0 undergo strong rotational excitation, since 
many of the orientations of the molecule are suitable 
for high torques upon impact. Kleyn et al.313 found 
from their classical simulations that both effects are 
necessary to interpret the measured polarization. 
However, while for low J values the trajectory simula­
tion fitted nicely the experimental results, there was a 
significant discrepancy for the high J. They suggest 
that the energy exchange with the surface may affect 
the polarization results of these final states. 

Finally, in conclusion of this subsection, it should be 
useful to return to the question that was at the back­
ground of many of the discussion points raised: To 
what extent can rotationally inelastic scattering ex­
periments, when quantitatively analyzed by the theo­
retical methods discussed here, lead to the determina­
tion of a reliable anisotropic molecule-surface interac­
tion potential. One of the best cases, if not the best in 
that respect, is the hydrogen/Ag(lll) system discussed 
earlier. Whaley et al.267 fitted rotationally inelastic and 
(diffractive) selective adsorption data for the H2, D2, 
and HD isotopic species, measured by Sibener and co­
workers over a range of incidence energies and angles. 
The potential determined was of the form 

V(z,6) = V0(z) + V2[Z)P2(COs 6) (IV.8a) 

where the isotropic part was taken in the form 

V0 = V0«(z) + V0
A(z) 

= Ae-Q(2-2°> - Bf(z)-o (IV.8b) 
z3 

where f(z) is a cutoff function going smoothly from /(0) 
= 0 to f(z) = 1 for large z. The anisotropic component 
is given by 

V2(Z) = PRV0
R(z) + /3AV0

A(z) (IV.8c) 

/3A. PR> and parameters in V0(z) were varied to fit the 
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data. The form of eq IV.8a is suggested by ab initio 
theoretical studies. Whaley et al. were able to arrive 
at a set of parameters that fitted to a satisfactory degree 
and consistently the wide range of data available. 
Moreover, the potential determined is in good agree­
ment with the ab initio potential of Harris and 
Liebsch.315 Thus, at least in optimal cases, the state of 
the art is approaching a level where an extensive set of 
experimental data can be used to determine an aniso­
tropic molecule-surface interaction of quantitative ac­
curacy. 

B. Phonon Participation in Rotationally Inelastic 
Collisions 

While evidence was presented that in some cases the 
rigid-surface model can be directly useful in the inter­
pretation of experimental rotationally inelastic scat­
tering data, a major effect of surface vibrations is the 
rule rather than the exception in such processes. 
Trapping-desorption scattering of molecules is obvi­
ously a case where typically extensive accommodation 
of the rotations to the surface vibrations is found, but 
the role of phonons can be, and generally is, very im­
portant also in direct collisions. Mechanistically, one 
may have direct energy exchange between the rotational 
mode and surface phonons, as well as important indirect 
effects such as the one due to competition between the 
rotation and the phonons for the fixed available amount 
of collision energy. The possible variety of phonon 
participation channels in rotationally inelastic scattering 
is very large. 

In an inherently complicated topic, the simplest ap­
proach for describing the effect of surface motions on 
rotational energy transfer is probably the one based on 
combining the hard, flat surface model for rotationally 
inelastic treatment, mentioned in subsection A 
above,295'296 with the "hard-cube" treatment of atom-
surface scattering, discussed in section III.B.213,214 What 
emerges is a scheme in which a rigid rod or an ellipsoid 
is in impact on a flat, hard cube representing a surface 
atom or group of atoms, the latter being described as 
carrying out independent, thermalized translational 
motion in the z direction before the encounter. It is 
interesting that heteronuclear molecules can be treated 
by the model by placing the molecular mass off the 
ellipsoidal center. This simple model is criticized by 
Zare and co-workers,295,296 who point out that it cannot 
adequately account for the experimental findings, e.g., 
because with realistic mass-parameter values for the 
surface cube it grossly overestimates the inelasticity of 
the collision. To interpret their experimental findings 
on NO/Ag,296 Zare and his collaborators295,296 introduced 
a much improved "soft-cube" model, along the lines 
proposed by Logan214 for atom-solid energy transfer. 
In the improved model the moving surface segment 
with which the molecule collides is still treated as flat. 
However, a realistic potential function with an expo­
nential repulsion and a long distance attractive force 
replaces the "hard wall" treatment. Given its great 
simplicity, the model is very successful in semiquanti-
tatively describing several experimental findings for 
NO/Ag: the existence of rotational rainbow scattering 
and the broadening of the rainbow structure by surface 
thermal motions; the linear dependence of the mean 
rotational energy transfer upon surface temperature296 

(ER) = a{En + D) + bkBT, (IV.9) 

where JSn is the energy normal to the surface and D is 
a constant interpreted as the attractive well-depth. 
However, Kubiak et al.296 found that the model leads 
to unreasonably large trapping probabilities; hence it 
cannot provide a consistent description of the collision 
dynamics in the case of NO/Ag. 

Classical dynamics has probably been the most ex­
tensively employed tool for studying rotationally ine­
lastic scattering from vibrating surfaces. In particular, 
several studies were reported by Tully and co-workers 
using the GLE technique to describe the effect of sur­
face vibrations: Muhlhausen and Serri et al.316 studied 
the scattering of N2 from Ag(OOl), focussing on the 
angular distributions; Muhlhausem, Williams, and 
Tully206,288 studied the scattering and desorption of NO 
from Ag(IIl) and P t ( I I l ) , exploring the velocity and 
the rotational energy distribution of the scattered 
molecules. 

Polanyi and Wolf281 studied NO scattering from two 
classical models of a vibrating solid: One model, the 
single harmonic-oscillator (SHO), represents the out­
ermost surface atom (or surface segment) as an isolated, 
uncoupled Einstein oscillator. The second model, re­
ferred to as the generalized Langevin oscillator (GLO), 
describes that atom as an oscillator affected by friction 
and by a stochastic force, which represents the effect 
of the other (implicit) atoms of the solid. The GLO 
system is thus a simple model in the spirit of the GLE 
formalism. Polanyi and Wolf281 studied the contribu­
tions of the direct inelastic, indirect inelastic, and 
trapping desorption mechanisms to rotational energy 
transfer in the collision process. 

The "molecular dynamics" method that involves a full 
classical trajectory simulation of the colliding molecule 
and of a large number of solid atoms treated explicitly 
(see section III.B) was applied by Elber and Gerber312 

in a study of rotationally inelastic scattering of I2 upon 
high-energy impact on MgO(IOO). In this case, there 
are anharmonic shock-wave-like excitations of the solid 
(discussed in section III.B and ref 199 and 200) that 
cannot be described by the GLE method in its present 
form. 

Recently there has been considerable interest in 
methods that treat the rotational degrees of freedom 
quantum mechanically but nevertheless allow for the 
effect of surface vibrations. Much work in this direction 
was done by De Pristo and his co-workers,229,230,237 who 
employed their semiclassical stochastic trajectory me­
thod, discussed in section III, which treats surface vi­
brations by the GLE approach and describes the in­
ternal molecular states quantum mechanically. Lee et 
al.299 used the method to study rotational and magnetic 
quantum number transitions in H2 collisions with Pt-
(111), showing the rotational-translational energy 
transfer probabilities to be little affected by surface 
temperature. Clary and De Pristo230 studied vibra-
tionally and rotationally inelastic collisions of CO2 with 
Pt ( I I l ) , in which case they simplified the semiclassical 
stochastic trajectory method by applying the Sudden 
approximation to the large manifold of rotational states 
in that system. De Pristo et al.237 explored the role of 
rotational energy transfer in the physisorption dynamics 
of H2 on Cu(IOO). The Langevin force in this case was 
modeled to include also the effect of electron-hole pairs 
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as mentioned in section III. 
Schinke and Gerber318 developed an approximation 

for high-energy scattering of light molecules from solids 
of heavier atoms that involves Sudden approximations 
for the diffraction of the rotational and the phonon 
degrees of freedom. The restrictions on the masses of 
the collider and the solid are to imply conditions where 
energy transfer to phonons (as well as to rotation) is 
small on the scale of the incident collision energy. The 
treatment of the phonons is similar to that proposed 
by Adams and Miller17 in the case of atom-solid colli­
sions. Schinke and Gerber applied their method to 
explore the effect of temperature on the rotational state 
distribution of NO molecules scattered from Ag. Brenig 
et al.319 argued that the Sudden typically overestimates 
the true energy transfer and suggested a simple im­
provement that involves a scaling of the phase shift 
which appears in that approximation (see eq IV.3). In 
test calculations for a simple model system, this im­
proved Sudden method gave results in excellent 
agreement with the exact quantum mechanical calcu­
lations. Brenig et al. used their method to discuss ro­
tational inelastic scattering from a vibrating surface 
modelled by a single oscillator.319 

All the previously discussed methods are based on 
solving approximately the quantum or classical equa­
tions of motion. Zamir and Levine282 follow a different, 
information-theoretic, approach.320 This method in­
troduces an entropy function, which is maximized 
subject to certain constraints, taken to represent dy­
namical restrictions on an otherwise statistical theory. 
Zamir and Levine282 showed that their scheme can fit 
the rotational state distribution observed for NO 
scattered from Ag but only provided one accepts a 
much higher trapping probability than is generally as­
sumed. 

Several properties and phenomena of rotationally 
inelastic scattering from surfaces will be discussed now 
in terms of methods outlined above. 

Validity Conditions for the Rigid-Surface ap­
proximation. This is a fundamental question, already 
invoked in the previous subsection: There is evidence 
that in some cases calculations using a static surface 
model reproduce approximately the correct final rota­
tional state distribution for the scattering process (al­
though, of course, the absolute values of the rotational 
transition probabilities may be largely affected by 
surface vibrations). It is important to clarify the cases 
where this is indeed valid and to establish the physical 
causes of this behavior. Schinke and Gerber318 showed 
that in the Sudden limit discussed above the rotational 
transition probabilities are to first approximation af­
fected by phonon participation only via a Debye-
Waller-type of attenuation factor. Thus, the relative 
probabilities for scattering into different rotational 
states depend only weakly on temperature in the 
framework of the Sudden scheme. A possible inter­
pretation of this result is that under the conditions of 
the Sudden limit the time scale of the collision is short 
compared with that required for phonon-to-rotation 
energy transfer. Also, the Sudden assumes collision 
energies so high that indirect phonon-rotation coupling 
due to competition for the energy is not involved. 

Elber and Gerber317 found by molecular dynamics 
simulations that the static surface model gives ap-
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Figure 12. Histogram of the rotational energy distribution from 
classical trajectory simulations of I2 collisions at 2.0 eV with 
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proximately the correct final rotational energy distri­
bution for high-energy collisions (e.g., E = 2.0 eV) of 
I2 with MgO(IOO), as shown in Figures 12 and 13. This 
seems very surprising since the energy transfer to the 
solid in this case is very high, taking up a large fraction 
of the collision energy (30-40%). The explanation ar­
rived at by comparing classical trajectories for calcu­
lations with or without the participation of solid vi­
brations is as follows: In collisions of a heavy collider 
with a solid of light atoms and fairly stiff vibrational 
force constants, a shock-wave-like excitation of the solid 
typically occurs (see section III.B and ref 199-201). 
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When the colliding species is a molecule, rotational 
excitation also occurs, due to the torque the molecule 
receives in the collision, the latter being determined 
essentially by the orientation of the molecule at the 
instant of impact. Mass ratios and other system pa­
rameters in I2/ MgO are such that the excitation of the 
solid lags slightly in time behind the rotational excita­
tion: The "pressing in" of the outermost surface layer 
atom which causes the onset of the shock-wave occurs 
slightly after the torque that creates the rotational 
excitation has already been administered. In a sense, 
at the initial moment of impact the surface still behaves 
as rigid for a tiny instant of time (~ 10"w s). Hence the 
good agreement between rigid-surface and vibrating 
solid calculations in this case. This, however, is a very 
system-dependent behavior, and in the case of, e.g., 
I2/sapphire the excitation of the solid does not lag be­
hind the rotational excitation and it does affect the 
rotational distribution.201 

A very interesting example of how important features 
of the rotational energy distribution can be similar for 
collisions with rigid and with dynamical surfaces despite 
major differences in the scattering mechanisms in the 
two cases was given by Polanyi and Wolff.281 These 
authors studied NO scattering from a rigid surface and 
from two models of vibrating surfaces that were dis­
cussed earlier in this subsection, the single harmonic 
oscillator (SHO) model and the generalized Langevin 
oscillator (GLO) model. For the rigid surface, rotational 
energy transfer occurred only by direct collisions. In 
the SHO model also indirect scattering (involving 
multiple collisions of the molecule with the surface) 
were found to contribute. For the GLO case, Polanyi 
and Wolff found also substantial contributions from the 
trapping-desorption mechanism. Figure 14 shows a 
Boltzmann plot of the final rotational state distribution 
for all three models. Despite the great difference in the 
dynamics, both the rigid and the dynamical surface 
results give the same essential feature of "bimodal 
distribution", that is, a "Boltzmann-like" behavior for 
the low final J states, and a different behavior for high 
J. As Polanyi and Wolff281 emphasize, this shows that 
one can fit final rotational state distributions by both 
rigid-surface and vibrating surface treatments; thus 
such data alone cannot establish the collision dynamics. 

In specific limits and cases, the relation of rigid-
surface results to the "real" final rotational state dis­
tribution is established and physically understood. In 
general, the question is still largely open. 

The Roles of Direct, Indirect, and Trapping 
Absorption Collisions: We return to the study of 
Polanyi and Wolff251 for an instructive example of this 
question. The trajectories defined by the authors as 
corresponding to a direct collision are those in which 
the molecule reached only one classical turning point 
in its distance coordinate from the surface. Trajectories 
involving three or more such turning points were de­
fined as "indirect". Basically indirect trajectories thus 
represent multiple-collision effects. Adsorption involves 
dissipation of a sufficient amount of energy from both 
the molecule and the surface oscillator into the bulk. 
Polanyi and Wolff found that for the rigid-surface 
model trajectories were direct at E = 0.7 eV, and some 
(~10%) indirect contribution could be found at lower 
collision energies. In the SHO model the situation was 
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Figure 14. Boltzmann plots of the rotational state distribution 
for NO scattering from model surfaces. Rigid surface (RS) results 
are compared with those from the SHO and GLO models. Open 
circles denote the direct component, closed circles the indirect 
one, solid line the trapping-desorption contribution, and squares 
the composite. AU results are for a collision energy of 0.7 eV and 
a surface temperature of 650 K. (Reproduced with permission 
from ref 281. Copyright 1985 by the American Institute of 
Physics.) 

radically changed with almost total dominance of in­
direct collisions at both 0.3 and 0.7 eV (at the latter 
energy ~ 1 0 % of the trajectories were direct). In the 
GLO model, 80% of the collisions at 0.7 eV and ~ 9 5 % 
of the collisions(!) at 0.3 eV were of the absorption/ 
desorption type. The model of Polanyi and Wolff may 
well not correspond to the realistic case of NO/Ag 
studied by Kleyn et al.13 One can draw, however, the 
conclusion that the probabilities of multiple scattering 
events and of adsorption/ desorption processes increase 
rapidly with increased phonon participation. The effect 
of this on the rotational distribution produced by the 
scattering (not including the contribution of adsorp-
tion/desorption events) is shown in Figure 15. It is 
interesting to note that at 0.7 eV the rainbow structure 
of the rigid surface is still evident also for the dynamical 
surface model, although to a much lesser extent. At 0.3 
eV collision energy the dominance of indirect collisions 
is total and destroys the rainbow feature. To the extent 
that the rotational rainbow is present for the dynamical 
surface at the higher collision energy, its position is 
unaltered from the value in the rigid surface calculation. 

Angular Intensity Distribution of Molecules 
Scattered from a Vibrating Surface. For molecules 
scattered from a rigid surface, rotationally inelastic 
collisions could cause a large deviation from specular 
scattering: A molecule undergoing rotational excitation 
at the expense of its z axis translational energy will 
emerge, for nonperpendicular incidence, at an angle 
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Figure 15. Rotational state distributions for scattered NO molecules for the rigid-surface and the SHO and GLO models. The position 
t/max corresponds to the energy present in the diatom before the collision. 

higher than the specular one (measured from the nor­
mal to the surface). In particular for cases where a 
pronounced rotational rainbow occurs, the effect could 
be quite large. It is important to study the situation 
for a realistic, vibrating surface and to test the pre­
diction against experiment. Several such studies were 
pursued by Tully and his collaborators,288'316 by the 
GLE approach. Mulhausen et al.316 explored N2 scat­
tering from Ag(OOl) for incidence energies between 7 
and 96 kJ/mol and for surface temperatures between 
205 and 600 K. Figure 16 shows the calculated angular 
intensity distributions of the scattered molecules in 
comparison with the experimental results. It is evident 
first that the agreement between experiment and theory 
is a good one and second that the scattering is centered 
at a near specular direction. The small shift of the 
intensity peak from the specular direction indicates that 
phonon participation essentially cancels the effect of 
rotational energy transfer (as in a rigid-surface case) to 
produce a deviation from the specular direction. The 
rotational inelasticity is large in this system, although 
N2/Ag(OOl) is, in relative terms; a case of low anisot-
ropy. It appears from the study by Muhlhausen et al.316 

that the effect of rotational energy transfer on the an­
gular distribution is much smaller than that of the 
corrugation. One experimental manifestation of this 
is that beams of Ar and of N2 of the same incidence 
velocity show remarkably similar angular intensity 
distributions. In a more recent study288 Muhlhausen 
et al. showed that they could reproduce well the angular 
intensity distribution for NO scattered from NO on 
Ag(IIl), measured by Asada.321 Also in this case the 
angular distribution is more sensitive to corrugation 
than to rotational energy transfer. 

In the study of rotationally inelastic scattering from 
vibrating surfaces, the difficulties of fitting a reliable 

potential to the data are even greater than in the rig­
id-surface case. Tully et al.316 used in their studies 
empirical potentials of the following type 

V=EV 1 (^rLr 2 ) + 
(z Z0)9 

D + E cos2 6 

(z - Z0)
3 

(IV.10) 

given for the homonuclear case of N2, where ^ ( r ^ , ^ ) 
are pairwise potentials between the molecule and the 
surface atoms, taken in the form 

Vi(I^rLr2) = A[e-alr'-r<l + e^1^] + Be-^+^l2-^ 
(IV.ll) 

where r ; is the surface atom position, T1 and r2 are the 
N atom positions, a, A, B, C, D, E, and Z0 are all pa­
rameters. The last term in (IV. 10) is the long-range 
dispersion force (fluctuating image-dipole interactions 
between the molecule and the surface) which is taken 
in a form suggested by Drude's model. Otherwise the 
interaction is empirical and must be fitted to data. It 
is hard to assess the extent to which such interactions, 
when fitted to the limited data available, can indeed be 
regarded as realistic and quantitative. 

Finally, it is important to bring up the question of 
the possible role of electron-hole pair excitations on 
rotational energy transfer. Nearly all studies so far 
assumed that phonons are the only surface modes to 
play an significant role in rotational transitions, which 
seems reasonable in view of the low frequencies of ro­
tational motions but is by no means certain. De Pristo 
et al.237 in a recent study included electron-hole pair 
effects in an essentially phenomenological way in the 
stochastic and friction GLE forces acting on the col­
liding molecule. When the scheme was applied to 
physisorption dynamics of H2 and D2 on Cu(IOO), a 
crucial role was suggested for electron-hole pair exci-
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tations in determining sticking probabilities. In fact, 
electron-hole pair excitations (together with phonon 
contributions) were found to prevail over rotational-
to-translational energy transfer as a mechanism for 
sticking. While the quantitative reliability of the 
treatment of electron-hole pairs is in doubt, the sug­
gestions of the authors are very interesting and should 
stimulate further work on this question. 

C. Vibrational Deactivation and Excitation 

Experiments for measuring vibrationally inelastic 
scattering from surfaces under well-defined single col­
lision conditions are fraught with difficulties. There has 
been much less progress on this topic so far than in the 
study of rotational energy transfer. Pioneering exper­
iments by Fenn and co-workers322,323 involved infrared 
spectroscopic measurements of vibrationally excited CO 

and CO2 molecules produced by molecular beam scat­
tering from a polycrystalline surface. In this case the 
final vibrational populations are determined by an ab-
sorption/desorption mechanism with complete or nearly 
complete accommodation to the surface temperature. 
Asscher et al.25 reported studies of vibrationally excited 
NO produced in scattering from Pt ( I I l ) . The angular 
distribution in this case, of the cosine type, also suggests 
a trapping-desorption mechanism. Using a simple 
rate-equation scheme, Asscher et al.323 were able to 
extract rates for vibrational excitation and deexcitation 
from the experimental data. Zacharias et al.23 reported 
molecular beam experiments on the scattering of vi­
brationally excited NO from LiF(OOl). The early 
measurements gave very questionable results of almost 
100% probability of deactivation. This, however, was 
withdrawn in a more recent study of the same group, 
which produced a much lower upper bound estimate for 
the deactivation probability.324 Misewich et al.225 

measured the deactivation of the v = 1 vibrational level 
of the asymmetric stretch mode of CO2 from Ag, Ni, and 
stainless-steel surfaces. In a later study, Apkarian et 
al.326 continued this work so as to determine the deac­
tivation probability of CO(D = 2) and of CO2(IOl) on 
polycrystalline silver surfaces, and Misewich, Houston, 
and Merrill227 reported their results on vibrationally 
inelastic surface scattering of CO and CO2. The above 
studies by the Cornell group of Houston, Merrill, and 
their co-workers were interpreted by a trapping mech­
anism, followed by transfer of the vibrational energy 
into electron-hole pairs.326 Two recent experimental 
studies of vibrationally inelastic scattering of NO from 
single-crystal silver surfaces are by Misewich and Loy328 

and by Rettner et al.329 In the experiments of Rettner 
et al.,329 direct vibrational excitation of NO from Ag-
(111) was measured as a function of incident kinetic 
energy and of surface temperature. A strong depen­
dence on T8 was found, which led the authors to propose 
an electronic mechanism for the excitation.329 The 
above survey of experimental results indicates that 
progress in the field is very recent and that the first 
successful quantitative measurements of vibrationally 
inelastic scattering data date from the last 2 years or 
so. The unavailability of such data until just recently 
limited greatly theoretical progress in the field. Fur­
thermore, even for gas-phase molecule-atom collisions 
reliable calculations of vibrational deactivation rates are 
extremely difficult.330 Vibrational transitions are much 
weaker than rotational ones and are therefore much 
more sensitive to details of the potential energy surface. 
Sufficiently accurate potential surfaces are only rarely 
available. 

One of the earliest models for vibrational deactivation 
in molecular scattering from surfaces was proposed by 
Gerber, Beard, and Kouri.331 The model is restricted 
to high-energy impulsive collisions and makes the 
drastic simplification of a static-surface assumption. On 
the short time scale of fast collisions, energy transfer 
from the high-frequency vibration of the molecule to 
the soft phonons of the crystals seems unlikely, since 
a very high-order multiphonon process is required. 
Multiphonon excitation at the expense of some of the 
high translational energy of the collision should defi­
nitely occur but will probably not affect the relative 
importance of the vibration-to-translation (V-T) and 
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vibration-to-rotation (V-R) mechanism, which is the 
focal point in the study of Gerber et al.331 Following 
a similar method that proved successful in treating 
vibrational deactivation in gas-phase atom-molecule 
collisions,332 the authors used a Sudden approximation 
for the rotational states in the process, and assuming 
weak vibrational inelasticity, the latter was treated by 
a distorted-wave Born approximation. In the final ex­
pression obtained for the vibrational deactivation 
probability, a major role is played by "energy gap 
factors" of the form g„v;«-v s exp|-a(Ert + Ej- (En^ 
+ Ej)/hv\. Here a is a range parameter of the inter­
action potential, v denotes the collision velocity, En and 
Ej are respectively the initial vibrational and rotational 
energy, and J' is a given final rotational state. The 
approximation was applied to several model systems of 
molecular collisions with surfaces at collision energies 
in the electronvolt range.331'333 The model predicts in 
these cases a strong propensity for a V-R over a V-T 
deactivation mechanism. Experiments reported thus 
far do not correspond to the conditions assumed in the 
model (very high collision energies, non-metal surfaces, 
etc.), so it is unclear as yet whether the V-R mechanism 
is indeed correct. 

Lucchese and Tully334 explored the vibrational 
deactivation of NO in collision with LiF(OOl), for con­
ditions corresponding to the experimental study of 
Zacharias et al.23 The authors used classical dynamics 
with a GLE representation of the role of surface pho-
nons. They report very low vibrational accommodation 
coefficients, of the order of 2 X 10"3, much smaller than 
the current upper bound estimate from the revised 
experiments.224 Lucchese and Tully found that the 
main receiving mode for the released vibrational energy 
in their study were the surface phonons, the role of 
rotational and translational modes being much weaker. 
It should be noted that classical calculations of vibra­
tional deactivation could be in substantial error in cases 
where the deactivation probability is extremely low, 
since for very weak processes quantum corrections are 
typically nonnegligible. A very extensive study of vi­
brational deactivation of CO2 by Pt(IIl) was made by 
Clary and De Pristo,230 using the semiclassical stochastic 
trajectory method reviewed in previous sections, with 
a full quantum treatment of the vibrational modes and 
a Sudden approximation for the rotational motion. 
Clary and De Pristo230 carried out calculations for 
several initial vibrational states of the CO2 molecule. 
They found the vibrational deactivation probabilities 
to be sensitive to surface temperature in the cases where 
the probabilities are small and to be rather independent 
of T8 when the probabilities are relatively large. In all 
the processes studied, trapping probabilities were quite 
large, even at high surface temperatures. The authors 
thus find that a trapping-deSorption mechanism for 
deactivation seems most likely for systems of the type 
explored. In comparing their results with experiments 
by Houston, Merrill, and co-workers325 (for surfaces 
other than Pt(IIl)) Clary and De Pristo find that the 
theoretical deactivation probabilities are smaller by 
orders of magnitude than the experimental one. The 
authors finally suggest that deactivation in the exper­
iments of Misewich et al.325 on CO2/Ag, C02/Ni, etc. 
is probably due to a trapping-desorption energy in 
which the deactivation occurs in the trapped state via 

near resonant energy transfer to either electron-hole 
pairs (not included in the model) or to molecular ro­
tations, an interpretation indeed offered by Misewich 
et al.325-326 

There are thus indications that electron-hole pairs 
may provide the dominant mechanism for vibrational 
deactivation of molecules by metal surfaces, at least in 
the case of trapping-desorption scattering. A full 
treatment of the collision process that includes the 
effect of electron-hole pairs in the deactivation was not 
given as yet. However, insofar as one is dealing with 
trapping-desorption scattering with sufficiently long 
residence times of the molecule on the surface, esti­
mates of the electron-hole pair mechanism for vibra­
tional deactivation of bound adsorbed molecules be­
come relevant. This clearly emerges from the studies 
by Asscher et al. of NO on Pt, in which case the mol­
ecule is essentially temporarily chemisorbed on the 
surface.25'323 Estimates of the lifetimes of vibrationally 
excited molecules, fixed at some distance from the 
surface or adsorbed on it,334'336 give typically values in 
the range of 10~3-10~12 s. Such values are definitely 
consistent with the interpretation of deactivation as 
occurring by trapping followed by energy transfer into 
electron-hole pair excitations. A positive, direct proof 
of the mechanism is, however, not available as yet. 

A mechanism distinct from, yet related to, that of 
electron-hole pair excitation is one based on long-dis­
tance dipole-dipole near resonant energy transfer from 
the molecular vibration to surface plasmons. The fea­
sibility of this mechanism depends on the availability 
of a surface plasmon mode at the appropriate fre­
quency. A treatment of vibrational energy transfer by 
this mechanism, based on the classical electromagnetic 
theory of an oscillating dipole coupled to a metal, was 
worked out by Brus.338 It is closely related to the theory 
proposed by Chance, Prock, and Silbey for the transfer 
of electronic energy from an excited molecule to a 
metal.339 This mechanism can be effective over very 
long distances (order of 102 or 103 A), thus being quite 
related to trapping effects. An experimental search for 
demonstrating this mechanism should be of interest. 

Finally, an interesting and potentially important 
mechanism for vibrational excitation of molecules in 
collision with surfaces, based on temporary transfer of 
a surface electron to the molecule, was put forward by 
J. W. Gadzuk. This so-called "surface harpooning" 
model340 will be discussed in the next subsection dealing 
with nonadiabatic processes. 

The theory of vibrational energy transfer in mole­
cule-surface collisions is at an early formative stage. As 
stressed at the beginning of this subsection, reliable, 
quantitative experimental data on such processes has 
become available only in about the last 2 years, and 
certainly the experimental studies on this topic are 
rapidly gathering momentum. It seems reasonable to 
anticipate a period of quite exciting activity for theory 
in this field in the immediate future as much stronger, 
quantitative interaction with experiments is established. 

D. Nonadiabatic Energy-Transfer Processes 

The electron-hole pair excitations in atom and mol­
ecule-surface scattering, discussed in sections III.D and 
IV.C, respectively, are nonadiabatic processes, since a 
change of electronic state due to coupling with nuclear 
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motion is involved. In the present subsection we focus, 
however, on nonadiabatic processes in which the elec­
tronic transition that occurs is associated with states 
of the colliding molecule or atom. 

A nonadiabatic mechanism that can result in vibra­
tional excitation, even dissociation, of molecules col­
liding with a surface, was proposed and extensively 
pursued by Gadzuk and Hollo way.339-344 The mecha­
nism may qualitatively be described as follows: Sup­
pose that the electron affinity of the molecule and the 
work function of the surface are such that as the mol­
ecule approaches the solid, a surface electron can hop 
to the molecule, to form a transient molecular ion. Due 
to the change in the electronic potential energy curve, 
vibrational transitions will occur, described by 
Franck-Condon overlaps. On the way out from the 
surface, the electron can hop back from the transient 
negative ion to the solid. Again, vibrational transitions 
are induced. In the process as described, the scattered 
molecule is the same neutral species as that which en­
countered the surface. Due to the intermediate 
charge-transfer processes, vibrationally inelastic tran­
sitions will typically have taken place, however, at the 
expense of the collision energy (and possibly also the 
energy of the surface electron). The energy level 
structure assumed in Gadzuk's scheme is shown in 
Figure 17. This electron-transfer mechanism is related 
to that of the so-called harpooning reactions (between 
alkali atoms and halide molecules)289 and to the 
Bauer-Fisher-Gilmore mechanism345 for electronic-to-
vibrational energy transfer in the gas-phase, hence the 
term "surface harpooning" used by Gadzuk for its de­
scription. As for the quantitative formulation of the 
model, several levels of approximation were presented. 
One version342 follows essentially the Tully-Preston 
scheme346 for quasi-classical calculations of nonadiabatic 
transitions. Classical trajectories are pursued on the 
pertinent diabatic potential energy curves of the system 
(see the schematic Figure 17), until a crossing with 
another potential energy surfaces is reached. At this 
point, hopping to the second surface is allowed, the 
weight for such an event being taken from the familiar 
Landau-Zener expression for transition probabilities 
in electronic curve crossings. By continuity conditions, 
initial values are obtained for continuing the trajectory 
on the new surface.342 Such a calculation is carried out 
to the completion of the collision process, trajectories 
being calculated for a sufficient number of initial con­
ditions. Other versions involve different, often more 
drastic approximations, which thus result in simpler 
expressions; e.g., harmonic approximations were used 
by Gadzuk and Holloway344 for the potential energy 
curves in the crossing region; effects of molecular ori­
entation with respect to the surface were ignored; a 
mixed classical/ quantum mechanical treatment was 
pursued in which the incoming molecule is described 
by a single classical trajectory and the crossing harmonic 
oscillators by quantum mechanics.344 Physically, the 
crucial parameters which determine the importance of 
vibrational excitation and related processes by the 
surface harpooning mechanism are (1) the magnitude 
of the Landau-Zener surface-hopping probabilities at 
the potential surface crossings; (2) the location of the 
surface crossings, in particular whether these are at 
configurations that are classically accessible at the given 
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Figure 17. (a) Single electron energy levels of atom or molecule 
approaching a surface. The lowering of the affinity level allows 
a Fermi level electron from the substrate to tunnel into the 
molecule, thus creating a negative molecular ion. This possibility 
is suddenly turned on at a separation Rc where the shifted affinity 
level coincides with the Fermi level, and this corresponds exactly 
to Rc in (b), if curve 1 is regarded as a molecule curve and curve 
2 as a negative molecular ion curve, (b) Diabatic potential energy 
curves as a function of z, the normal distance from the surface, 
of an incident particle initially in some electronic state 1 and with 
kinetic energy K1. The full curve 1 corresponds to an electronic 
state giving rise to a strictly repulsive surface interaction, whereas 
the dashed curve represents a state which allows for a weakly 
physisorbed precursor state with desorption energy e and equi­
librium separation flp. Curve 2 corresponds to an electronic state 
which strongly adsorbs at an equilibrium separation R3. Within 
region II, a diabatic electronic transition from curve 1 to curve 
2 can occur, with the probability peaked at z = Rc, the curve 
crossing point. Nuclear motion in region III proceeds on curve 
2 up to the classical turning point RT. (Reproduced with per­
mission from ref 339. Copyright 1985 by Gordon and Breech.) 

collision energy, and (3) the magnitude and structure 
of the Franck-Condon overlaps between vibrational 
states in the two different potential energy surfaces. 
Unfortunately, these parameters are typically rather 
sensitive to the potentials and accurate potential energy 
surfaces for the pertinent systems are unavailable. 
Holloway and Gadzuk342 reported calculations on vi­
brational excitation and dissociation of N2 and of Cl2 

in collision with a model surface parametrized to rep­
resent a "typical" metal surface. Very recently, Gadzuk 
and Holloway343 applied the harpooning model to NO 
scattering from Ag(IIl) , a system studied experimen­
tally by Rettner et al.329 The authors report that they 
can qualitatively explain the experimental results, in 
particular the strong increase of the vibrational exci­
tation probability with surface temperature.343 Ap­
plications of the surface harpooning model to molecular 
dissociation and to charge-transfer reactions are dis­
cussed in section V. 

The electron-transfer mechanism of Gadzuk and 
Holloway is certainly an interesting and potentially 
useful one. For metal surfaces and for halogen mole­
cules (or other, chemically similar systems) it has a 
strong intuitive appeal. In the case of insulator surfaces 
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and molecules of low-electron affinity, the arguments 
for it are questionable. (Indeed, the Bauer-Fisher-
Gilmore model for gas-phase E-V energy transfer, 
based on the harpooning idea, appears to fail for mol­
ecules such as H2.) For the various systems for which 
it appears suitable, quantitative calculations with the 
surface harpooning model should be most desirable. 
This is an admittedly difficult task, requiring improved 
calculations of potential energy surfaces, their crossings, 
and nonadiabatic coupling parameters. 

A quantitative approach to the calculation of nona­
diabatic transition probabilities in molecule-surface 
collisions was proposed by Sawada et al.347 The scheme 
is an adaptation of the mean-trajectory approximation 
developed by Metiu and Jackson,231 which was dis­
cussed in sections III and IV. Sawada et al. derive the 
approximation from a path integral method, or alter­
natively, from an Eikonal approximation. The for­
malism is built to include electronic energy transfer, 
charge transfer, and phonon as well as hole pair exci­
tations. So far, numerical applications of the equations 
derived were not given. 

V. Reactive Molecule-Surface Collisions 

A. Collision-Induced Dissociation on Surfaces 

We consider now dissociation processes which involve 
impact at high energies of diatomic molecules on 
chemically inert surfaces. The notion of a chemically 
inert surface is meant here to imply that no strong 
binding forces exist between the surface and the mol­
ecule, or its constituent atoms. Dissociation is then due 
to the steep, repulsive part of the molecule-surface 
interaction potential that converts the collision energy 
into internal energy of the molecule to an extent suf­
ficient for overcoming the binding forces. Such pro­
cesses of collision-induced dissociation are of consid­
erable chemical importance and are pertinent to many 
reactions on vessel walls. We shall be interested here 
in their fundamental significance as perhaps the sim­
plest type of chemical reaction at the gas-surface in­
terface. One of the major advantages in pursuing such 
processes is that they can be studied and understood 
in the simple framework of well-defined single collision 
events. This is not the case for reactions having prod­
ucts that stick to the surface. 

In the last few years considerable progress was made 
in the study, and understanding from a first-principle 
point of view, of dissociation induced by collisions with 
surfaces. This has been a consequence of combined 
molecular beam scattering experiments and theoretical 
models and calculations.199-201 The studies reviewed 
here, by Amirav, Gerber, and their repulsive collabo­
rators, deal with molecules such as I2 and ICl in collision 
with single-crystal surfaces of chemically inert insula­
tors, e.g., MgO(IOO), sapphire, and diamond. An ex­
tensive recent review of the subject is available.201 

Given the high collision energies and the heavy col­
liders employed, the framework of classical dynamics 
was used in nearly all the treatments. Some of the 
calculations were extensive "molecular dynamics" sim­
ulations,199-201 such as described in sections III.B and 
IV.B. That is, the classical equations of motion were 
solved for both the colliding molecule and for many 
solid atoms (order of 102-103 atoms). Convergence of 

the results was tested with respect to the number of 
solid atoms used in the calculations. All the calculations 
of this type treated the solid atoms as being initially at 
their equilibrium positions (the classical T = OK limit 
of the solid) to avoid sampling over initial configurations 
of the particles. At least for relatively low surface 
temperatures (T8 < 280 0C) this is not expected to affect 
the results for any of the surfaces studied. In the cases 
of diamond (100) and sapphire (0001) which have an 
extremely high Debye temperature, the approximation 
should be valid even at higher T8 values. Molecular 
dynamics simulations are, of course, rather costly in 
computing time. To provide an additional quantitative 
tool of interpretation which is computationally much 
less demanding, Elber and Gerber348 and Elber et al.349 

developed an impulse-type of approximation. This 
approximation assumes collision energies very high 
compared with the binding energy of the molecule. 
Also, it is assumed that the dissociation dynamics is 
governed by very short-range repulsive interaction; 
hence the (repulsive) potentials between the surface and 
each of the two atoms do not significantly overlap. 
Finally, Elber and Gerber348 employ a truncation of a 
certain multiple collision expansion, the physical con­
tent of which is that dissociation always involves the 
following sequence of events: (1) one end of the mol­
ecule strikes the surface; (2) then a "hard collision" 
between the two atoms of the molecule occurs and af­
terwards the fragments fly away. The main basis of this 
assumption are the "exact" classical trajectories, from 
the analysis of which this behavior was observed. The 
approximation so derived is related to the "sequential 
impulse" model for collision-induced dissociation in 
atom-molecule collisions.350 Effects of surface corru­
gation and of phonon excitation can be introduced in 
this model, although rather crudely, by employing a 
Sudden approximation with regard to the pertinent 
degrees of freedom.349 It appears that the main features 
of the results obtained are, at the high energy of the 
collisions, not very sensitive to the potential used— 
again a consequence of the dominance of the steep re­
pulsive core of the interactions at high energies.201 The 
potentials used were sums of pairwise interactions be­
tween each atom of the molecule and every crystal 
atom. Also within the crystal, a sum of pairwise atom-
atom (or rather ion-ion, as in MgO) potentials was 
employed. Of the systems studied, I2/MgO(100) is 
probably the one for which the potential function de­
veloped is most reliable.199 

We proceed now to discuss some of the main results 
obtained on this topic. 

The Centrifugal Dissociation Mechanism. It was 
found by Gerber and Elber351 from classical trajectory 
simulations of I2 scattering from a rigid surface that 
dissociation occurs by a centrifugal mechanism; i.e., it 
follows high rotational excitation upon impact such that 
the resulting centrifugal repulsion overcomes the 
binding between the atoms. Collisions at orientations 
optimal for direct excitation of the vibrational mode 
(those in which the molecular axis is perpendicular or 
nearly perpendicular to the surface) were found to be 
completely ineffective for dissociation. The effective­
ness of the rotational mechanism stems from the rota­
tional rainbow effect and from the general propensity 
of impulsive collisions with surfaces to high AJ tran-
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Figure 18. Dissociation probability vs. energy for I2 in collision 
with MgO(IOO). Calculations for a rigid surface model and for 
a vibrating solid are compared with experiment. The experimental 
surface temperature was 275 0C. (Reproduced with permission 
from ref 199. Copyright 1984 by Elsevier.) 

sitions as discussed in section IV. The centrifugal 
mechanism, first observed in the case of a rigid surface, 
was supported later by calculations which include solid 
vibrations. The mechanism was tested and upheld also 
in calculations on Li2 dissociation, and on several mass 
symmetric colliders (IBr, ICl).352 

Effect of Energy Transfer to the Solid on Dis­
sociation. One of the most surprising findings in 
comparing theoretical and experimental results for I2 

dissociation in collisions with MgO(IOO) was that the 
calculations using a rigid surface model gave dissocia­
tion probabilities in excellent agreement with the mo­
lecular beam data (over the entire energy range of up 
to 10 eV, over which the process was measured), as seen 
from Figure 18. 

The finding seems strange at first since time-of-flight 
measurements on nondissociated I2 in the same collision 
process showed a kinetic energy loss of the order of 
~ 4 0 % which implies a massive transfer of collision 
energy to the solid.199 Indeed, as discussed in sections 
III.B and IV.B, heavy molecule impact at high energies 
on a crystal such as MgO results in a shock wave ex­
citation that takes up a substantial fraction of the 
collision energy. Classical trajectory simulations that 
included the motions of many solid atoms provided the 
following explanation for the success of the rigid-surface 
model in predicting the dissociation probabilities. As 
a consequence of mass ratios and other parameters, the 
torque for rotational excitation (the magnitude of which 
determines whether dissociaiton will occur) is admin­
istered to the molecule slightly before the onset of the 
shock-wave excitation of the solid; i.e., for a very brief 
time interval (~10~14 s) following impact, the solid still 
behaves as rigid. This is the same explanation that 
accounts for success of the rigid-surface model in pre­
dicting the rotational state distribution of nondissoci­
ated I2 scattered from MgO(IOO). The same is not true 
for the sapphire (0001) surface, where the combined 
mass of the surface atoms in interaction with I2 is nearer 
to that of the collider. Classical trajectory simulations 
show that in this case the onset of the solid shock-wave 
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Figure 19. Dissociation probability vs. collision energy for I2/ 
sapphire(OOOl). +++, vibrating solid simulation; 000, experiment; 
***, rigid surface model. (Reproduced with permission from ref 
201. Copyright by the American Chemical Society.) 
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Figure 20. Angular intensity distribution of I atom fragments 
obtained from I2 collisions with a rigid-surface model of MgO(IOO). 
The collision energy is 9 eV; normal incidence is used. (Repro­
duced with permission from ref 253. Copyright 1984 by the 
American Institute of Physics.) 

excitation does not lag behing the torque on the I2 ro­
tation. Indeed, in this case the rigid-surface model does 
not produce the correct dissociation probabilities, as 
shown in Figure 19.201 It should be stressed that the 
"molecular dynamics" simulations which include surface 
vibrations yield results in good agreement with both the 
experimental dissociation probabilities (Figures 18 and 
19) and the TOF data on the kinetic energy loss, not 
shown here. In conclusion, whether or not energy 
transfer to the solid affects the dissociation probability 
depends strongly on system parameters, both limits 
being manifested in real systems. 

Angular and Velocity Distributions of Dissoci­
ation Products. Elber and Gerber253 found in simu­
lations of I2 scattering from a rigid surface that both 
the angular and the velocity distributions of the reaction 
fragments showed interesting pronounced structures, 
as in Figures 20 and 21. The angular intensity dis­
tribution shows a dip in the specular direction (here 
normal to the surface) and a pronounced rainbow 
structure in a strongly off-specular direction. That the 
peak is indeed a rainbow was supported by the explicit 
expressions of the impulsive model348 which nicely 
produces this effect. The rainbow was found to be due 
to the "hard collision" between the two atoms of the 
molecule that follow the initial impact on the surface. 
Figure 21 shows that the energy distribution of the 
fragments has a double-peak structure. Also this fea-
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Figure 21. Calculated energy distribution for I atom dissociation 
products in I2 scattering from a rigid-surface model of MgO. 

ture is due to the collision between the two atoms that 
follows the initial impact on the surface: The atom 
which was stopped at the surface wall acquired energy 
in the collision with the second atom and emerged as 
the faster of the two. Dissociation dynamics is then 
such that the collision energy is unequally divided be­
tween the fragments. 

Mass Asymmetric Molecules. Bacic and Gerber352 

found in classical trajectory simulations in a rigid-sur­
face framework that molecules of high mass asymmetry 
gave rise to new qualitative features in observable 
properties of the dissociation process that do not exist 
in homonuclear systems. For instance, in the case of 
ICl/MgO (100) two separate regimes can be identified 
in the energy dependence of the dissociation proba­
bilities. The lower energy regime corresponds only to 
collisions where the Cl atom strikes the surface first. 
Only at much higher energies can there be a contribu­
tion to dissociation from "I-first" collisions, which is the 
origin of the second regime. 

It has recently been proposed by Gadzuk and HoI-
loway that their electron-transfer mechanism discussed 
in section IV.B may contribute to dissociation also in 
molecule-insulator collisions, such as in the case of 
I2/MgO(100). The authors do not calculate an absolute 
magnitude for the contribution of the harpooning effect 
and do not suggest which fraction of the total dissoci­
ation may be cause by it. Studies based on the har­
pooning model of dissociation and of charge-transfer 
reactions at surfaces will be discussed in subsection V.C. 
It should be noted that if the transient molecular anion 
which appears in the harpoon model is a relatively 
long-lived one, the angular distributions of both the 
dissociation fragments and of nondissociated I2 cannot 
be in accord with the experiments of Amirav and Ko-
lodney.201'334 It is very questionable if any significant 
contribution of the harpooning mechanism in the cases 
of I2/MgO(100) and I2/sapphire can be expected. 

B. Dissociative Chemisorptlon and Related 
Processes 

A basic feature of the reactions examined in this 
subsection is the central role played by strong chemical 
binding interactions between the surface and the 
reagents or the products in the process. In heteroge­
neous catalysis this is invariably the case; hence the 
great importance attributed to this class of reactions. 
Most of the processes that will be considered are dis­
sociative chemisorption reactions and the reversed re­

actions, associative desorption. However, in principle, 
we define the class of reactions with which this sub­
section deals as all processes in which at least one of 
the initial, final, or intermediate species involved is 
greatly affected by chemisorptive interactions. The 
topic was very actively pursured experimentally, and 
the pertinent literature is extensive. In particular, 
molecular beam studies of dissociation,10 and permea­
tion experiments of desorption following recombination 
on the surface355 were extremely important in exploring 
some of the reactions discussed here. Excellent review 
and overview articles are available on the experimental 
state-of-the-art and on the basic problems in the field, 
e.g., D'Evelyn and Madix,9 Asscher and Somorjai,10 

Cardillo,5 Ceyer and Somorjai,3 Bernasek,356,357 and 
Comsa and David.355 

There has been also a large number of theoretical 
studies of the reaction dynamics. Nearly all the cal­
culations have used classical trajectory methods. Some 
simple methods within the classical framework have 
been proposed, e.g., for interpreting the cos" 0 angular 
distributions (0 angle from the surface normal) with n 
> 1, found for molecules desorbing from surfaces fol­
lowing recombination of atom.358,359 Of the few studies 
that offer a description which includes at least some 
quantum aspects we mention the work of Billing360 on 
inelastic scattering and chemisorption in impact of CO 
on Pt(IIl). Billing used his method, discussed in sec­
tion III.C, that combines a classical description of the 
incoming molecule with a quantum model for the sur­
face phonons. Although it seems reasonable to suppose 
that quantum effects should be negligible for reactive 
scattering for surfaces at room temperatures and above 
and for typical molecular beam energies, this is not 
necessarily always the case. In a recent, very inter­
esting, study by Rettner et al.361 on the dissociation of 
CH4 on W(IlO), evidence of a tunneling mechanism for 
the reaction process was found. 

The largest obstacle to quantiatively reliable theo­
retical calculations of reactions at surfaces is the un­
availability of accurate potential energy surfaces. The 
potential functions used are virtually all semiempirical, 
mostly of the LEPS type,362"371 although also other 
models for the potential surface such as DIM (diatomics 
in molecules)372 were employed. The LEPS models for 
potential surfaces describing the interactions of a dia­
tomic and of a triatomic system with a metal face were 
introduced by Wolken and McCreery in their studies 
of H2 + W(OOl) and H2 + H/W(001)362"365 The ap­
proach is based on a valence bond treatment of four 
electrons for the H2-metal system (and of six electrons 
in the case of H2 + H/metal). In this LEPS model the 
metal is represented as an extended source of electrons 
available for bonding with the atoms of the molecular 
systems. An illuminating analysis of the considerations 
used in the construction of a LEPS model potential for 
a diatomic and a triatomic system in interaction with 
a metal is given by Lin and Garrison, who employed it 
to develop a potential surface for O2 + Ag(IlO) and O2 
+ 0/Ag(IlO).370 Carefully constructed, supposedly 
realistic LEPS-type potential energy surfaces for H2 
interactions with Ni(IOO), Ni(IlO), and Ni(IIl) (the 
analytic form being the same in all cases) was recently 
provided by Lee and De Pristo.373 An important tool 
used by the authors in fitting an interaction is a 
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Figure 22. Definition of the dissociation sites of the H2 molecule 
on Ni surfaces. (100): 1, bridge; 2, atop to bridge; 3, atop to 
fourfold. (110): 1, long bridge; 2, short bridge. (Ill): 1, bridge; 
2, center. (Reproduced with permission from ref 373. Copyright 
1986 by the American Institute of Physics.) 

many-body expansion of the potential energy surface, 
in which the various terms correspond to two-body, 
three-body, four-body, etc. contributions.374 A potential 
surface provides immediate insight into the relative 
importance of different dissociation sites; Figure 24 
defines dissociation sites of H2 molecules on Ni surfaces. 
Figure 23 shows the potential energy surface for H2 

dissociation above the short-bridge site in Ni(IlO). The 
potential is very favorable for dissociation since there 
is no activation barrier, and the curvature at small z 
(distance from surface) transforms translational into 
stretching motion. Figure 24 shows the potential sur­
face for H2 over the long-bridge site in Ni(IlO), and the 
situation is very different, since the curvatures does not 
favor dissociation. A molecularly adsorbed species ap­
pears to be favored in the latter site. 

Many of the reported classical trajectory calculations 
on reaction dynamics at surfaces are within the rigid 
surface model, e.g., ref 362-365,367,370,373, and 
376-379. Tandardini and Simonetta380 tested the rig­
id-surface result for H2 dissociation on Pt( I I l ) 3 7 7 by 
using a model that described surface atoms as Einstein 
oscillators. The calculations for the vibrating surface 
model confirmed the validity of the rigid-surface 
treatment for the system studied. This can probably 
be attributed to the very small H 2 /P t mass ratio, which 
is unfavorable for energy transfer between the molecule 
and the solid atoms. In general, however, rigid-surface 
results must be held suspect, especially when dissocia­
tion is not instantaneous on the time scale of surface 
atom vibrations. Except for the lightest reagent mol­
ecules, the strong coupling characteristic of chemi-
sorption suggests substantial molecule-surface energy 
exchange. Even for H2 the rigid-surface model may not 
work in various cases. For instance, Lee and De Pristo 
noted that the potential energy surface, in particular 
the curvature that couples the molecular translation to 
the dissociation mode, can be very sensitive to small 
displacements of the solid atoms.373 This could give rise 
to a large effect of surface vibrations on the dissociation 
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Figure 23. Potential energy contours for the dissociation of H2 
on the short bridge to center site of Ni(IlO). The coordinates 
are the H-H bond distance and the height of the molecular center 
of mass from the surface. Energies are relative to free H2. A 
trajectory at 0.1 eV initial energy is shown. (Reproduced with 
permission from ref 373. Copyright 1986 by the American In­
stitute of Physics.) 
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Figure 24. As in Figure 23, except that H2 is on the long bridge 
to center side. The short dashed lines are at -0.25, -0.50, and 
-0.75 eV. The initial translational energy of the trajectory is at 
0.15 eV. 

dynamics that does not depend on actual energy 
transfer to phonons. 

Diebold and Wolken381 and Tully372 included the 
effects of solid vibrations on reaction dynamics at 
surfaces by the GLE approach. Fundamentally, validity 
of the GLE could be in doubt only if the energy re­
leased, e.g., upon chemisorption, were so large as to 
affect the secondary atoms of the GLE treatment to the 
point where the harmonic treatment is no longer valid. 
This seems most unlikely. The true difficulty in ap­
plying the GLE, and indeed even the simpler rigid-
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surface scheme, to real cases is that one is dealing with 
largely unknown and very complex interaction poten­
tials, and hence a limited set of experimental data can 
be interpreted by fitting many free parameters. It 
detracts nothing from the important progress in the 
field to caution that a numerically very elaborate cal­
culation which fits (limited) available data may in some 
cases be misleading with regard to the true mechanism 
of the process studied. 

We proceed now to briefly discuss several results of 
classical trajectory calculations in this field, to illustrate 
the very useful insight that can be obtained. 

GeIb and Cardillo376 studied the dissociation of hy­
drogen on copper, using a rigid-surface model, and a 
LEPS-type interaction potential obtained by fitting 
experimental data. With the best potential function 
they could fit, which suggests a substantial barrier (>10 
kcal mol"1) to lateral diffusion on the surface, good 
agreement was obtained with the molecular beam ex­
periments of Balooch et al.381 GeIb and Cardillo found 
that the measured dissociation probabilities were sen­
sitive to details of the potential surface, to the point 
that agreement with the data could only be obtained 
with a sufficiently corrugated surface. It was found that 
the dissociation probabilities did not scale with the 
incidence energy in the normal direction En as the only 
variable. When calculations were carried out for fixed 
En but with different incidence angles, significantly 
different dissociation probabilities were obtained. This 
obviously stresses the importance of pursuing experi­
mental arrangements where the incidence angle and 
kinetic energy parameters can be independently varied. 
GeIb and Cardillo could not, however, explain from 
their model the greater dissociation probabilities found 
in the experiments for D2 than for H2. Diebold and 
Wolken381 argued from trajectory calculations on H2 / 
Cu, with a GLE model for the effect of surface vibra­
tions, that an isotope effect in line with the experiment 
could be obtained and is due to energy transfer. It 
appears, however, difficult to assess if the calculations 
of Diebold and Wolken represent the realistic situation, 
or whether there could be artifacts associated with in­
adequate modeling of the GLE friction term that pro­
duce the large isotopic effect of the calculations. 

Lee and De Pristo373 carried out classical trajectory 
calculations in the rigid-surface framework for disso­
ciation of H2 on Ni(IOO), Ni(IlO), and Ni(IIl) surfaces. 
The authors based their justification for using the rig­
id-surface approximation on experimental data which 
indicated absence of surface-temperature effects on the 
dissociation.383 The potential surface developed by 
these authors is, as noted earlier, one of the most 
carefully constructed examples for reactions of this type. 
Many (though not all features) of the empirical poten­
tial surface are in fairly good accord with those obtained 
from quantum chemical calculations.384'385 An impor­
tant aspect of the comparison with experimental dis­
sociation data383 is with regard to the dependence of the 
dissociative sticking probability on the incident kinetic 
energy. Lee and De Pristo find that for Ni(IlO) the 
sticking probability is independent of initial energy, 
while for Ni(IIl) it increases with incident energy, both 
results being in accord with experiment. On the other 
hand, the corresponding results for H2 + Ni(IOO) are 
not in agreement with experiment, which may indicate 

inadequacy of the potential energy surface in this case. 
Lin and Garrison constructed LEPS potential energy 

surfaces for O2 +. Ag(IlO), O2 + 0/Ag(IlO).370 The 
oxygen/Ag(110) system is an example where, under the 
conditions employed in the experiments, adsorbate-
adsorbate interactions are important, and indeed the 
adatoms form ordered overlayer structures on the metal 
surface. The authors found that the oxygen-oxygen 
antibonding potential had to include electrostatic and 
anisotropic components to account for the observed 
overlayer structures of oxygen atoms in this system. 
Trajectory calculations in the rigid-surface framework 
predicted both dissociative and molecular adsorption 
states, in accord with experiment. 

C. Charge-Transfer and Nonadiabatic Reactions 

This subsection deals with reactions at surfaces in 
which transitions between different electronic states 
occur in the course of the process. The simplest reac­
tions of this kind are those in which an atomic ion 
undergoes neutralization in collision with a surface. 
Note, however, that not all charge neutralization reac­
tions are nonadiabatic: Resonance charge transfer is 
an example of an adiabatic process of this type. 

Early studies of the dynamics of ion neutralization 
in collisions with surfaces were pursued by Tully386'387 

for the case of He+ in collisions with surfaces of Cd, Sb, 
Ga, Pb, etc. at energies typically in the kiloelectronvolt 
range. Tully developed an approach based on a clas­
sical-path treatment of the projectile combined with a 
time-dependent quantum mechanical description of the 
electronic states. Since the electron transferred to the 
ion comes from a band, the expansion of the electron 
wave function in a stationary basis involves continuum 
contributions. The effect of the latter is given in Tully's 
formulation by an approximately derived complex-
valued effective potential. Tully was successful in 
predicting at least semiquantitatively the oscillations 
in the observed angular intensity distribution for the 
neutralization process. 

Newns et al.388 develop simple models for charge 
transfer in inelastic ion atom scattering from surfaces 
that offer penetrating physical insights into the mech­
anisms involved. Also Newns et al. discuss the motion 
of the projectile classically and the electronic states in 
a quantum mechanical framework. They introduce a 
simple model for the interaction and use physical con­
siderations (e.g., with regard to the overlap of Jellium 
orbitals with atomic ones) to obtain convenient ex­
pressions in limiting cases. Auger and resonance neu­
tralization give particularly simple results. Newns et 
al. obtain results in good agreement for experiment also 
for the neutral fraction produced in Li+ scattering from 
W(IlO), a system where a more complicated, nonadia­
batic charge-transfer mechanism is involved. Finally, 
the theory was successfully applied also to H" formation 
in H + scattering from associated W(IlO), a process 
which shows strong dependence on the velocity parallel 
to the surface.388 

Greelings and Los389 reported measurements of neu­
tral Li formation in scattering of Li+ ions from a cesi-
ated W(IlO) surface at energy of 400 eV. They deter­
mined the charged fraction as a function of the work 
function of the surface. The authors interpreted their 
experimental results by a semiclassical model, based on 
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assuming a local electrostatic potential. 
A recent theoretical investigation of ion neutralization 

in scattering from metals was carried out by Battaglia 
and George.390 The authors used a diagrammatic 
time-dependent perturbation expansion and established 
conditions for the validity of first-order perturbation 
theory. Mainly the conditions require a short collision 
time and nonoverlap of the discrete energy level of the 
projectile with the continuous valence band of the solid. 

George and co-workers391,392 studied the probability 
of negative ion formation in positive ion scattering from 
surfaces. The authors went beyond previous ap­
proaches in including the effects of the correlation en­
ergy arising from the Coulombic repulsions between the 
two transferred electrons. Results were given for finite 
temperature T of the metal electrons. Good agreement 
was found with molecular beam experiments on the 
production of H-(D") in scattering of H+(D+) from a 
cesiated surface. 

Holloway and Gadzuk341,342,390 studied the dissociation 
of molecules such as N2 and Cl2 on metal surfaces. 
They proposed an adiabatic model, in which the process 
involves crossing to a potential surface that represents 
formation of an intermediate negative ion A2", which 
then undergoes dissociation when the system recrosses 
again to the neutral potential energy surface. (See the 
discussion of the Gadzuk-Holloway model in section 
IV.) To obtain dissociation probabilities, Gadzuk and 
Holloway first determine the crossing seams between 
the potential energy surfaces involved.341,342 Next, they 
use classical trajectories, transitions between the po­
tential surfaces being calculated when a crossing be­
tween the surfaces is reached, as discussed in section 
IV.D. The authors applied their model to the calcula­
tion of dissociative sticking probabilities in Cl2 collisions 
with a model metal surface. Intuitively, the model 
appears justified for halogen molecule dissociation on 
metals, although the model potential functions used in 
illustrating the calculations are rather simplistic.342 

VI. Dynamics of Trapping and Desorptlon 

A. Mechanisms of Trapping 

The definition of trapping adopted here is that of a 
process in which an atom or molecule incoming toward 
a surface loses an amount of kinetic energy in the di­
rection normal to the surface so as to remain bound in 
the attractive well of the interaction with the solid for 
a time scale longer than that of a direct collision. There 
is considerable merit in the convention advocated by 
Barker and Auerbach8 for using the term "sticking" in 
cases where the attraction to the surface has the 
strength of chemical binding forces (say 10 kcal mol"1 

or more) and to reserve the term "trapping" to systems 
where the interactions correspond only to physisorption. 
However, such a distinction is not always made in the 
literature. As defined above, trapping includes as very 
special cases also selective adsorption or rotationally 
mediated adsorption of molecules, discussed in sections 
II and IV, respectively. These effects exist also for a 
rigid surface and are merely scattering resonances 
(quantum mechanically) or short-lived collision com­
plexes (classically) which do not involve directly any 
accommodation to the solid degrees of freedom. The 
lifetimes associated with such resonances are typically 

of the order of 10~12 s. It is important to note that while 
selective adsorption or RMSA resonances do not involve 
energy transfer to the solid, such processes may well 
play the role of "doorway states", during the lifetimes 
of which coupling of and energy loss of the molecule to 
phonons or electron-hole pairs will ultimately become 
operative. Such a role for these resonances was for 
instance recently suggested by Stiles and Wilkins.394 

Another trapping, or rather sticking, mechanism which 
does not necessarily involve direct transfer of energy 
to surface modes is dissociative chemisorption. Such 
processes were discussed in section V and will therefore 
not be dealt with here. With the exclusion of the few 
exceptions mentioned above, trapping can occur only 
when the atom or the molecular projectile loses energy 
to phonons or to electron-hole pairs. The issue of the 
relative roles of the two mechanisms is a basic one and 
is still not fully resolved. As concluded in section III.D, 
there is considerable evidence that electron-hole pairs 
cannot play a significant role in the case of He, and 
probably also of the other rare gases, e.g., Gunnarson 
and Schonhammer247 and Kirson et al.248 On the other 
hand, calculations suggest that energy transfer to 
electron-hole pair excitation may be the cause of trap­
ping in low-energy collisions of H atoms with metal 
surfaces at low temperature.248 The calculations of De 
Pristo et al.237 on the physisorption of H2 on Cu(IOO) 
show that models which comprise a large role for elec­
tron-hole pairs in the trapping process give very rea­
sonable results. On the basis of the few indications 
available, a significant role for electron-hole pairs com­
pared with the phonon mechanism seems most likely 
for light colliders in chemisorptive interaction with a 
metal surface.248 The interactions between the incom­
ing projectile and the metal electrons must in any case 
be such that the coupling potential can penetrate re­
gions where the surface electron density is relatively 
high, for the electron-hole pair mechanism to operate. 

While energy exchange between the molecule and the 
solid drives the system toward accommodation, the 
latter may not be complete on the time scale of resi­
dence at the surface. The balance between the resi­
dence time and the energy relaxation time of the 
molecule in the trapped state is an important parameter 
in determining the properties of that state. A possible 
limiting behavior in trapping is that of full equilibration. 
The main manifestations of this will be a cos 6 angular 
intensity distribution and a Maxwellian velocity dis­
tribution (at the solid temperature) for the desorbing 
molecules.31 However, even after long residence times 
and complete accommodation to the surface, large de­
viations from the above patterns may appear due to 
interactions that affect the outgoing particles in the 
desorption process. An example of such "final state 
interactions" is in associative desorption, when mole­
cules that emanate from the surface upon exoergic re­
combination of adsorbed atoms give rise to angular 
distributions of the type of cos" 9, n > I.31 In a trapping 
process the time scales for equilibration of different 
degrees of freedom are not in general similar: Tully201 

studied trapping (and desorption) of Ar and Xe on 
Pt(I I l ) and found that the atoms may continue to glide 
in parallel to the surface plane for distances of the order 
of 100 A or more, long after equilibration has set in for 
the motion normal to the surface. Effects of this type, 
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of disequilibrium in at least one of the coordinates, may 
be the cause of significant deviations from the cos 8 
distribution, e.g., in trapping-desorption scattering of 
Ar from Pt(IIl), as found by Hirst et al.395 These au­
thors also found that the mean kinetic energy of atoms 
emerging normal to the surface, presumably after 
having been trapped, was considerably lower than the 
value implied by equilibrium with the surface. Such 
an effect of "translational cooling" was noted by J. C. 
Tully in trajectory simulations for equilibrated adsorbed 
atoms.209 The origin of the effect is in insufficient en­
ergy transfer upon desorption between the molecule and 
the surface. 

The fact that trapping does not imply instantaneous 
equilibration renders it difficult to provide a general, 
unambiguous definition of a trapping event in calcula­
tions. Tully209 defined an atom to be trapped if its total 
energy in the trajectory calculation fell to -3k#T ° r 

lower below the atom-surface dissociation asymptot. A 
similar definition was used by Polanyi and Wolf281 in 
calculations on NO scattering from metal surfaces. 
While these definitions were operationally useful, they 
are neither general nor rigorously based. For instance, 
in calculations on models with relatively shallow in­
teraction potentials, Polanyi and Wolf suggested that 
a drop to below -l.5kBT (from the zero defined by the 
dissociation asymptot) is an adequate criterion for 
terminating the trajectory and assigning the latter as 
a trapping event. Theoretically based criteria are, 
however, not available as yet for defining when a tra­
jectory is "sufficiently equilibrated" to be counted as 
a trapping contribution. 

In conclusion, trapping processes have experimental 
manifestations sufficiently well-defined for measure­
ments of their properties (cos 0-like angular distribution, 
time delay of the molecules leaving the surface com­
pared with those which are scattered directly, etc.). At 
the same time, it is hard to give a precise (and practical) 
definition for a trapping state. Further studies for 
characterizing the disequilibrium properties of such 
states in the transient lapse of time before they become 
fully accommodated (or desorbed) are clearly required. 

B. Trapping and Desorption of Atoms 

The method used to obtain rates of adsorption and 
desorption can be divided into several groups. Classical 
trajectory calculations, allowing by various approxi­
mations for phonon participation in the collision pro­
cess, are one such group and have provided much of the 
present understanding of trapping and desorption dy­
namics. "Molecular dynamics" simulations of trapping 
using a large slab of many atoms to represent the solid 
are probably the most rigorous of this variety. Calcu­
lations of this type were carried out by Barker et al.398 

for a model of Ne colliding with Ag(IIl). Molecular 
dynamics calculations of trapping are feasible when the 
total (adsorption + desorption) rate is large. If the 
adsorption lifetime (inverse of the desorption rate) is 
long, e.g., MO"6 s, the method becomes impractical due 
to the long integration times required. An alternative 
to "molecular dynamics" simulations with a large slab 
target are classical trajectory simulations with a GLE 
representation of the role of phonons. As stressed in 
section III.B, the GLE scheme can in principle be made 
exact. For instance, Riley and Diestler396 gave a nu­

merically exact solution for energy transfer and capture 
when an atom collides with an initially cold, collinear 
harmonic lattice using equations of motion derived by 
Zwanzig for this system397 that are closely related to the 
Adelman-Doll GLE. Riley and Diestler used their exact 
benchmark results to test several approximations to the 
memory kernel, of the types employed in realistic ap­
plications of the GLE approach. When the results for 
a wide range of the gas-to-solid atom mass ratios and 
of the force constant parameter value were examined, 
the friction "kernel" approximation as used by Shugard 
et al.207 was found in serious error in some cases in 
predicting the critical energy below which trapping 
occurs. This may not be relevant to most uses of the 
GLE, but systematic tests of this method in the trap­
ping regime (examining the friction kernels employed 
in realistic cases) are clearly desirable. Penetrating and 
realistic (within the GLE scheme) studies of trapping 
and desorption were carried out by Tully209 for Ar and 
Xe scattering from Pt(IIl) and by Muhlhausen et al. 
for scattering of NO from Ag(IIl) and Pt(IIl).288 

When the adsorption-desorption process is very slow, 
of the time scale of 1O-6 or more, direct GLE simula­
tions, as those of "exact" molecular dynamics become 
rather difficult. To deal with such cases, in which e.g., 
the desorption of a molecule from a surface is a very 
infrequent event, Grimmelman, Tully, and Helfand398 

introduced a most elegant device: Following an idea by 
Keck,399 they wrote the desorption rate as a product of 
a factor that is the prediction of transition-state theory 
for the rate times a "dynamicsl factor". It an be shown 
that in conditions of "infrequent dynamical events", the 
dynamical factor can be obtained from calculations of 
a limited set of relatively short-time trajectories. The 
transition-state value of the rate constant can be ob­
tained without trajectory computations, e.g., by Monte 
Carlo method. 

Among the simplest classical trajectory methods used 
to calculate trapping rates are the "hard" and "soft 
cube" models, as discussed in sections III and IV. On 
the whole, it appears that when used with the most 
realistic, physically justifiable parameters such models, 
including the much more refined "soft cube" schemes, 
considerably overestimate the true trapping probabil­
ities, e.g., Kubiak et al.297 

A very important class of methods for obtaining 
thermal desorption and trapping rates is based on using 
transition-state theory (in some version, with dynamical 
corrections).400-410 The expression of transition-state 
theory (TST) for the desorption rate R is given by 

R = -ff ^ exp(-EJkBTs) (VLl) 

where E& is the activation energy, Ts the surface tem­
perature, Qt the partition function for the activated 
complex (not including the reaction coordinate), and 
Q the partition function for the (adsorbate + surface) 
system. The main difficulty with the theory is in de­
fining the transition state for the desorption process. 
One possible choice is to assume that the transition 
state is located at infinite distance between the adsor­
bate and the surface. This definition was employed, for 
instance, by Garrison and Adelmann,403 who derived on 
this basis an expression for the rate of a one-dimen­
sional desorption of an atom from a solid. The sim-
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plicity of the TST theory make it possible to derive very 
convenient explicit forms for both the temperature-
dependence and average dependence of the desorption 
rates. Applications to both diatomic and polyatomic 
desorbing species were given, and results are generally 
in good accord with experiment, e.g., the study by Pfnur 
et al.404 on CO desorption from metal surfaces, and the 
treatment of Redondo et al.405 on NH3 desorption from 
Ni(II l ) . Important contributions to the theory of 
trapping on surfaces and of desorption based on the 
transition-state method and its extensions were made 
by Doll and Adams.405"410 Thus, these authors405 treated 
atom desorption from solids by a generalized version 
of Slater's theory for unimolecular reactions, which was 
shown to be equivalent to a transition-state treatment. 
The same authors developed a Monte Carlo scheme for 
the evaluation of the TST thermal desorption rates406 

in which the evaluation of averages over an ensemble 
representing the adsorbed system is required. They 
gave applications to desorption of Ar and Ne from solid 
Xe.407 Adams and Doll408 showed that dynamical cor­
rections to TST can be introduced, involving trajectory 
calculations, such that in principle the corrected theory 
could be made exact. However, as in the closely related 
study by Grimmellmann et al.,398 such a scheme could 
be practically applied also in cases of long adsorption 
lifetimes, where direect trajectory simulations are no 
longer feasible.410 

A method for calculating thermal desorption rates, 
based on a classical stochastic diffusion theory (CSDT), 
was put forwared by Redondo et al.411 When applied 
to give simple expressions for the desorption rate, the 
CSDT approach assumes that the desorption occurs 
along a path normal to the surface. At least in this 
version the CSDT approach appears equivalent or very 
similar to the TST result (without dynamical correc­
tions). 

It should be noted that while TST is very successful 
in interpreting thermal desorption rates, it is not built, 
in its present form, to describe velocity or angular in­
tensity distributions of particles desorbed from a sur­
face. 

Another important group of methods in the study of 
adsorption and desorption processes corresponds to 
approaches that treat certain degrees of freedom clas­
sically and others quantum mechanically. Such are the 
force oscillator methods discussed in section III.B that 
apply quantum mechanics to surface harmonic vibra­
tions, coupling these motions to a classical treatment 
of the colliding atom.232"234 Billing232 used the method 
of this type which he developed to study the trapping 
of Ar by a W(IOO) surface at T3 = 0 K. Several methods 
used in the study of the possible role of electron-hole 
pairs in trapping, discussed in section III.D, also treat 
the motion of the atom undergoing trapping by classical 
dynamics, and the electronic degrees of freedom quan­
tum mechanically, e.g., ref 243-245,248. One of the 
more realistic approaches in this respect is the study 
by Kirson et al.246 where the time-dependent wave-
packet describes an independent surface electron during 
the collision of the atom with the solid. Probabilities 
of Ar trapping and of H sticking on a metal surface were 
computed via this approach.246 

Kosloff and Cerjan224 treated desorption and low-
energy scattering of He from W by a method that in­

volves time-dependent wavepacket calculations for the 
He and a GLE model for including the role of phonons. 
Related to this is the approach of De Pristo et al. dis­
cussed in sections III and IV, which treats the role of 
surface phonons by the GLE scheme, applies time-de­
pendent quantum dynamics to the diffractive, rota­
tional and vibrational degrees of freedom of the in­
coming molecules and uses a classical trajectory to de­
scribe the motion along the distance coordinate between 
the molecule and the surface.236,237 In a study using this 
method for the physisorption dynamics of H2 on copper, 
De Pristo et al.237 modeled the GLE friction and ran­
dom forces so as to allow for the role of electron-hole 
pair excitations as well as of phonons in the process (see 
section III). 

There is a very different group of methods that treat 
desorption not from the single-molecule point of view 
but in terms of kinetic equations (of the Master or of 
the Fokker-Planck type) for the ensemble of trapped 
particles.412""419 The quantum version of this approach, 
as studied extensively by Freed, Metiu and their col­
laborators,414"418 is formulated in terms of Master 
equations for the time dependence of the populations 
of the various vibrational states of the trapped atoms 
in the attractive well of the interaction with the surface. 
Terms representing transitions into the continuum 
(desorption) states of the adatom vibrational mode are 
included in these kinetic equations. The rate constants 
for transitions between a vibrational state, m, and a 
state, n (which may be bound, or part of the desorptive 
continuum), are obtainable from models of vibrational 
relaxation and excitation based on either a multiphonon 
mechanism414 or on one involving energy transfer to 
electron-hole pairs.418 The complexity of obtaining from 
a first-principle basis rate constants for the m —- n 
transitions is very considerable. The authors overcome 
this by using very simple models of multiphonon pro­
cesses. Consequently, such treatments were so far 
confined essentially to one-dimensional models of de­
sorption, and the value of this approach has mainly 
been on providing physical insight rather than a realistic 
quantitative description for specific systems. These 
methods obviously involve the assumption of sufficient 
"loss of memory" of the atom in the trapped state for 
the derivation of the kinetic equations from the dy­
namics. On the other hand, quantum effects can be 
treated quite rigorously. If simplified versions of this 
scheme could be worked out for desorption in the full 
three-dimensional framework, such methods could 
perhaps also become a practical tool for quantitative 
simulations of realistic systems. These methods can 
probably be also usefully developed in "semiempirical" 
directions by suitable parameterized guesses on the rate 
constants for transitions between vibrational states. In 
addition to thermal desorption, the Master equation 
approaches were also applied to laser-induced desorp­
tion, e.g., in the study by Lin and George on multi-
photon desorption upon laser irradiation.419 

We now consider briefly several properties of trapping 
and desorption processes, obtained from some of the 
theoretical methods. 

Low-Energy, Low Surface Temperature Limit of 
Trapping Probability. Although this question is not 
pertinent to the regime considered to be of chemical 
relevance, its fundamental theoretical significance is 



Molecular Scattering from Surfaces Chemical Reviews, 1987, Vol. 87, No. 1 71 

obvious. Classical dynamics predicts that as both the 
incidence energy of the incoming atom and the surface 
temperature approach zero, the trapping probability 
tends to unity. It appears very difficult to derive this 
intuitive result in a rigorous quantum mechanical 
framework. Early approaches, directed mostly at the 
interpretation of data on low-temperature He accom­
modation on W, used the distorted-wave Born ap­
proximation and included only single phonon transi­
tions.31 The zero-order wave functions in the distorted 
wave treatment were taken from a flat, static surface 
treatment.31 This approach gave a vanishing trapping 
probability as T9 -* 0, E (collision energy) -»• 0. There 
has been an ongoing debate in the literature, whether 
this approximate quantum mechanical result is correct 
or whether it is an artifact due to the assumptions 
made.31'420'423 

The result was considered by several authors an ar­
tifact of the relatively short-range (exponential) at­
tractive potential used in the old derivations, but 
Brening and Boheim424 have shown that even with a 
long-range, realistic -C/z3 attraction the trapping 
probability does go to zero in the low-energy, low T8 
limit. (Although for such a potential the fall-off of the 
trapping occurs at much lower energies than those 
predicted by the Morse models.) It appears that any 
model which involves either the single phonon as­
sumption or the distorted wave approximation will in­
herently predict a vanishing trapping probability at very 
low T3 and E, because the density of phonon states 
pertinent to the transition becomes negligibly small. 
Quantum treatments of the He dynamics mixed with 
classical (e.g., GLE) description of the phonons should, 
probably, give the classical result of a sticking coeffi­
cient that approaches unit for Te-*0, E -*0. In any 
case, there appears to be no demonstration of what the 
true result is. Recent experiments426 on low-energy (>2 
meV) He scattering from a low-temperature (T9 = 3.6 
K) surface yield large sticking probabilities (>0.77) 
which vary as a function of incidence angle, but the 
results may still be far from the true asymptotic limit. 
Further theoretical efforts to establish the limiting 
behavior seem desirable, as this should clarify limita­
tions of presently used scattering methods in the highly 
quantum mechanical regime of low-energy and surface 
temperature. 

Nonequilibrium Effects in Atom Desorption. 
Very interesting insights into this question were ob­
tained by Tully in his GLE simulations of Ar and Xe 
atoms desorbing from Pt(IIl).209 Figure 25 shows the 
results of these calculations for the mean final trans-
lational energies of atoms desorbing from the surface, 
as a function of surface temperature. It is evident that 
the emerging atoms are "colder" than expected on the 
basis of equilibrium with the surface, i,e., (E), the mean 
final kinetic energy is smaller than 2kBTs, although (E) 
—• 2kBTs for very low surface temperatures. Note that 
(E) = 2kBTs is the value predicted by transition-state 
theory, which fails for the kinetic energy release dis­
tribution although it does work quite well for the (de­
sorption) rate constant. Tully notes that the mean 
energy transfer between the solid and the adatom, over 
a vibrational period of the latter, is substantially lower 
than the value corresponding to the statistical, strong 
coupling result.209 Thus, when by fluctuation the ada-
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Figure 25. Mean translational energies of Ar and Xe atoms 
desorbing from Pt(II l) in units of 2kBTs. (Reproduced with 
permission from ref 209. Copyright 1981 by Elsevier.) 
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Figure 26. Coverage dependence of the Ne-Xe(Hl) sticking 
probability at two different temperatures. 2Va is the number of 
adsorbed adatoms present on the surface slab prior to particle 
1 striking the surface. (Reproduced with permission from ref 410. 
Copyright 1984 by the Americn Institute of Physics.) 

torn acquires sufficient energy to escape, its excess en­
ergy will be relatively low. Interactions at the final stage 
of desorption are therefore extremely important for 
affecting the distribution of desorbed atoms, even if 
prior to that final state the adsorbates were completely 
equilibrated with the surface. 

Coverage Dependence of Trapping Probabilities. 
Adams and Doll410 studied the trapping of Ne and Ar 
atoms on a Xe crystal, which was already partially 
covered with adsorbates. The method used by the au­
thors in this case is a numerically exact calculation of 
the trapping probabilities in the classical framework. 
The computed trapping probability of a Ne atom as a 
function of the number of such atoms already adsorbed 
on a slab representing a Xe solid is shown in Figure 26. 
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At 50 K, the trapping probability is essentially coverage 
independent. At 100 K a strong decrease of the trap­
ping probability with the number of adsorbed Ne atoms 
is found. The interpretation is based on the fact that 
at 50 K the adsorbed Ne atoms have nearly all energies 
below the diffusion barrier on the Xe surface. If the 
incoming atom does not strike directly an occupied site 
on the Xe surface, the existence of other adsorbates will 
hardly affect it. At 100 K, the adsorbed Ne atoms 
translate almost freely across the surface, and the notion 
of a trapping site becomes irrelevant. The incoming Ne 
may collide with one of the adsorbates and be desorbed. 
Hence the fall off of the trapping probability with 
coverage in this case. 

Collision-Induced Desorption. An adsorbed atom 
or molecule may be knocked out from the surface into 
the gas phase by impact of a sufficiently energetic 
projectile. For a physisorbed species, such desorption 
induced by direct impact requires only moderate col­
lision energies. Recently, Zeiri et al.426 carried out 
classical trajectory simulations of such processes, to 
which they refer as collision-induced desorption (CID). 
Such desorption processes differ completely in their 
dynamics from sputtering, in which case a high-energy 
(order of a kiloelectronvolt, say) ion penetrates into a 
solid, and induces essentially by local heating effects 
a "boiling-off" of surface-layer atoms. Zeiri et al. found 
from their study that angular and velocity distributions 
from CID processes should provide information on in­
teraction and dynamical parameters of the adsorbed 
species (e.g., the binding energy to the surface). The 
theoretical simulations therefore suggest that experi­
ments to measure the CID process should provide a new 
probe of adsorbed overlayers. 

C. Role of Molecular Degrees of Freedom 

The present subsection deals with the role of internal 
molecular degrees of freedom in adsorption and de­
sorption. Apart from this aspect, and when it is unim­
portant, the dynamics of molecular trapping/desorption 
processes is similar to that in the case of atoms. Also, 
we do not include here the topic of dissociative ad­
sorption which was discussed in section V. The theo­
retical methods used to study molecular adsorption or 
desorption dynamics are mostly the same as those em­
ployed for atoms. Thus, we proceed to discuss the 
physical mechanisms and effects associated with the 
molecular degrees of freedom and will combine this with 
brief comments on models and methods when different 
from those already mentioned. 

Rotational Distribution of Molecules Desorbed 
from a Surface. The rotational temperature TR found 
for molecules desorbed from a surface differs in general 
from the surface temperature. In most experimental 
systems TR < T8, e.g., for NO desorbing from graphite 
and from Ru(OOl).15'427'428 Exceptions with Tn > T8 

exist,429'430 as in the case of NO desorbing from Ir(II l ) , 
but at least in the latter case the mechanism involved 
appears to be of NO dissociation on the surface with 
desorption taking place upon recombination. It is 
possible that when such "chemical" mechanisms are not 
operative, the "rule" TR < T8 applies in all presently 
studied cases. 

A simple statistical interpretation of this behavior was 
proposed by Bialkowski.431 He suggests that the ad­

sorbed NO can rotate only in parallel to the surface 
plane as a two-dimensional oscillator. With the as­
sumption of weak coupling of the rotational and surface 
degrees of freedom, the mean rotational energy of the 
desorbed molecules will be kBTs/2, as implied by the 
classical equipartition principle. Since the rotational 
heat capacity increases by a factor of 2 on going from 
the adsorbed state to the three-dimensional gas-phase 
rotor, the apparent rotational temperature of the de­
sorbed species is expected to be T3/2, which is roughly 
in agreement with the experimental results of Cavanagh 
and King.15 Qualitatively, the mechanism assumed by 
this simple interpretation probably plays an important 
role, but the description is much too simplisitc, and the 
relation TR = T8/ 2 is not valid in most experimental 
systems and conditions. A more quantitative model for 
the rotational cooling of desorbed molecules was given 
by Bowmann and Gossage.432 This treatment assumes 
that the energy required for desorption, in the trans-
lational mode normal to the surface, comes at the ex­
pense of the rotational energy. The molecule is de­
scribed as a nearly free rotor, with only weak coupling 
between the rotational and translational modes of the 
adsorbed species. The model of Bowmann and Gossage 
gave results in good accord with experiments on the 
rotational cooling effect. A dynamical model for the 
rotational state distribution of the desorbed molecules 
based on rather different physical assumptions than 
those of the "statistical" approaches discussed earlier 
was proposed by Gadzuk et al.433 and by Landmann.434 

These authors considered the adsorbed molecule to be 
a strongly hindered rotor. An "infinite conical well" 
potential, defined by 

(0, e < 0 

u , e > 0 

was assumed to confine the rotational motion in the 
trapped state (8 is the angle between the surface normal 
and the molecular axis, </> the azimutal angle, and /3 a 
parameter determining the amplitude of the angular 
motion). It is then assumed that the hindered rotor 
becomes "suddenly" unhindered when desorption oc­
curs. The model thus implicitly postulates a desorption 
time scale very short compared with the rotational 
period of the molecule and is in the spirit of the Sudden 
approximation for translational-rotational energy 
transfer discussed in section IV. Within this scheme, 
the final rotational population is determined by over­
laps between hindered rotor and free-rotor wave func­
tions. The model does predict the rotational cooling 
effect. Also it suggests that the more confined the ad­
sorbed rotor is, the "hotter" will be the final rotational 
states produced in desorption. The model does not 
allow for exchange of energy between the rotor and the 
surface upon desorption, and evidence from more de­
tailed simulations is desirable on the validity of this 
assumption. Muhlhausen et al.288 carried out classical 
trajectory simulations within the GLE framework of 
thermal desorption of NO from Ag(IIl). They obtain 
a rotational cooling behavior and state that their clas­
sical trajectory calculations support the interpretation 
of Gossage and Bowmann332 for this effect, rather than 
the hindered rotor model of Gadzuk et al.333 Muhl­
hausen et al.288 examined the results of the two com­
ponents of the rotational energy, one corresponding to 
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Figure 27. Mean rotational energy (in degrees K) of NO mol­
ecules thermally desorbed from Ag(IIl). Solid circles: calculated 
mean rotational energy (X 3/kB) associated with angular mo­
mentum along the surface normal. Open squares: calculated mean 
rotational energy (X 3/2feB) associated with angular momentum 
parallel to the surface. Open circles with error bars: experimental 
mean rotational energy. (Reproduced with permission from ref 
285. Copyright 1980 by Elsevier.) 

rotation with angular momentum rotor perpendicular 
to the surface normal and the other to angular mo­
mentum parallel to the surface normal. Both compo­
nents show the rotational cooling effect: (En

+) 
< 2/3kBTs, ( E R ) < 1 M B T V AS seen in Figure 27 VI.3, 
the "reductions" in rotational energy from the equilib­
rium values are not quite the same for the two com­
ponents. The authors attribute this to the stronger 
coupling of the rotation with angular momentum par­
allel to the surface to the translational motion of the 
desorbing molecule. It is thus this component of the 
rotations which undergoes a stronger depletion of en­
ergy. Orientation of the molecule when adsorbed was 
found to be of no importance with regard to the role 
of the two rotation components. Simulations in the 
GLE framework were carried out also for NO desorbing 
from LiF(OOl).336 In this case, no rotational cooling was 
found, and the authors argue that this is due to the 
weak anisotropic potential which they employed for this 
system. In conclusion, it appears that the rotational 
cooling effect in desorption is basically understood and 
is due to energy transfer from the rotational mode to 
the desorption coordinate, a mechanism that can indeed 
provide a significant fraction of the energy necessary 
for escape from the attractive potential well. The 
quantitative dependence of the effect on the strength 
of the anisotropy of the molecule-surface potential and 
on the possible occurrence of energy transfer to surface 
atoms are two of the questions yet to be elucidated. 

Dependence of Trapping Probability upon Ro­
tational Energy. This topic was pursued mainly by 
classical trajectory calculations, e.g., by Adams,436 by 
Polanyi and Wolf,281 and by Muhlhausen et al.288 For 
the systems studied, modeling NO281'288 and CO436 on 
metals, the behavior observed can be summarized as 
follows:281 For systems of sufficiently deep attractive 
wells in the molecule-surface interaction, the sticking 
coefficient is virtually independent of the rotational 
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Figure 28. Sticking and desorption probabilities vs. rotational 
energy for NO desorbing from a model surface. The attractive 
well depth is 0.2 eV and the surface temperature 650 K. (Re­
produced with permission from ref 281. Copyright 1985 by the 
American Institute of Physics.) 

energy of the incoming molecule for low rotational 
states and shows a very mild decrease with increasing 
J for highly rotationally excited states. If indeed the 
sticking coefficient is unity for all J, then by detailed 
balance the desorbed molecules are expected to show 
a Boltzmann rotational distribution with a rotational 
temperature that equals Ts. In the simulations of Po­
lanyi and Wolf281 this is the case for a NO interacting 
with a model surface, when the attractive well depth 
is 0.58 eV. A more significant J dependence for the 
sticking coefficient is found for a similar model but with 
a much shallower attractive well (well-depth of 0.2 eV 
in the calculations). The sticking probability falls off 
as rotational energy increases in all the J ranges (see 
Figure 28), although the fall is a moderate one. The 
desorbing molecules have also in this case an (approx­
imately) Boltzmann rotational distribution but with Trot 

< Ts (rotational cooling). For higher rotational energies, 
R-T energy transfer becomes increasingly larger and 
obviously has the effect of reducing trapping proba­
bilities. This may not be the only reason for the fall-off 
of the sticking coefficient with increasing J. For in­
stance, at very high J values, the fast rotation of the 
incoming particle may largely average out the aniso­
tropic component of the molecule-surface attraction 
and hence reduce the attractive well-depth of the ef­
fective interaction by a fraction corresponding to the 
anisotropic component, which also results in reduced 
trapping probability. The relative importance of these 
two effects in reducing the sticking for high J was not 
studied systematically yet. Related to the above topic 
is the dependence of the sticking probability on the 
molecular orientation at the instant of impact on the 
surface. Muhlhausen et al.288 studied this probability 
for NO/Ag( l l l ) finding that for a collision energy of 
8 kJ/mol normal to the surface, "N-first" collisions gave 
sticking probabilities by about 75% higher than "O-
first" collisions. It appears, however, that there is in 
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none of the systems studied so far a very strong orien­
tation dependence of the sticking probability. Keeping 
in mind the large steric effects frequently found for 
gas-phase molecular interactions, one might guess that 
systems with a large orientation effect on sticking are 
most likely to be found. This merits future exploration. 

Effects of Trapping on Vibrational Energy 
Transfer. Relatively little is known at present on the 
dynamics of vibrational excitation and deactivation in 
collisions with surfaces. There is, however, considerable 
evidence that vibrational energy transfer from diatomic 
and triatomic molecules is typically very inefficient for 
direct collisions with the surface (except when the im­
pact energies are high, in the electronvolt range329) as 
discussed in section IV.C. On the other hand, there are 
strong indications that collisions in which trapping 
occurs can result in large probabilities for vibrational 
energy transfer. Asscher et al.323 have indeed assumed 
a trapping mechanism for a consistent interpretation 
of the experimental results on vibrationally excited NO 
molecules produced in collisions with P t ( I I l ) , and 
Houston, Merrill, and their co-workers326"327 concluded 
that only a trapping/desorption mechanism seems to 
account for their results on the deactivation of CO2 and 
CO by several metal surfaces. Important theoretical 
support for this mechanism comes from the semiclas-
sical stochastic trajectory calculations of Clary and De 
Pristo230 on CO2 collisions with P t ( I I l ) . They found 
that at low collision energies (E < 0.1 eV) trapping 
probabilities can be large (>10%) even at high surface 
temperatures (T = 1000 K). Clary and De Pristo also 
reported that direct collisions produced vibrational 
transition probabilities that are by many orders of 
magnitude smaller than the values experimentally ob­
served. To provide a direct proof of the mechanism, 
calculations on the desorption dynamics are, however, 
necessary. It is very possible that electron-hole pair 
oscillations are the main mechanism whereby vibra­
tional energy transfer in the trapped state occurs as 
argued by both Asscher et al.232 and Misewich et al.326'327 

Another possibility is that vibrational transitions in the 
trapped state or upon desorption involve a vibration-
to-rotation (VR) mechanism, also mentioned by Mise­
wich et al.325 The study by Clary and De Pristo does 
not examine the relative importance of the two mech­
anisms (and indeed does not include coupling to elec­
tron-hole pairs in the model), and this must be regarded 
as an important open question at the present time. It 
appears that calculations on vibrationally excited 
molecules bound to the surface (or fixed at some dis­
tance therefrom)334 suggest that the electron-hole pair 
mechanism yields reasonable magnitudes for the energy 
transfer rates. However, quantitative calculations of 
trapping/desorption dynamics which include the effect 
of electron-hole pairs are necessary before this mecha­
nism for vibrational transitions can indeed be con­
firmed. 

VII. Astrophyslcal Applications 

Collisions between molecules or atoms have been 
recognized for a long time as pivotal processes for the 
understanding of a wide range of astrophysical phe­
nomena. In recent years, stimulating suggestions were 
put forward on possible important roles of molecule-
surface collisions in the chemical evolution of inter­

stellar clouds and in several other topics of fundamental 
interest in astrophysics. The surfaces involved in such 
processes do not, of course, correspond to the well-de­
fined crystalline species which are at the focus of many 
laboratory experiments and theories discussed in this 
review. However, surface processes in astrophysics 
merit the attention of the molecule-surface scattering 
community because the problems are challenging and 
because any input data on the elementary rate con­
stants involved should be very useful. Much of the 
pioneering work on this topic is due to D. A. Williams 
and his co-workers.437"441 They drew attention to two 
roles that interstellar grains may play which could in­
fluence the chemical evolution of interstellar clouds. 
Firstly, grains may act as sinks for gas-phase molecules 
by adsorbing them on their surfaces. Secondly, grains 
may be the sites of surface chemical reactions between 
species adsorbed from the gas phase. Thus, estimates 
of sticking probabilities on surfaces (that can model 
those of interstellar grains) and of reactions on and 
desorption from surfaces are very pertinent to the un­
derstanding of interstellar cloud dynamics. Evidence 
for chemical activity on interstellar oxide grains is re­
viewed by Jones et al.439 The authors discuss the 
possible importance of steps, corners, and other defects 
on the irregular grains in adsorption and catalytic be­
havior and estimate the existence of binding energies 
of H atoms and protons at such sites. MgO and silicates 
are two of the candidates for instellar grains that may 
give rise to processes of H atoms and protons and which 
were used as models for the binding energy estimates. 

A particularly strong case for a surface reaction on 
interstellar grain can be made in the case of H2 for­
mation by recombination, and of H2CO for motion in 
diffuse interstellar clouds. Recently, Buch and DaI-
garno442 proposed a quantum mechanical model for the 
sticking of low-energy atoms to a surface and applied 
it to estimate the trapping probabilities of H atoms on 
models of interstellar grain surfaces and the resulting 
formation of H2 molecules. A somewhat earlier and 
cruder model, by Leitch-Devlin and Williams441 uses 
first-order time-dependent perturbation theory (with 
the free particle as zero-order initial state and the 
trapped particle in the attractive well as the final state). 
They applied this very simple model to the calculation 
of physisorption probabilities on several lattices mod­
eling interstellar grains (graphite, graphite + H2 mon­
olayers; silicate; MgO). The perturbation treatment 
yields a result very sensitive to the phonon spectrum, 
and the latter is unlikely to be the same for a crystalline 
model as for the true, irregular grain. Leitch-Devlin and 
Williams found that vibrationally soft lattices yield high 
sticking probabilities for the gas and surface tempera­
tures pertinent to interstellar grains. The same is not 
true for stiff lattices (MgO), and the authors argue that 
it is important therefore to explore the role of various 
chemisorption sites (corners, edges, steps, etc.) on such 
grains. Finally, Leitch-Devlin and Williams find that 
their results agree with the "canonical" requirement of 
a 0.3 sticking coefficient for H atoms. (This value is 
derived from the required interstellar cloud formation 
rate, and the constraints of observations are such that 
it cannot deviate greatly from this value.) However, the 
requirement of a reasonable value for the trapping 
probability is met only for physisorption on soft grains, 
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not for the stiff ones such as MgO. 
The results of the present models of sticking on in­

terstellar grains are already very useful in testing the 
feasibility of various mechanisms for the formation of 
H2 and other molecules in space. The topic of surface 
processes in astrophysics is, however, still in early in­
fancy. The theoretical techniques used in the context 
of molecular beam scattering from surfaces are consid­
erably more quantitative and have the advantage of 
direct support of detailed experiments. Applications 
of these theoretical methods to simulations of molecular 
collisions with grains should be able to provide very 
useful information. 
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