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/. Introduction and Background 

Chemical phenomena may be conveniently divided 
into classes characterized as being microscopic or ma­
croscopic in nature. In the former case, the first issue 
of concern involves atomic and molecular electronic 
structure and its manifestations in terms of spectros­
copy and chemical behavior. At the other extreme are 
bulk static and kinetic phenomena involving macro­
scopic samples of matter. With these considerations 
in mind the natural hierarchical flow shown in Figure 
1 may be considered. The connection between each of 
the levels or steps in the diagram involves complex 
chemical coupling processes represented by a solution 
of an appropriate chemical equation. For example, 
Schroedinger's equation would be utilized in relating 
the intermolecular potential to microscopic observables 
in a collision dynamics problem. The information 
available at each level of the flow in Figure 1 may be 
typically expressed by appropriate functions (e.g., a 
potential is usually presented as a function of coordi­
nates, cross sections are a function of energy, rate 
constants are a function of temperature, concentrations 
are a function of position or time, etc.). The physical 
content at each level of the flow in Figure 1 is embodied 
in the shape and structure of these functions. The basic 
issue addressed by the sensitivity techniques presented 
in this paper concerns the relationship between the 
functions at each level of the flowchart. 

A number of reviews have recently been written on 
the topic of sensitivity analysis1"5 and these articles have 
generally emphasized an overview of the current liter­
ature. The present review intends to satisfy a different 
role by: (1) emphasizing the function relationships 
mentioned above, and (2) stressing the current direc-
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tions of the field. In keeping with the goals here, spe­
cific numerical techniques will not be discussed. The 
numerical technology has matured to the level such that 
an examination of the types of problems and questions 
open for study is most appropriate at this time. 

In order to better understand the context of the 
techniques presented in the subsequent sections, it is 
useful to consider the flowchart in Figure 1 from both 
a theoretical and an experimental perspective. First, 
the theoretical approach to dynamics or kinetics phe­
nomena would naturally proceed from the left of Figure 
1 through the hierarchy of possible observables in the 
laboratory. Although theoretical calculations are often 
employed to "COmPaTe" with laboratory data, theory has 
another useful, if not more important, role to play in 
gaining insight into the fundamental physical processes. 
In particular, when a class of observables has been 
calculated the fundamental questions still remains with 
regard to the relation between the observables and 
structure in the underlying dynamic or kinetic model. 
For example, the degree to which particular steps in a 
chemical mechanism control observable concentrations 
is an important issue in chemical kinetics. Questions 
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Figure 1. Flowchart illustrating the hierarchical connection 
between microscopic and macroscopic variables in chemical dy­
namics and kinetics. Sensitivity analysis techniques may be 
developed to specifically probe the parametric and functional 
interconnections between each of the levels of the flowchart. The 
double-headed arrows connecting elements in the flowchart imply 
that both forward and inverse questions may be explored. 

of this type may be raised at all levels in the flowchart 
of Figure 1 when proceeding in the forward direction. 
Questions regarding the physical role of the input 
structure may be raised regardless of whether an ap­
proximate or an "exact" set of input is involved. When 
the model is employed to simulate a particular physical 
system, then a related question arises concerning how 
errors in the model propagate through to produce un­
certainties in the calculated observables. This inher­
ently statistical question and the previous issue about 
the role of model structure are physically distinct 
questions, although they may be approached by a com­
mon set of mathematical techniques. Each issue has 
its own realm of applicability, but the present review 
will primarily focus on tools for establishing the physical 
role played by structure in a model regardless of 
whether it is exact or approximate. 

The questions raised in the previous paragraph may 
be reversed when considering the performance of actual 
experiments in a laboratory. From an experimental 
perspective, the input is on the right of the flowchart 
in Figure 1 and the goal is to extract more fundamental 
information residing on the left of the chart from the 
data. Such a process entails an inversion of the labo­
ratory data and a host of issues may be immediately 
raised in this circumstance. Real laboratory experi­
ments will be typically incomplete with regard to their 
information content for inversion to one or another level 
of the inverse flowchart and the data will also often be 
contaminated with noise. The techniques discussed in 
this review could in principle be employed in an actual 
inversion algorithm, but at this stage they seem to have 
a more basic use for gaining insight into the process of 
experimental design. In particular, it will be shown how 
to manipulate theoretical knowledge about the forward 
relationships in the flowchart to gain information about 
the utility of a given body of data for a possible in­
version. It is in this context that theory will be used 
to explore both the forward and inverse questions in­
volved in the structure-function relationships in chem­
ical dynamics and kinetics. 

Regardless of whether forward or inverse problems 
are of concern in the flowchart the basic operation 
necessary is to relate the functional form at one level 
of the flow to that at another level. This relationship 
is best understood by considering an example. The 
laboratory observable &(p) is taken as a function of a 
continuous variable p which could be the energy in the 
case of cross sections, temperature in the case of rate 

constants, time in the case of concentrations, etc. (p 
could also include discrete variables such as quantum 
indices, labeling state-to-state transitions). Taking the 
input to the model as residing at the microscopic dy­
namical level, the intermolecular potential function V(F) 
controls the behavior of the observable. In most 
practical computations, the potential may actually be 
parameterized by fitting to some judicious functional 
form such that V(F) -* V(r,a) where a is a vector of 
resultant parameters. In this case, a differential change 
in the observable would be related to a similar differ­
ential change in the parameters in the following fashion1 

d0(p) = L 
dO(p) 

da; 
(D 

where dO(p)/dotj is a sensitivity coefficient relating the 
observable at point p to a disturbance of the yth pa­
rameter. In the case of isothermal chemical kinetics 
where the rate constants are taken as model parameters, 
then the discrete variational form in eq 1 is quite ap­
propriate. In this circumstance it is important to realize 
that the sensitivity coefficients dO(p)/daj are physically 
the important quantities to examine and no explicit 
differential changes da ; in the parameters would actu­
ally be made. 

The perspective implied by eq 1 is satisfactory if the 
underlying model is truly parametrically defined which 
is often the situation in chemical kinetics. However, 
for the case that was originally discussed in the previous 
paragraph, the intermolecular potential is actually a 
function in coordinate space despite the fact that it may 
be parameterized in numerical computations. There­
fore, it is physically more constructive to treat the input 
as a function and consider the functional analogue of 
eq 1 

80(p) 
r I" 6Q(p) 1 

" J L d v ^ J 
8<D(p) , 

— \8V(F) dr (2) 

where 80(p)/8V(F) is referred to as a forward functional 
sensitivity coefficient rating the observable 0(p) at 
point p to a disturbance of the potential V(F) at point 
r. As a formulation of first order functional per-
terbation theory, eq 2 would be applied if a specific 
potential variation 8 V(F) were made available for per­
formance of the integral. In accord with eq 1, the em­
phasis is not on such an explicit implementation but 
rather on the examination of the forward sensitivity 
coefficients 80(p)/8V(F) constituting the kernel of the 
integral in eq 2. These coefficients act as the propagator 
of any arbitrary infintesimal disturbance 8 V(r) through 
to the response 80(p) of the observable. The functional 
sensitivities may also be thought of as filters in that 
they take a projection of the input disturbance implied 
by eq 2 in order to produce a response on the observ­
able. In summary, regardless of whether partial de­
rivatives sensitivity coefficients or functional derivative 
sensitivity coefficients are examined, their ultimate 
physical meaning is best understood by reference to 
their roles in eq 1 and 2, respectively. At this stage it 
is not necessary to examine how the sensitivities are 
calculated; their physical role is the point being em­
phasized now. 

In order to understand the inverse perspective in­
troduced above, we may first recognize that eq 1 and 
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2 imply that the observable (or generally a set of them 
O1(P)1O2(P),-.) constitutes the original set of dependent 
variables while the parameter vector a or the function 
V(r) (other functions would arise if input was consid­
ered at levels other than the hamiltonian) constitutes 
the set of independent variables. In consideration of 
inverse problems, this relationship is reversed and ex­
pressions analogous to eq 1 and 2 may now be produced 

(3) 

(4) 8V(r) = 

Note that when considering the inverse for the discrete 
parameter case in eq 3, a functional relationship exists 
necessitating the calculation of inverse functional sen­
sitivity coefficients 8<Xj/80(p) relating a disturbance in 
the observable at point p to a response of the parameter 
cij. The inverse functional derivative 8V(f)/80(p) has 
a similar interpretation explicitly relating the observable 
function to the underlying model function. As with eq 
1 and 2 the physical focus is on the kernals of eq 3 and 
4 rather than the explicit introduction of disturbances 
in the observables. The latter issue would of course 
arise in the actual implementation of inverting real 
laboratory data which is not the focus in this paper. 

A variety of other relations similar to eq 1-4 may be 
produced by exchanging different sets of dependent and 
independent variables, and some of these cases will be 
considered within the context of the particular appli­
cations below. In general the thrust of the remainder 
of this paper focuses on the interpretation and utility 
of various types of sensitivity coefficients for physically 
understanding relations between components in a 
model and various types of observables. In keeping 
with this aim section II will be concerned with collision 
dynamics and section III with chemical kinetics. Fi­
nally, section IV will present some concluding remarks 
particularly associated with the future directions of the 
subject. 

II. Potential Structure and Chemical Dynamics 

In principle, at the microscopic scale forward and 
inverse analysis would entail questions involving elec­
tronic structure, inter- or intramolecular forces, and 
microscopic observables such as collision cross sections 
and molecular spectral properties. Thus far, in practice 
the first of these steps involving electronic structure has 
not been systematically probed with these techniques, 
and we shall therefore focus on the relationship between 
inter- and intramolecular forces and appropriate mi­
croscopic observables. The remainder of this section 
is divided into two parts according to whether inter- or 
intramolecular processes are of concern. 

A. Intermolecular Dynamics 

The three classes of physical problems to be explored 
in this category involve elastic, inelastic, and reactive 
scattering. An emphasis will be placed on functional 
considerations since they provide the deepest insight 
into the fundamental processes. 

1. Elastic Scattering 

Although elastic scattering is sometimes considered 
an overworked area in chemical physics, there is still 
much to be learned with regard to mapping out the 
relationship between potential structure and behavior 
of the cross sections as a function of energy or scattering 
angle. This point may be best illustrated by considering 
the case of two idealized rare gas atoms interacting with 
a strictly repulsive potential.6 A choice of potential is 
necessary in order to carry out the forward analysis of 
the problem and a model such as this provides a con­
venient testing ground for the basic ideas. To simplify 
the matter even further, consider only the integrated 
total cross section a(E) as a function of energy E. Even 
in this simple case surprising behavior can be found. 
To set the stage, first observe that on classical intuitive 
grounds one would expect 8a(E) / 8V(r) > 0, since an 
arbitrary positive variation 8 V(r) ^ 0 of the purely re­
pulsive potential would be expected to produce a con­
comitant positive response 8a(E) > 0 of the cross sec­
tions as embodied in eq 5. Before considering the 

8a(E) 8V(r) dr (5) 

validity of this supposition regarding the functional 
sensitivity in the integrand of eq 5, we must address a 
means of calculating the sensitivity coefficients. 

The general route to cross-section sensitivity infor­
mation would be through the sensitivity of the scat­
tering matrix elements or in this case just the phase 
shifts. However, for the case of the total cross section, 
the functional variation of the optical theorem may be 
explicity carried out to give the remarkably simple re­
sult6'7 

Sa(E) _ 16TT3nh 

8V(r) 5 Im[^(r)t_f(r)\ (6) 

where the wave functions satisfy incident plane wave 
boundary conditions and /JL is the collisional reduced 
mass. This expression provides a computationally 
practical means for obtaining the functional sensitivity 
on the left-hand side of eq 6 as well as establishing a 
clear physical interpretation for scattering wave func­
tions. The latter point follows since the functional 
derivative itself has unambiguous physical meaning. In 
this context, it is interesting to note that scattering wave 
functions have received relatively little attention in 
dynamics which is in considerable contrast to the at­
tention focused on bound-state wave functions, par­
ticularly in electronic structure problems. 

Returning again to the scattering of two particles with 
a purely repulsive potential, we find in Figure 2 a plot 
of the resultant forward sensitivity surface.6 At very 
short range the surface approaches zero implying quite 
naturally that potential variations in the deep tunneling 
region will have no effect on the observed cross section. 
In general, the surface is positive as intuitively argued 
above on classical grounds but a distinct negative trough 
appears as the first structure upon leaving the repulsive 
region. This unexpected negative region results from 
a complex quantum interference process implying that 
simple intuition on the role of different regions of the 
potential can be misleading at times. 
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Figure 2. The forward functional sensitivity ba{E)/bV(r) (A"1 

eV_1) for a model system represented by a purely repulsive, strictly 
symmetric interaction.6 At a given energy, E, a cut through the 
surface is primarily a positive function with residual quantum 
oscillations. At sufficiently short range, the response surface goes 
to zero corresponding to the statement that the deep classically 
forbidden region has a small effect on the total elastic cross section. 
Given the repulsive nature of the reference potential, the negative 
trough apparent at short range is a surprise, implying that a 
further increase in the potential in this region would yield a 
decrease in the cross section. 

As discussed in the introduction, forward surfaces 
such as in Figure 2 may be manipulated in various ways 
to glean additionally useful information. For example, 
an important physical question concerns whether a 
disturbance 8V(r) at a point r could be compensated for 
by a disturbance 8 V(rO at a point r' so as to leave a 
given cross section a{E) invariant. Mathematically, this 
relation would take on the form 

— — 8V(r) dr (7) 
/ L8 V^ UE) 

where the index / denotes the fact that the integration 
over r is on a restricted domain excluding the range 
spanned by the variable r'. Therefore, the nonzero 
regions of the correlation sensitivity coefficient 
(8V(rr)/8V(r))a{E)

 a s a function of r and r' will define 
correlation and hence nonuniqueness of a potential with 
respect to a constant cross section a (E). The desired 
correlation sensitivity coefficient may be obtained by 
exchanging appropriate dependent and independent 
variables to arrive at the following integral equation 
which must be solved8 

r \ 8a(E) I f 8V(^ I r 8a(E) 1 

where the index / / denotes the fact that the r' inte­
gration is over an appropriate domain excluding that 
of / . A calculation where domain JT is in the long-range 
portion of the potential and domain / is at short range 
is shown in Figure 3. It is clear that a disturbance at 
long range cannot be compensated for by a concomitant 
disturbance in the short-range repulsive region. How­
ever, there is a clear range of positive correlation evident 

Rabitz 

Figure 3. Correlation sensitivity coefficients (6V(r)/SV(rOff(£) 
with a subset of the total elastic cross sections constrained as fixed. 
The system corresponds to the elastic scattering of two particles 
described as having a spherically symmetric potential.8 It is seen 
that a disturbance in the potential at long range may be com­
pensated for by a similar disturbance in the same vicinity but 
at shorter range. However, as the point of compensation r moves 
to ever shorter range, the possibility for compensation is destroyed 
as evidenced by the correlation function going to zero. 

with a rather complex involved structure. 
The result in Figure 3 may be thought of as a partial 

exchange or inversion of the forward scattering infor­
mation. Directly useful insight may be gained into 
inverse scattering through the following logic. By 
starting with a given potential we obtain collision cross 
sections as well as the forward functional sensitivity 
coefficients 8o(E)/8o(r). Recall again that these latter 
coefficients give the response of the cross section due 
to a disturbance of the potential. With all this infor­
mation available we may now address how the potential 
would respond about its nominal value due to disturb­
ances in the cross section. This question is addressed 
by the inverse sensitivity coefficient 8 V(r)/8a(E) which 
should be interpreted as a kernel of an intergral having 
the same form as eq 4. The inverse sensitivity coeffi­
cient may be obtained by solving the following integral 
equation6 '8 

[SVWJIMEO] *-«*-*> (9) 

where it is implicitly assumed that the forward kernel 
entering into eq 9 is invertable (at least as a generalized 
inverse). Equation 9 has a simple interpretation of an 
orthogonality relation between the forward and inverse 
sensitivity response surfaces. From this perspective a 
certain degree of qualitative insight into the inverse 
surface may be identified by a simple examination of 
the forward surface. In particular, for the essentially 
positive forward surface in Figure 2, it is apparent that 
the inverse surface must oscillate rather rapidly in sign 
in order to maintain the orthogonality property of eq 
9. As an illustration of this behavior, Figure 4 gives a 
cut through the inverse surface at high energy, and the 
high-frequency ringing structure is quite apparent. 
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Figure 4. A cut through the inverse functional sensitivity surface 
B V{r)/60(E) is a function of r at a high energy value E. This 
inverse sensitivity corresponds to the same system yielding the 
forward sensitivity surface in Figure 2.6 One would expect a large 
positive response near the classical turning point and a null result 
at larger r values signifying little information being gained about 
the long-range tail of the potential. Quite surprisingly, this 
long-range behavior is not found with a rather symmetric high-
frequency ringing pattern exhibited in the long-range region. The 
frequency and amplitude of these latter oscillations are quite 
sensitive to the energy and the intuitively expected result will 
be produced if a reasonable laboratory energy dispersion is folded 
in. It is apparent that a good quality measurement at high energy 
will yield information about the high-frequency components of 
the long-range part of the potential. 

A simple analysis of Figure 4 provides some inter­
esting insight into inverse atomic scattering. First, the 
primary utility of inverse information of this type re­
sides in the fact that no parametric forms are involved 
in attaining this solution to what may be called the 
infinitesimal inverse scattering problem. This point is 
important since typical inversion algorithms will par­
ameterize the potential and adjust the parameters until 
a reasonable fit to the data is obtained. Inherent in 
such a procedure is a potentially serious loss of flexi­
bility through the constraint of choosing a particular 
functional form. Figure 4 clearly illustrates that un­
constrained inverses can have a far more complex 
structure than would be intuitively expected. The 
present case is at high energy where the expectation is 
that knowledge about the potential near the classical 
turning point could be deduced.9 The origins of this 
rule of thumb statement may be understood from Fig­
ure 4 when it is realized that the high-frequency beat 
structure is very sensitive to the energy and typical 
laboratory data involving a dispersion in energy would 
easily wash out any information at long range. In such 
a case, all that would remain is the dominant positive 
pulse and its small negative side component near the 
classical turning-point region. Although this latter 
negative feature is also unexpected, the overall domi­
nant positive response would remain in accord with 
general expectations. A similar analysis at low energy 
reveals that the primary information about the poten­
tial is gained in its long-range portion, but again the 
results are somewhat surprising in that the inverse 

function is not uniform in that region. 
Although only integrated cross sections were consid­

ered here, a rich amount of structure was evident in the 
various sensitivity surfaces. More structure will be 
apparent if differential cross sections are examined. If 
the actual potential has a typically attractive and re­
pulsive well, additional interferences can also arise. 
These illustrations clearly serve to show that even in 
the well studied case of elastic scattering, there is much 
useful further information to be gained by examining 
functional response surfaces. 

2. Inelastic Scattering 

From the perspective being addressed here, the case 
of inelastic scattering introduces additional coordinate 
dependence into the potential function and quantum 
indices into the observable cross sections. A formula 
analogous to eq 6 may be derived again for the total 
cross section, but generally more useful results for 
state-to-state cross sections require the functional de­
rivative of the scattering matrix Sa/3 where a and /3 
denote appropriate initial and final states. The func­
tional sensitivity of the scattering matrix has a very 
simple form in terms of the wave functions 

SS. O0 

5V(f) = ~ ^ ^ ^ 
(10) 

where r denotes all appropriate coordinates in the po­
tential and the wave vectors are ka or kp. It is inter­
esting to note that the product of wave functions in eq 
10 consists of a wave impinging on the scattering center 
from the left and another from the right. As with the 
elastic case, this expression provides a practical means 
for computation as well as an explicit physical inter­
pretation of the scattering wave functions. 

Inelastic state-to-sjtate forward functional sensitivity 
coefficients 8aap(E,Q,)/5V(r) for scattering into solid 
angle U can exhibit a considerable degree of variation 
as a function of all the involved continuous and discrete 
variables. Naturally, integration and summation over 
a portion of the variables would reduce this level of 
structure corresponding to the probing of less complex 
input-output questions. One interesting extreme limit 
of this process corresponds to the calculation of unit 
percent responses (UPR) which are defined as 100 X 
Saa0/oai) where 

100 X 
5<r, «8 

7a0 [ 5 In V(f) J dr ( H ) 

The quantity 100 X 8aa0/aa& may be interpreted as the 
percentage response of the cross section aaB due to a 
unit percentage change in the potential V. A given 
UPR takes the entire sensitivity response surface as a 
function of f and reduces it to one characteristic num­
ber. A UPR number larger than unity implies that a 
disturbance of the potential will be magnified in the 
cross section. Table I presents UPR responses for the 
Ar-N2 system at JE = 0.032 eV by using the sudden 
approximation for the dynamics.10 In this case, it is 
convenient to decompose the potential into the sum of 
an isotropic and anisotropic part. An expression exactly 
analogous to eq 11 may be written for the UPR for each 
of these two portions of the potential as presented in 
Table I. Two general comments are evident in the 
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TABLE I. State-to-State Rotationally Inelastic Differential Cross Section and Unit Percentage Response for Ar-N2 at E • 
0.032 eV 

0 — 2 0 — 4 0 —I 0 — ; 

cross section (B = 
response6 

isotropic term 
anisotropic term 

total 

cross section (B = 
response6 

isotropic term 
anisotropic term 

total 

10° 

60°)° 

17.469 2.627 0.143 

0.163 
0.444 

0.607 

1.267 

7.819 
-2.260 

-8.507 
0.763 

-7.744 

1.064 

-0.838 
-0.280 

-9.619 
1.387 

-8.232 

0.961 

-3.387 
1.255 

-8.932 
1.129 

-7.803 

0.227 

-5.508 
2.317 

5.559 -1.118 -2.132 -3.191 
0In units of A2 at scattering angle B. Results are multiplied by 1000. b Calculated with Sa1^j(B1E)Ib In [Vi80tropic(r)] and 6a(y^j(6,E)/d In 

[̂ uMotropicWL respectively. This response may be interpreted as the percent change in the cross section per unit percent change in the 
potential. 

table. First, the UPR values can be considerably larger 
than unity, corresponding to magnification of small 
disturbances in the potential. Second, the signs of the 
isotropic and anisotropic UPR number appear nearly 
random. In the case of the anisotropic term, logic based 
on perturbation theory alone would dictate a positive 
number, and this would appear to be the case for the 
higher order transitions. In general, the rather com­
plicated sign dependence implies the existence of strong 
dynamical coupling. Strong coupling behavior can 
produce a severe scrambling of the role played by the 
potential or its components and only through direct 
sensitivity calculations can these roles be revealed. 

AU of the results discussed thus far have been based 
on treating the potential as a function in coordinate 
space. Other representations could just as well be 
considered, and to understand this point, it is best to 
realize that the potential is actually a continuous di­
agonal matrix in coordinate space (FIVIP) = V(r)8(r-
r). In practice, typical numerical calculations will be 
performed using a discrete quantum-state basis 
whereby the continuous matrix in coordinate space is 
replaced by its discrete analogue (a|V|/?) which will not 
be diagonal. The aggregate of elements corresponding 
to this discrete matrix may also be thought of as a 
surface, and similar input-output probings may be 
performed. A simple means of carrying out such an 
analysis would consist of replacing the potential matrix 
by a new matrix yap(a\V\f5) where the nominal value 
of yal3 is unity for all a and /3 when performing the 
actual calculations. The introduction of the matrix y 
conveniently allows for a probing of the contribution 
of any coupling matrix element. In terms of our 
"surfaces" a given coupling matrix element corresponds 
to a point on the discrete surface located with respect 
to its axes by the numbers a and /3. All these notions 
may be put together to seek the pathway sensitivity 
coefficients which have the form 

(12) 

where the subscript implies that the gradient is evalu­
ated at the nominal value of unity for each element in 
the 7 matrix. The vibration-rotation inelastic scat­
tering of He-HD was extensively explored with this 
pathway sensitivity technique.11 Although the off di­
agonal vibrational matrix elements are typically small, 
leading to nearly perturbative vibrationally inelastic 

transitions, it was found that a given vibrationally 
inelastic cross section involved the participation of 
many rotationally inelastic coupling elements due to 
strong mixing amongst the states. 

Finally, some inverse sensitivity coefficients have 
been calculated for inelastic scattering.10 For the case 
of the Ar-N2 system, it was found that inverting the 
total cross sections corresponding to those in Table I 
led to very little information regarding the potential. 
Much further exploration of forward and inverse ine­
lastic scattering variation would be helpful at this point. 
Although quantum mechanical techniques were used 
in all the above illustrations, it would also be possible 
to raise the same questions utilizing classical mechanical 
dynamics. In this case, the first question to consider 
is whether features in the potential play essentially the 
same role in classical mechanics as they do in quantum 
mechanics. A preliminary examination of this topic has 
indicated an affirmative answer to the question; a severe 
exception occurs when extensive tunneling is involved.12 

The elastic and inelastic calculations considered here 
have thus far been on a single adiabatic potential sur­
face. When two adiabatic surfaces cross, the Born-
Oppenheimer approximation can break down resulting 
in coupling between the surfaces. Therefore, a scat­
tering system may enter on one surface and leave on 
another. The cross section for such an event will surely 
depend on the structure of the surfaces as well as the 
coupling terms between the surfaces. This matter then 
becomes a natural one to explore with functional sen­
sitivity analysis techniques. As background, it is in­
teresting to explore this same question within the 
framework of Landau-Zener theory for this process. 
This latter theory of atomic curve crossing focuses ex­
clusively on the crossing point and therefore a func­
tional variation analysis will be strictly local and show 
no sensitivity whatsoever to the potentials away from 
the crossing point. In reality a specific degree of 
breadth to the sensitivity will occur in the vicinity of 
the crossing point, and this issue was explored for a 
model of curve crossing in the He+-Ne system.13 Al­
though quantum interference structure appeared in the 
results, they clearly show a discernable window of width 
~0.2 A about the crossing point. 

3. Reactive Scattering 

Thus far, little work has been carried out on using 
functional techniques to explore the input-output re­
lations in reactive scattering. The formula in eq 10 also 
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Figure 5. Functional derivative of the reactive transition 
probability P0^ with respect to a variation in the potential V(rji) 
for the collinear reaction of H + H2.

14 The transition corresponds 
to the reactant and product molecules remaining in their ground 
vibrational states. The total energy is below the reactive barrier 
and the negative sensitivity in the barrier region the result of 
tunnelling being the reactive mechanism. Note that the strongest 
region of negative sensitivity occurs in the vicinity of the classical 
turning points symmetrically in the entrance and exit channels. 

applies to the reactive case when a and /3 are inter­
preted to include channel indices as well as internal-
state quantum numbers. It is also possible to consider 
an extension of eq 10 to treat variations in the unper­
turbed hamiltonian H0 where the full hamiltonian has 
the form H = H0 + V. Considerable care is needed in 
treating this latter case since variations in H0 produce 
singular responses in the wave function through dis­
turbances in the asymptotic boundary conditions. 

The forward functional sensitivity analysis of the 
collinear reactive system H + H2(v) —- H2(^l + H, 
where v and v' are vibrational quantum numbers, has 
been extensively explored.14 Figure 5 presents the 
functional sensitivity of the reactive transition proba­
bility Po-»o while remaining in a ground vibrational state 
at an energy QiE = 0.403 eV. This energy is below the 
reactive barrier, and chemical reaction only occurs due 
to tunneling. Thus, it is apparent that the reactive 
transition probability has a negative response to in­
creases in the potential in the vicinity of the barrier. 
A detailed examination of the this figure shows that the 
most sensitive portion of the barrier is not at its max­
imum height but rather near the region of the classical 
turning points in the entrance and exit channels. At 
first sight this may seem to be surprising, but the result 
may also be analytically understood since the functional 
variation is proportional to products of incident wave 
functions from the entrance and exit channels in a 
fashion exactly analogous to the structure in eq 6. In 
general it was found that the sensitivity of the reactive 
transition probabilities to features in the potential 
surface can vary quite considerably as a function of 
energy. For example, at a resonance energy the struc­
ture of the response surface can differ quite substan­
tially from that in Figure 5. 

B. Intramolecular Processes 

From a functional relationship point of view, inter-
and intramolecular processes lead to very similar 

Figure 6. Functional sensitivity d(u)/dV(xy) of the first moment 
<o)> of the x-component of the frequency spectrum of a two-di­
mensional coupled anharmonic oscillator with respect to a var­
iation of the potential V(x,y). The calculation was performed by 
considering a single long-time projectory.12 The high sensitivity 
near the outer boundaries of the traversed region is a result of 
the multitude of classical turning points in that region. In ad­
dition, a distinct pattern of sensitivity structure is apparent in 
the interior of the region corresponding to the trajectory caustics. 

questions except the observables are now different. If 
chemical dissociation were to occur then the rate of this 
process would be an observable of natural concern in 
intramolecular dynamics. Even without reaction, the 
vibrational spectrum or its frequency moments may be 
measured in the laboratory. Both classical or quantum 
mechanical techniques may be utilized to explore the 
role of the intramolecular potential in controlling these 
observables. Realistic polyatomic molecules are cur­
rently restricted to classical techniques, and this situ­
ation will be considered here for illustration. The 
spectrum I(w) is a function of the frequency a> and may 
be expressed as a Fourier transform of an appropriate 
coordinate correlation function.15 Since the trajectory 
will be a functional of the intramolecular potential (in 
the case of classical mechanics, the functional depen­
dence will extend only over the explicit regions of the 
surface sampled by the trajectories), the spectrum /(«) 
will also be a functional of the potential. A similar 
statement would apply to the first moment (w) or 
higher moments of the spectrum. The sensitivity of the 
spectrum or its moments to structure in the intramo­
lecular potential could be computed directly from 
knowledge of the functional derivative dq(t)i/'5V(qO 
where q(t) is an appropriate coordinate at time t and 
q' is a point on the potential surface. However, in the 
present circumstance where the observable is a func­
tional of the trajectory q(t) itself, then the considerably 
simplier technique of objective function sensitivity 
analysis may be applied.12 This procedure is sometimes 
referred to as the adjoint technique,16 and it may be 
applied in general to dynamics or kinetics problems 
when the actual observables represent a reduced set of 
information relative to the direct output from the model 
equations. 

An example of the formulation discussed above is 
shown in Figure 6 for a model-coupled two-dimensional 
anharmonic oscillator where the anharmonic term has 
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a cubic form.12 The generally high degree of sensitivity 
to the intramolecular potential near the outer edges of 
the figure corresponds to regions of classical turning 
point density where the particle spends an extensive 
amount of time. In addition, the internal structure in 
the figure may be similarly associated with the caustics 
of the trajectory. The same techniques emphasized here 
could be used to explore systems in the chaotic regime 
provided that trajectories can be performed in a nu­
merically reliable fashion. 

/ / / . Mechanistic Structure and the Behavior of 
Kinetic Systems 

The type of questions being discussed in this review 
have been most extensively examined previously in the 
field of chemical kinetics.2'3,5,17 Therefore no attempt 
will be made here to give an extensive review of the 
subject. Rather, an especially important general con­
clusion from a number of computational studies will be 
emphasized. In particular, it will be argued that the 
generally nonlinear nature of chemically kinetic systems 
under appropriate conditions can give rise to a dramatic 
simplification of the system response to any possible 
disturbances.18 We will refer to these circumstances as 
producing scaling or self-similarity conditions. The 
examples cited below were especially chosen with this 
point in mind. 

Given the flowchart in Figure 1, it is apparent that 
chemical concentrations and resultant thermodynamic 
variables could be explored with regard to their relation 
to structure at the atomic and molecular force field or 
potential level. Such an analysis has thus far not been 
carried out, and current kinetics work has focused on 
the phenomenological approach of starting with the 
chemical mechanism, perhaps including transport pro­
cesses, and then proceeding to solve the appropriate 
model equations to yield chemical concentrations or 
other laboratory observables. This approach constitutes 
a forward analysis in parallel with the discussion in 
section II and thus far very little effort has been carried 
out regarding inverse questions with analogous sensi­
tivity techniques.19 Accordingly, only forward analysis 
issues will be treated here. 

Although a functional approach to kinetic system 
analysis could be considered, it has been more tradi­
tional to treat these problems from a parametric point 
of view since the rate constants and transport coeffi­
cients are usually thought of as discrete parameters. 
Therefore, a natural quantity to explore would be the 
sensitivity coefficient dCi(r,t)/daj providing the sensi­
tivity of the ith the concentration at position r and time 
t with respect to a disturbance of the / th system pa­
rameter. The magnitude of these gradients provides 
a direct quantitiative measure of the significance of 
particular parameters with respect to the choosen con­
centrations. Even in these cases an important func­
tional question still arises since in principal it is possible 
to introduce a disturbing flux 5Jn(r',t) of the nth 
chemical species and monitor the response of any other 
chemical species. This type of disturbance response is 
characterized by the elements of a square Green's 
function matrix 

Gin(r,t;r',t1 = 8Q(U)/5Jn(^f) (13) 

These latter functional derivatives may be shown to 
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Figure 7. Rate constant sensitivity coefficients of carbon mon­
oxide in a model system simulating the moist oxidation of carbon 
monoxide as a well stirred, purely temporal system.17 Only a 
portion of the rate constant sensitivities are shown here for clarity; 
the curves are labeled by reaction steps in the mechanism (see 
ref 17). The most apparent feature in Figure 7 is the self-similarity 
between most of the curves as a function of time. Although each 
rate constant corresponds to a physically distinct step in the 
mechanism, their distinguishing role has become blurred due to 
kinetic coupling to produce the self-similar structure. 

control the overall parametric sensitivity behavior of 
the gradients dCj(r,£)/da, as well as to provide basic 
information about the stability of the chemical system. 
The method of computing parametric or functional 
sensitivity coefficients in kinetic problems has contin­
ued to evolve over the past several years and there is 
currently an emphasis on utilizing the available com­
putational structure in solving the original model 
equations. 

The remainder of this section is divided into four 
parts. The first three parts, A, B, and C, deal specifi­
cally with some illustrations respectively from time-
dependent kinetics, steady-state kinetics including 
diffusive and convective terms, and space-time prob­
lems. Finally in section D the origin of the self-simi­
larity and scaling behavior apparent in the previous 
three subsections will be discussed. Given the space 
limitations inherent in this article, there are a number 
of significant ancillary applications in kinetics which 
cannot be discussed here. The interested reader is re­
ferred to the literature for further information.1"3,5,20 

A. Time-Dependent Kinetic Systems 

The laboratory conditions of an isothermal well-
stirred chemical reactor constitute perhaps the most 
common regime of study in chemical kinetics. In this 
situation the problem reduces to studying just the 
chemical kinetic steps since mass, momentum, and 
energy-transfer processes are eliminated from consid­
eration. For such a reactor, the only parameters re­
maining are the rate constants and initial chemical 
concentrations. Although the latter parameters are 
distinct in that they may be controlled in the laboratory, 
both classes may be similarly addressed with regard to 
their control of the chemical kinetic system. Figure 7 
illustrates some of the sensitivity coefficients for a 
model of the moist oxidation of carbon monoxide.17 For 
the constants being probed in the mechanism, there is 
initially no sensitivity to those respective steps in the 
mechanism, but as time evolves, each has a distinct 
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contribution to the carbon monoxide concentration at 
time t. At long times the sensitivity coefficients ap­
proach a constant corresponding to their role in estab­
lishing the equilibrium concentrations of the mixture. 
The most apparent feature in Figure 7 is the self-sim­
ilarity between most of the curves as a function of time 
(i.e., there is a distinct relationship between the role of 
each of the rate constants reflecting itself in the curves 
approximately being multiples of one another). In a 
given system, including that of the present carbon 
monoxide oxidation problem, it is typically found that 
all of the rate constants do not produce self-similarity 
sensitivity behavior but a strong degree of correlation 
is often evident. The origin of this behavior will be 
discussed in section III.D. 

The Green's function elements introduced in eq 13 
have a very clear physical meaning for purely temporal 
kinetics. In this case the Green's function elements 
have the form Gin{t,t') = <5C;tt)/R,(*0 s dCi(t)ldCn{t') 
such that they give the response of the ith concentration 
in time t to a disturbance of the nth concentration at 
time t'. This matrix thereby provides direct informa­
tion on the stability of the system with regard to in­
troduced chemical disturbances. This interpretation 
is important in its own right, but the matrix also con­
trols all rate constant sensitivities since a disturbance 
of any rate constant will ultimately influence the 
chemistry through an alteration of the chemical con­
centrations. This statement may be mathematically 
established and has been utilized a number of times for 
practical computational purposes.1 The eigenvalues of 
the Green's function matrix G(t,t') may be thought of 
as stability or growth factors depending on whether 
their magnitude is less than or greater than unity, re­
spectively. For example, the onset of a chemical ex­
plosion is indicated by one or more eigenvalues of the 
matrix being larger than unity in magnitude with 
greater values implying a more intense explosion. The 
physical content of these matrices could in principle be 
exploited for design purposes especially concerning the 
development of stable chemical systems, but this ap­
plication has yet to be pursued in earnest. 

If a given element G1n(^tO of the Green's function 
matrix is large, then the two chemical species involved, 
C1 and Cn, are "connected" through the evolutionary 
kinetics of the system. Knowledge of this linkage is 
physically important, but such indications do not in 
themselves explain the chemical pathway for the link­
age. The chemical mechanism may give insight into this 
matter, but this input coupling structure alone will 
typically give a very incomplete picture if the reactive 
network involves strong chemical mixing. To address 
this question, a special class of reduced Green's function 
matrices GR(t,t) may be calculated to probe the path­
ways that chemical disturbances propagate.21 For ex­
ample, if species Cm is suspected of being an important 
linkage between C1 and Cn, then its role as an inter­
mediary may be established by not allowing Cm to re­
spond to any disturbance of Cn. A critical point to 
understand is that Cm is not actually removed from the 
chemical mechanism, but merely restricted to its nom­
inal temporal trajectory. 

B. Steady-State Premixed Systems 

The steady-state analysis of the temporal problems 

in part III.A reduces to the study of a pure algebraic 
equation, and a well-known case involves the exami­
nation of chemical equilibrium properties. In this 
section our focus is not on this class of problems but 
rather steady-state problems where diffusion and re­
action are both playing a role. A practical case of im­
portance involves combustion in steady premixed 
flames.22 In this situation the fuel and oxidizer are 
mixed behind the cold adiabatic boundary, and the flow 
rate is adjusted to match the flame speed to produce 
a steady system. This problem is also equivalent to 
transforming to a moving frame of reference at the 
flame speed in a steady propagating premixed system. 
Concentration gradients will typically develop due to 
the nonuniform evolution of the various species as a 
function of position in the flow. Sensitivity with respect 
to rate constants as well as diffusion coefficients may 
be explored in these cases. Diffusion is typically found 
to be important especially for species of small mass. In 
addition the presence of both upstream and down­
stream boundary conditions opens up these conditions 
for sensitivity probing. In general, the role of any pa­
rameter or external condition in such a problem may 
be explored for its contribution in controlling the 
chemistry.23 

The role played by diffusion is an especially impor­
tant question, since it is the first transport term going 
beyond the case of a well-stirred reactor. The Green's 
function elements provide a particularly simple means 
to explore this question. This comment may be un­
derstood by first realizing that an element of the purely 
temporal Green's function matrix Gin(t,t) is strictly zero 
for t' < t due to reasons of causality. On the other hand 
for the analogous steady-state one-dimensional problem, 
the Green's function matrix element G,„(x,xO has no 
such restriction since diffusion may carry material up­
stream in the flow. Therefore, a comparision of Gin{t,t) 
and G1n(X1X") for two analogous systems with the same 
chemistry provides a direct measure of the role of dif­
fusion by examining the region x' > x. Figure 8, parts 
a and b, respectively, shows elements of the Green's 
function matrix establishing the sensitivity of CO2 to 
a disturbance of H2 for a system corresponding to the 
moist oxidation of CO in the pure temporal limit and 
for the case of steady premixed flame.21 The qualitative 
structure of the two Green's function plots is similar 
except for the pronounced region of sensitivity for x' 
> x in the case of Figure 8b which is a result of diffusion 
playing a significant role in this system. This circum­
stance is not surprising since hydrogen has such a small 
mass and will easily diffuse. The presence of diffusive 
processes may alter the chemical pathways and make 
certain reactions more important than would otherwise 
be expected. 

C. Unsteady Systems 

The modelling of chemical kinetic systems involving 
spatial inhomogenieties as well as temporal evolution 
is a formidable task in itself.24 Problems such as these 
have been most successfully explored at a practical level 
in atmospheric chemistry and combustion phenomena. 
The calculation of sensitivity information may proceed 
along the lines discussed in sections III.A and III.B 
above. Although only a limited number of sensitivity 
calculations have been carried out in problems of this 
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Figure 8. A sensitivity of carbon dioxide with respect to a 
disturbance of the flux of hydrogen, (a) The purely temporal case 
of a well-stirred reactor17 where it is apparent that causality 
demands that the response of carbon monoxide at time t is strictly 
restricted to nonzero values only for t > t'. (b) The case of a steady 
premixed flame in one dimension21, where the presence of diffusion 
is clearly indicated by the response of carbon monoxide at position 
x upstream, x < x', in the flow. A comparison of Figures a and 
b gives an explicit measure of the role of diffusion. 

Figure 9. The temperature as a function of position x and time 
t for the decomposition of a model monopropellent.26 A travelling 
decomposition wave is evident with temporal periodic pulsations 
superimposed. 

type, there is no fundamental hinderance in this regard. 
Whenever a modelling effort can be carried forth, then 
an accompanying sensitivity calculation would also be 
most valuable for establishing which components and 
parameters in the model are physically significant. 

A simple system providing useful insight is that of 
a propagating-pulsating flame produced by the chem­
ical decomposition of an idealized monopropellant.25 

Figure 9 shows the temperature as a function of position 
and time with the presence of periodic temporal pul­
sations clearly evident on the flame front and in the 
post flame region. The pulsations result from an in­
stability driven by the difference between the mass and 
thermal diffusivity coefficients. The temperature (and 

Figure 10. The temperature sensitivity with respect to the rate 
constant a (a) and Lewis number Le (b) for the same model system 
depicted in Figure 9. Self-similarity is clearly evident in the 
temporal and spatical response of these two distinctly different 
parameters. 

species) in a problem like this has an apparent depen­
dence on position x and time t in the following fashion 

T = T(x + vt, t/r,a) (14) 

where u is the flow velocity associated with overall 
movement of the front, and the vector a includes all 
appropriate kinetic and transport parameters. The 
extra time dependence embodied in t/r describes the 
periodic pulsing where T is the time period. Figure 10 
gives the sensitivity to the rate constant and Lewis 
number, and a clearly distinct pulse structure is ap­
parent.26 This behavior may be understood from a 
sensitivity analysis of the general form of eq 14. In 
addition, a clear degree of self-similarity exists between 
the two plots in Figure 10 and this type of behavior is 
again reminiscent of what was found in Figure 7. An 
explanation for this self-similarity will be given in 
section III.D below. The velocity v and the period T 
depend on the system parameters a and the role that 
these parameters play may be established by calculating 
dv/doti and dr/da,-. The calculation of these latter 
quantities is a straightforward matter and in general 
any characteristic parameter evident in the observables 
may be probed for its connection to details in the un­
derlying model. 

D. Self-Similarity and Scaling Behavior in 
Kinetic Systems*8 

The equations of chemical kinetics are typically 
nonlinear through both the reactive rate processes as 
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well as possibly the additional conservation equations. 
The presence of nonlinearity is well-known to be ca­
pable of producing unusual behavior including limit 
cycles, chemical explosions, bifurcation phenomena, etc. 
In addition, the mathematical equations are not as 
amenable to the type of analysis that may be applied 
to linear equations such as in quantum mechanics. The 
behavior of linear systems is restricted to that admis­
sible from linear superpositions of its fundamental so­
lutions. With these comments in mind, it is unusual 
to see self-similarity structure arising frequently in 
kinetics problems as found, for example in Figures 7 
and 10. While no evidence for this type of behavior has 
been found in quantum mechanical problems the pos­
sibly general existence of self-similarity and scaling 
behavior in kinetics systems is perhaps the most im­
portant general result to arise thus far from kinetic 
sensitivity analysis. 

The existence of nonlinear structure in kinetic models 
can give rise to a situation where a single dependent 
variable, or perhaps a small subset of them, has a 
dominant controlling role in the physical mechanism. 
An example of this situation is the temperature in a 
flame system or perhaps a critical radical in other cases. 
Assuming the existence of a single such critical de­
pendent variable, we will take it to be the first member 
of the concentration set Ci(x,a) without any loss of 
generality. In addition for convenience the independent 
coordinate is denoted as x (time or other space-time 
variables could also be considered). The above argu­
ments lead to the following ansatz 

C1(X1U) =* F1(C1(X1Ct)), i * 1 (15) 

where F1 is a function giving all of the x and a depen­
dence through its argument Ci(x,a). Parameter con­
trolling consequences immediately follow from eq 15, 
and it is a simple matter to derive the following self-
similarity conditions for the parameter sensitivity 
coefficients 

[^]-[S][SM (16) 

and for the system Green's function 

^ k [££][«.][£.r (17) 
SJn(X^ J L SJn(x) J L dX J L dX J 

The physical significance of these equations is imme­
diately clear. For example, through eq 16 the sensitivity 
coefficients for all chemical species to all parameters 
may be directly expressed in terms of the sensitivities 
dCi/dctj of the critically dominant dependent variable 
combined with slope information about the kinetic 
profiles. A similar statement also applies to the system 
Green's functions. As an illustration of this point, 
Figure 11 presents the sensitivity coefficients of the 
temperature and hydrogen atom concentration with 
respect to the mass diffusivity coefficients in a hydro­
gen-air steady premixed flame.27 The temperature is 
the dominant variable, and the self-similar structure of 
the hydrogen atom sensitivities follow eq 16 to a high 
degree of accuracy. It is also possible to go a step 
further and argue that the fundamental Green's func­
tion elements satisfy the relation 

5C1(X)/5Jn(x) =* (PdX)Jn(X) (18) 

X (cm) 

Figure 11. Temperature (a) and hydrogen atom (b) concentration 
sensitivity coefficients with respect to the mass diffusion coef­
ficients D in a hydrogen-air steady, premixed flame. Each curve 
is labeled by the diffusion coefficient of a particular species. The 
temperature plays the role of a dominant, dependent variable 
through which all system disturbances primarily act. This role 
produces the strong self similarities between the sensitivity be­
havior in both plots (except for that of Doli). The detailed be­
havior of the hydrogen atom sensitivity profiles closely follows 
the formula in eq 16. 

where &i(x) and jn(x 0 prescribe the approximate se­
parable nature of the Green's function. A combination 
of eq 16-18 leads to the following simple result for the 
sensitivity coefficients • 

dCt(x) 
— =* X,-(x) Cj 

dotj 

where 

I dCi I f dCi V1 

*] [*\ (19) 

The characteristic constants <x,- scale the sensitivity 
coefficients for a given dependent variable with respect 
to the various parameters. The sensitivities in Figures 
7, 10, and 11 scale in this fashion. Another interesting 
conclusion follows from the fact that the Green's 
function elements in eq 18 are in principle measurable 
in the laboratory. In particular, the information on the 
right hand side of eq 18 could be measured. This im­
plies that sensitivity coefficients, even those with re­
spect to parameters not directly controllable in the 
laboratory, may be indirectly measured through a com­
bination of eq 18 and 19 and appropriate laboratory 
experiments. 

The degree of validity of eq 16-19 in any particular 
problem may be established by a simple examination 
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of the sensitivity coefficients. In addition, an estab­
lishment of the critically dominant dependent variable 
may be definitively identified by consideration of the 
same type of reduced Green's functions introduced in 
section III.A. By constraining the spatial and/or tem­
poral structure of C1 to its nominal form, one may de­
termine if it is indeed playing the critical role as the 
prime linkage for all system responses. In a constrained 
calculation of this type, all of the sensitivity structure 
would be radically different from that found without 
the constraints, thereby confirming that C1 was the 
suspected dominant variable. The mathematical 
structure of the key ansatz in eq 15 is of the same form 
as that arising in central manifold theory28 describing 
nonlinear system collapse at dynamical critical points. 
The essential difference here is that eq 15 has a broader 
context of validity. Finally, eq 15 implies that the 
typically many dependent variables describing the 
system may be reduced to knowledge of one (or a few) 
critical dependent variables, along with the functions 
F1. The establishment of these latter functions may be 
a complex task in many cases. 

IV. Concluding Comments 

This paper has aimed to present a selected topical 
overview of how the relationship between model 
structure and observable behavior may be beneficially 
studied in chemical dynamics and kinetics. In the case 
of molecular dynamics, the new use of functional var­
iations was emphasized rather than the more limited 
application of discrete parametric variations. For ki­
netics, parametric variations are still quite natural, and 
the present review emphasized the apparently broad 
existence of scaling and self-similarity conditions in 
strongly coupled kinetic systems. A number of spe­
cialized topics and applications were not discussed in 
this paper, and the reader is referred to other recent 
reviews1"5 citing the available literature for further in­
formation. The techniques involved in probing the 
input-output relations are quite general and may be 
broadly applied to virtually any mathematical mo­
delling problem. Indeed, there is parallel literature on 
this topic in a number of other areas of science and 
especially engineering.29,30 The historical origin of 
systematic sensitivity analysis techniques lies primarily 
in the engineering disciplines, but the same basic tools 
have much to offer for solving centrally important 
problems in fundamental areas of chemistry and 
physics. The practical economics and safety aspects of 
large-scale engineering projects originally stimulated the 
development of these techniques in that area of ap­
plication. Certainly the fundamental questions raised 
in the sciences make these tools of no less equal value! 

The mathematical structure of sensitivity analysis, 
whether functional or parametric, parallels that of 
thermodynamics as a problem of multivariable analysis. 
Just as in thermodynamics, any physically meaningful 
question about a chemical model or its behavior may 
be addressed by one or another sensitivity coefficient 
(gradient). The cost of computing sensitivity infor­
mation is diminishing rapidly as the available algor-

Rabitz 

ithms become more efficient; in many cases the over­
head of performing sensitivity calculations is only a 
small fraction of the cost of evaluating the original 
model. Although there is considerable room for further 
development and elaboration of the basic tools and 
techniques, sophisticated applications can clearly be 
undertaken at this point with the result being unique 
insight into the inner workings of the physical problem. 
Currently in the case of kinetics and dynamics, an im­
portant practical goal is to combine both topics for 
forward and inverse analysis of the entire flowchart in 
Figure 1. For example, the degree to which bulk ob-
servables at the end of the chain retain information 
regarding the microscopic hamiltonian is still an issue 
with a paucity of understanding. In general the tech­
niques presented in this paper will in themselves not 
solve physical problems, but they provide a powerful 
means of aiding in such an analysis. 
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