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I. Introduction 

Electron transfer is clearly one of the most funda­
mental and important chemical processes. The group 
of processes collectively known as electron transfer is 
crucially important to chemical reactions on timescales 
from femtoseconds to seconds, at distance scales from 
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less than 1 A to more than 20 A, in physical, chemical, 
biological, and materials systems and in all of the usual 
subdivisions of the discipline of chemistry. Electron 
transfer (ET) is important in reaction mechanisms and 
photosynthesis, in disease control and energy trans­
duction, in catalysis and copy machines. This ubiquity 
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and importance have led to a vast amount of research 
on ET processes and reactions, research which crys­
tallized in a series of great advances in the 1950s. The 
experimental work of Taube and the theoretical efforts 
of Marcus constitute high points of this period of re­
search, though critical insights were contributed by 
many others, notably Libby, Hush, Dogonadze, and 
Levich. In the 3 decades following this early under­
standing of ET processes, research on ET has extended 
throughout chemistry and sister disciplines (especially 
biochemistry, materials science, and physics). While 
a great deal of understanding has been achieved, there 
remain substantial questions, both experimental and 
theoretical, whose answers are not at all clear. 

The purpose of this article is to examine a particular 
class of electron-transfer reactions, which comprises 
reactions occurring via electron tunneling in the solid 
phase. This has, historically, not been an area of major 
focus in the study of electron transfer. Most of the early 
experimental and theoretical efforts were devoted to 
reactions occurring in solution, reactions which gener­
ally followed second-order chemical kinetics (first-order 
in both oxidant and reductant), and in which the dif­
fusion together of the reactants to form a precursor 
complex and the separation of the product of the actual 
electron transfer were important steps in the overall 
mechanism. Such reactions have long been a staple of 
transition-metal chemistry; their systematic experi­
mental investigation and theoretical explication have, 
indeed, provided most of the current understanding and 
vocabulary of ET, and the very exciting and young area 
of single-electron-transfer mechanisms in organic 
chemistry shows clearly how important and challenging 
such reactions remain. The study of ET processes in 
solids is far more incomplete than it is in solution; some 
of the mechanistic steps are entirely different, as are 
often the experimental means needed to study the re­
actions. Our major purposes here are to indicate these 
differences, to review just what can be adapted from 
solution-phase ET reactions to help in the description 
of ET in solids, to review some of the recent progress 
in solid-state ET, to indicate some novel avenues both 
theoretical and experimental which are being explored 
and, finally, to suggest some areas in which huge 
challenges remain and substantial progress may fairly 
be expected. 

The outline of the article is clearly dictated by its 
aims. Section II sketches the essential differences be­
tween solid-phase and liquid-phase ET processes. 
Section III is devoted to a survey of the various types 
of ET in solids, from the viewpoint of macroscopic and 
mechanistic classification. Section IV sketches the 
theory of liquid-state ET process, emphasizing mecha­
nistic regularities and the standard theoretical de­
scriptions. Section V presents the crucial concepts for 
discussing solid-state ET, both for extended systems 
and for local donor/acceptor pairs. In Section VI the 
experimental situation of molecular ET in solids is 
described. Finally, Section VII discusses several out­
standing problems in the field, and some possible ap­
proaches to their understanding. 

In keeping with its importance in chemistry and the 
extent of research in this area, electron transfer has 
been reviewed many times.1-21 Most of these reviews 
are quite general in their overall presentations, but 

when specific systems are discussed, they are almost all 
taken from liquid-state transfers. For example, Can­
non's 1980 survey,9 351 pages in length, devotes only 
17 pages to solid-state ET. Since so many excellent 
reviews of ET already exist, several of which are very 
new, it seems appropriate to limit severely our discus­
sion of liquid-state ET and even of much of the 
standard theory; thus section IV, which is in fact de­
voted to the area in which most progress has been made, 
is deliberately very abbreviated in its presentation. 
Solid-state ET is a far less explored field for the chem­
ist, but with the current renaissance in solid-state 
chemistry and the development of elegant new exper­
imental methods for the direct study of ET in solids, 
substantial progress in this field can fairly be antici­
pated. 

From the perspective of solid-state physics, of course, 
conductivity or photoconductivity in metals or semi­
conductors is, quite simply, an electron-transfer process. 
Indeed, there are very marked resemblances between 
the polaron model used for discussion of conductivity 
in narrow-band conductors and the standard vibronic 
models used for nonadiabatic electron transfer. Since 
electron mobility in metals and semiconductors is a vast 
field of its own, we restrict ourselves in this discussion 
to those aspects of the (long range) conductivity process 
which most usefully illuminate the (short-range) ET 
processes of primary interest to chemists. Such areas 
of current interest as inelastic electron tunneling 
spectroscopy, chemical field-effect transistors, con­
ductive polymers, mixed valency, solid-state electro­
chemistry, surface-modified electrodes, photoelectro-
chemistry, and photovoltaics present situations in which 
solid-state ET processes are indeed of vital importance 
to chemists. We hope that this review will provide a 
convenient link between the usual ideas of ET in 
chemistry and the phenomenon of tunneling in solid-
state electron-transfer reactions. 

/ / . Electron-Transfer Reactions In Solids and in 
Liquid Solution: Significant Differences 

Electron-transfer reactions, rather than electron 
transfer in general, is the theme of our discussion. We 
can define an ET reaction as having occurred if the 
localized electronic charge in an atomic, molecular, or 
solid-state system has been observed to change in time, 
while the nuclear coordinates have evolved only slightly. 
Electron transfer can also be understood as describing 
the equilibrium state which occurs as the end result of 
ET reactions; thus Pauling22 uses the term electron 
transfer to describe the changes in atomic charges when, 
for example, Al and Fe atoms are brought together to 
form the ordered intermetallic compound AlFe3. The 
usual focus, however, is on electron-transfer kinetics, 
meaning the dynamics of ET reactions, and we will limit 
our discussion to kinetics. 

To describe any problem in chemical kinetics, it is 
first necessary to define the reactants and the products. 
In the case of a homogeneous, liquid-phase bimolecular 
reaction such as 
CO(OOCCH 2COO) 3

3- + Fe(CN)6
4" — 

CO(OOCCH 2COO) 3
4 - + Fe(CN)6

3' (1) 

the measurement of reactant and product is quite clear, 
and by monitoring, say, the appearance of the Fe111 
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absorption spectrum one can follow the reaction rate. 
For precisely this same situation in a frozen (solid) 
solvent, however, the situation becomes more complex. 
The ET event will occur with significant probability 
only if the two species are fairly close together (<10 A 
or so). But it is often difficult to prepare such a system. 
In liquids, the oxidant (the Co111 species in (I)) and 
reductant (Fe11 species in (I)) may be prepared sepa­
rately, after which the solutions may be mixed and the 
species permitted to diffuse toward one another (This 
is precisely what is done in a stopped-flow measure­
ment). In solids, such mutual interdiffusion occurs with 
diffusion coefficients D ^ 10"12 cm2/sec, so that the 
reactants, if originally prepared far apart, can essentially 
never diffuse close enough together to react ("never" 
meaning on any convenient experimental time scale). 
This simple fact of experimental observability lies at 
the root of the most significant differences between 
solid-state and liquid-state bimolecular ET reactions: 
to study ET kinetics in solids, the reactants must be 
prepared in some rather special way; simple mutual 
interdiffusion of oxidant and reductant is inadequate. 
(Note that intramolecular ET reactions in liquids occur 
at closely fixed values of the relative reductant and 
oxidant geometries; thus, they are far more similar to 
ET reactions in solids than are bimolecular liquid-state 
ET processes). 

The simple fact of near-zero molecular diffusion 
constitutes the greatest single difference between bi­
molecular liquid-state and solid-state ET reactions. 
There are several other significant differences, both in 
the experimental study and in the theoretical analysis. 
These include: 

A. In nearly all solutions (a possible exception may 
be found in highly concentrated alkali metal/ammonia 
solutions), the electronic states are localized to within 
(at most) a few angstroms, whereas in such solids as 
metals, photoconductive materials, and conductive 
polymers the states are often best described as delo-
calized. The mechanism of ET will be very different 
for the delocalized class than for the localized one. In 
mixed-valency chemistry this issue is described in terms 
of the Robin/Day classification,11'23'24 which ranges from 
Robin/Day I (localized electronic states, as in Cu3-
(NH3)4Br4) to Robin/Day III (averaged valency, fully 
delocalized sites as in K2Pt(CN)4Br03-SH2O). In metals 
and semiconductors, the Mott transition25 from insu­
lators (localized electronic state) to metals (delocalized 
electronic state) crucially depends on this difference. 
Thus the class of ET processes in solids is larger than 
in liquids. 

B. While all liquids are thermally and spatially dis­
ordered, solids may be ordered (crystal) or disordered 
(glass). The higher symmetry of ordered solids intro­
duces new conserved quantities, notably the quasimo-
mentum or wave vector. In ordered solids, processes 
must conserve quasimomentum as well as energy, and 
this ordinarily means that the electron/vibration in­
teraction in crystalline materials is most easily ex­
pressed in terms of phonons, rather than local vibra­
tions. This in turn limits the vibrations which can 
effectively couple with the electrons, and renders 
localization more difficult. 

C. In solution ET, it is generally fairly straightfor­
ward to distinguish an inner sphere of nuclei from an 

outer sphere around the ET sites: the inner-sphere 
nuclei are usually taken either as those covalently 
bonded to the redox sites or as those on which the 
electronic states among which ET occurs have some 
amplitude, while the outer-sphere nuclei are those of 
the solvent. For solids this distinction may become 
more difficult. For example, in photoexcited germa­
nium, it is hard to distinguish inner-sphere from out­
er-sphere nuclei. 

D. Because in solids diffusion is so slow, intrinsic ET 
may be observed on very long time scales, up to the 
order of seconds. This means that very weak interac­
tions may cause observable ET in solids, whereas in 
solution the actual ET process (as opposed to formation 
of the precursor complex) is generally very fast. This 
means that such interactions as bridge-assisted tun­
neling and superexchange may be far more important 
in solids than in liquids. 

E. Many solids, from an electronic structure view­
point, are multiply connected; each site is linked in­
directly to many (~1023) others. This means that many 
electronic states lie very close to one another, so that 
any substantial change in the electronic energy (say by 
an exoergic ET process) must ineluctably involve many 
electronic states. This can be a considerable compli­
cation compared to isolated-pair ET in liquids, where 
only a few (generally two) electronic states are usually 
involved. 

F. Vibrational relaxation processes are generally 
more efficient in liquids than in solids. This is clearly 
manifested in phosphorescence phenomena: phos­
phorescence in liquids is far less common than in solids, 
because nonradiative relaxation routes are more effi­
cient in the liquid. This in turn might well have im­
portant effects on ET: the actual dynamics, rather than 
simply the energetics, of the solvent cage might be more 
important in solids, and very recent work, both exper­
imental26,27 and theoretical,28"33 has begun to examine 
the short-time dynamics of ET. Correlations among 
vibrations of the solvent should be more important in 
solids than in liquids; such correlations, again, are of 
intense current interest. 

G. Solids can support shear waves and exhibit 
well-defined phonon spectra, whereas liquids have no 
static shear and exhibit damped vibrational modes. In 
addition to implying stronger memory effects in solids 
(point F above), this might well mean larger reorgani­
zation energies in the outer sphere upon ET, due to a 
combination of a larger number of coupled vibrations 
and higher vibrational frequencies. This, in turn, will 
mean slower ET in the solid than in the liquid, at least 
in the so-called "normal" regime16 in which the reorg­
anization energy is greater than the exoergicity. There 
have been relatively few experiments in which ET rates 
were studied, as a function of temperature, through the 
melting point of the solvent. The best-documented 
cases have shown no sharp change in rate at the melting 
point (compare Figure 1). These reactions may not be 
the best test cases, however, since they occurred in large 
biological systems, in which a "solvent cage" of lipid 
intervenes between the inner-sphere around the tran­
sition metal and the actual solvent, so that the solvent 
contact with the inner sphere is very attenuated. In­
deed, when the protein itself undergoes a phase-tran­
sition-like conformational change (at ~250 K, in Figure 
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Figure 1. Temperature dependence of the electron-transfer rate 
for Zn-substituted hemoglobins. The rate refers to transfer from 
photoexcited 3ZnP to Fe111P (P = porphyrin). The reaction is 
exoergic by ~0.8 eV. Part A shows the results for the [a(Zn), 
/J(Fe1^H2O)] hybrid, part B shows the [a(Fem), B(Zn)]. The dotted 
curve is a fit to the small-polaron-type theoretical model of Jortner 
[Jortner, J. J. Chem. Phys. 1976, 64, 4860]. The switch in the 
data near 250 K in part B is attributed to a change in axial ligation. 
Reprinted with permission from: Peterson-Kennedy, S. E.; 
McGourty, J. L.; Kalweit, J. A.; Hoffman, B. M. J. Am. Chem. 
Soc. 1986,108,1739. Copyright 1986, American Chemical Society. 

Ib) there is a sudden change in ET rate. 
H. Perhaps most importantly, experimental tech­

niques for the study of ET in liquids and in solids are 
often very different. In liquids, many ET reactions can 
be studied by following, either chemically or spectro-
scopically, the time-dependent formation of products 
following the mutual interdiffusion of reactants. In 
solids, each of these three may become difficult: mutual 
interdiffusion, as discussed above, is too slow to matter. 
Chemical observation of product formation again nor­
mally depends on reactions, which depend on diffusion, 
so that such standard schemes as examining dissocia­
tion products of labile Co11 formed by ET, which are 
often used to follow ET rates in solution, are not useful 
in solids. Even spectroscopic study may be difficult in 
such solids as metals, in which the spectroscopic probe 
does not penetrate, or glasses and other amorphous 
solids, which may simply scatter all of the light. Thus 
differing methods for both preparation and detection 
of ET processes are required to study ET in solids, and 
we can now turn to some of these. 

/ / / . Electron-Transfer Reactions In Solids: 
Classification and Examples 

The usual chemist's notion of electron-transfer re­
actions as occurring between isolated molecular oxi­
dants and reductants must be considerably amplified 

when examining ET in solids. To begin, however, we 
might first cite some isolated molecular ET reactions 
in solids which are in fact similar to those in liquids. 

The most obvious way to circumvent the limitation 
that diffusion cannot conveniently be used to prepare 
the "precursor complex" of oxidant (Ox) and reductant 
(Red) reactants for an ET reactions is to prepare Ox 
and/ or Red by means of an externally supplied pulse. 
Most commonly, the external pulse is simply a photon, 
and the photoexcited state is used as Ox and/or as Red. 
For example, Leland et al.34 studied the ET from a 
photoexcited zinc porphyrin linked via a rigid sigma-
type covalent bridge to a quinone (species A). They 
suggest a rate constant of ~ 1010 s"1 at 77 K in frozen 
methyltetrahydrofuran. This is quite typical of the 
molecular solid-state ET events which have been 
studied; most of them involve excited-state reactants, 
and as such are expected to behave quite differently 
from the ET reactions between ground state Ox and 
Red which are most commonly studied in liquid solu­
tions. There are two essential reasons for this differ­
ence. The first is that after excitation with an optical 
photon of more than one eV in energy, the wave func­
tion of the optically-excited reactant will be extended 
quite considerably compared to its ground-state shape; 
this physical extension will cause the rate of ET to 
increase, and its dependence on distance to change. 
The second effect of reactant excitation is to change the 
exoergicity of any putative ET reaction. For example,35 

the very popular reductant Ru(bpy)3
2+ (bpy = 2,2'-bi-

pyridyl) when promoted to its first optically excited 
state at 2.10 eV above the ground state, becomes a very 
strong oxidant as well as a strong reductant. The very 
substantial exoergicities associated with this ET re­
laxation (eq 2), mean that enough energy is available 

Ru*(bpy)3
2+ + e" — Ru+(bpy)3 

A£° (NHE) = .84 V 

Ru*(bpy)3
2+ - Ru3+(bpy)3 + e" 

AE° (NHE) = .84 V (2) 
in general, to populate more than one electronic state 
of the products. While this complication can also occur 
for ground-state ET reactions, especially in the highly 
exoergic or "abnormal" regime, its possible role in 
photoexcited ET processes is even greater (there is a 
great deal more energy to be disposed of), and therefore 
it is even more important that analysis of the kinetics 
include the possibility of initial, rate-determining for­
mation of photoexcited products, as in eq 3. Indeed, 

Ox* + Red —^ Ox*' + Red+ —*-* Ox~ + Red+ 

kx « k2 (3) 

just such excited-state formation has been suggested36,37 

as one possible explanation for the observed nearly-
constant rate of ET with increasing exoergicity for 
many highly exoergic electron-transfer quenching ex­
periments. 

An alternative technique for preparing the reactants 
for study of a solid-state ET reaction involves adding 
an electron, rather than a photon. This method has 
been developed very extensively by Miller and his 
colleagues,37'38 who have studied intermolecular ET in 
a series of frozen glasses. In their work, a glass con­
taining the parent (neutral) donor and acceptor species 
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Figure 2. Kinetics of electron tunneling from biphenyl ions to 
toluquinone at 77 K in methyltetrahydrofuran glass. A and A0 
are the absorbance of biphenyl with or without added toluquinone. 
The solid lines are simulations as described in section VLB. The 
center-to-center-tunneling distances vary from 13 A at 1(T6 s to 
30 A at 100 s. Reprinted with permission from: Beitz, J. V.; Miller, 
J. R. Radiation Research, Proceedings International Congress, 
6th, 1979; Okada, S., Ed.; Toppan: Japan, 1979; p 301. Copyright 
1979, Toppan Publishing Co. 

is subjected to short (4-20 ns) pulses of 15 MeV elec­
trons. The electrons become thermalized, eventually 
forming either molecular anions or stable trapped 
electrons; via hole transfer, positive ions can also be 
produced (eq 4). The ET event is then monitored 

0-
optically. Figure 2 shows some of their early data39 for 
the reaction. The analysis of these data is a bit com­
plicated, involving both statistical considerations con­
cerning the mutual distributions of donor and acceptors 
and fits to some simple theoretical forms for the ET 
rate; further discussion is given in section VI. 

As these examples have shown, both optically-in­
duced and electron-capture-induced ET in solids can 
be studied for either intramolecular or intermolecular 
processes. In solution, considerable simplification re­
sults upon studying intramolecular cases.40 This sim­
plification occurs because the oxidant and reductant are 
already assembled at a fixed (and, in principle, known 
from structural work) relative geometry, and because 
there is no work term required to bring together the 
(generally charged) Ox and Red species in solution. The 
elegant work of Taube11'40 and his students in studying 
intramolecular ET in bridged bimetallic species was 
designed to take advantage of these special features. In 
solid-state ET, the advantage of no work terms arising 
from diffusion is irrelevant since, once again, no 
meaningful mutual diffusion of Ox and Red can occur. 
The advantage of known geometry remains, however, 
and much of the most exciting recent work on molecular 
solid-state ET has involved intramolecular transfer. 
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These two classes of reaction (photoinduced excit­
ed-state ET, either intermolecular or intramolecular, 
and ET in radicals prepared by electron or hole capture, 
again either intramolecular or intermolecular) comprise 
nearly all of the well-characterized experimental studies 
of solid-state ET reactions between (or within) mole­
cules. There are many other processes in solids in which 
ET processes occurs, and which might, therefore, be 
considered as cases of ET tunneling reactions in the 
solid state. These processes include 

A. Extended systems 
1. Conductivity in good metals 
2. Conductivity in narrow-band metals 
3. Conductivity and photoconductivity in reduced-

dimensionality species including conductive stacks and 
polymers 

4. Semiconductor and doped semiconductor systems, 
conduction and photoconduction 

5. Impurity conduction, in species such as mixed 
crystals or photoexcited rare-gas matrices 

6. Amorphous conductors, including conductive 
glasses. 

B. Intermediate sizes 
1. Quantum multiwell structures 
2. Inelastic electron tunneling spectroscopy and 

scanning tunneling microscopy 
3. Surface-modified electrodes, interfacial ET, mi-

crostructures, photoconverters. Ordered molecular/ 
metal/semiconductor arrays. 

C. Localized species 
1. Donor/acceptor pairs in solid hosts 
2. Intramolecular ET species in solid hosts 
3. Mixed-valency situations 
4. Biological units and subunits 
Clearly this classification scheme is arbitrary, inexact, 

and selective. It does serve, however, to show how ex­
tensive and variegated solid-state ET phenomena are. 
In section V we present some detailed theoretical ideas 
on the description of these processes. But at a very 
qualitative level, we can suggest the general scheme 
which all of these processes will follow. In each case, 
the ET reaction involves motion of an electronic charge 
density from one site in the solid to another. Since the 
solid is composed of discrete subunits (atomic, ionic, or 
molecular), we can discuss the transfer as involving 
electronic motion among these subunits. At zero tem­
perature and ignoring both zero-point vibrational 
motion and electron-electron repulsions, the electronic 
behavior can be characterized in terms of electron 
localization upon and motion among a set of orbitals 
located on the sites (crystalline or amorphous) of the 
solid. We can denote this set of localized basis orbitals 
by u„ i = 1,2,3... . In metallic lithium, for example, the 
U; would be the Li 2s atomic orbitals, one on each Li. 
For chain material 

N=C /==\ CSN 

Cs2TCNQ3 (TCNQ • / - C = = \ V = 0 - ^ > 
N=C \ = / ^ C = N 

they would be the LUMO molecular orbitals of the 
TCNQ species, which are pi orbitals of blu symmetry41 

and are empty in the isolated molecule but become 
partly full in the solid due to partial charge transfer (.67 
electrons per TCNQ) from Cs. For the mixed crystals 
such as anthracene in durene, there can be both hole 
and electron transfers, and so the set u; must include 
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HOMO and LUMO orbitals on both host (durene) and 
guest (anthracene) species. For isolated pairs such as 
those in reactions (2-4), the orbitals u, must again in­
clude whichever molecular orbitals (HOMO and/or 
LUMO) might change population as the electrons move. 

Formally, we can write the hamiltonian operator for 
these electrons moving among clamped nuclei in the 
simple form 

#el = X X X tifli+djn (5) 
i J M=a,/3 

Here the operator aiM
+ creates an electron in the basis 

orbital u; with spin n, while the operator aJ11 destroys 
an electron of spin /J. in basis orbital u;. Thus the op­
erator product a^ajp moves an electron of spin n from 
orbital u; to orbital u;, while the product aiti

+aitl simply 
counts the number of //-spin electrons in orbital ui:. The 
quantity tVl in (5) is usually called an electron-tunneling 
matrix element. Formally, it is just (u,|Hel|u ;), and it 
measures a transition amplitude for electron tunneling 
from u, to uy. In (5) the sums on ij run over all of the 
orbitals in the set (u;, i = 1,2,...). Once we have chosen 
a set of u, and defined the values for all of the ttj, we 
have defined a model hamiltonian42 for description of 
electronic motions. Several concrete examples of (5) 
might be mentioned. For isolated x-electron molecules, 
if u, are restricted to one 2p7r function on each carbon 
and tij is restricted to a value /3 if i and j are neighbors, 
a if i = j and zero otherwise, the Hiickel model43 is 
recovered. If this is extended such that |u;} includes 
valence orbitals on all atoms, we have the extended 
Hiickel picture. For metals, restriction of the u; to a 
single orbital on each atom and limitation of the sums 
such that i,j must be nearest neighbors defines the 
tight-binding model, which is just the Hiickel model for 
metals. For isolated pairs such as those of eq 4, the u; 

will include HOMO and LUMO on Red and on Ox. 
The electronic motion implied by (5) is simple: the 

electrons can remain on their original sites, or can 
tunnel from site j to site i. If first-order perturbation 
theory is used, the transfer probability from u; to u, is 
proportional to £;/, so that the electrons can move be­
tween sites i and j only if those sites are directly 
"bonded"; that is, only if i i ; is not zero. Expansion to 
second order in t^ yields a form (if i i ; = O) 

W^i ~ f.71 7Vo (6) 

corresponding to motion from orbital u; to U; via orbital 
uA; this path involves an energy penalty (denominator) 
corresponding to the energy to promote the electron 
from site j with site energy tjj to site k with energy tkk. 
Thus the motion of the electrons from any initial site 
to any final site may be followed; the structure of the 
t^ elements provides a roadmap to just which routes the 
electrons can travel. 

No real solid can be measured at T = 0, and in any 
material zero-point vibrations in fact are present. Thus 
any proper description of ET phenomena must involve 
vibrations. As electrons or holes move in the material 
(solid or liquid, molecules or atoms or crystals or 
glasses), the vibrational displacement and vibrational 
frequencies will change. For example, in the self-ex­
change reaction between Ru(NH3)6

3+ and Ru(NH3)6
2+, 

the Ru-N distance will change44 by .02 A, since the Ru3+ 

will hold its lone-pair NH3 ligand more tightly than will 
the Ru2+. For this particular case the frequency change 
is quite small44 (roughly 40 cm"1 out of 474 cm"1 for the 
a^ fully symmetric stretch mode), because of very slight 
covalency in the Ru-N bond. The rearrangement of the 
ligands about the redox centers requires an energy; this 
is normally called the reorganization energy,1"21 and is 
denoted as X in Figure 3. For such a self-exchange 
reaction in any phase there is no change in energy, 
entropy, or free energy attendant on the ET process. 
Then the activation energy AE* or EA is simply equal 
to one-fourth of the reorganization energy X. The 
equivalence EA

th = l/4 EA
op, where £ a

t h and £A
op are 

thermal and optical ET activation energies was first 
noted by Hush.45 In fact, electronic splitting somewhat 
increases the numerical factor 4. More generally, the 
reorganization free energy X is related to the actual 
physical parameters of rearrangement, namely the 
changes in displacement and in frequency when an 
electron transfer occurs. If the frequencies do not 
change, then there is no entropy (disorder) change, and 
X becomes equal both to the free energy and to the 
energy of reorganization.46 

Activation barriers such as that in Figure 3 are found 
for nearly all ET reactions. They arise from several 
sources, and will, generally, depend nonmonotonically 
on the reaction exoergicity AE° and on the reorgani­
zation free energy X. To a very good approximation, 
the activation energy is given by1"21 

EA = AE* = (X + A£°)2/4X (7) 

if there are no frequency changes, and by 

AG* = (X + AG°) 2 /4\ (8) 

if there are changes in frequency. ET reactions for 
which X > |AG°| are often referred to as lying in the 
normal regime, while those for which X < |AG°| are said 
to lie in the abnormal regime, and those for which AG° 
> 0 do not occur. This nomenclature is illustrated in 
Figure 3, and will be discussed at length in sections IV 
and V. 

The nomenclature in the last paragraph is drawn 
from standard ET theory for molecules in solution. For 
our more general discussion here, the important point 
is that the presence of nuclear motions (vibrations, Ii-
brations, internal and hindered rotations) means that 
the rate of ET processes is fixed not only by the elec­
tronic motion in the clamped-nuclei situation described 
in eq 5, but also by the interactions between electronic 
and nuclear motion and by the motions of the nuclei 
themselves. In liquid-state molecular ET reactions, 
these interactions are manifested in the appearance of 
an activation energy for ET and in the reorganization 
process and energy. In extended systems such as those 
listed under A above, ET is manifested as electronic 
conductivity. For conduction in a good metal such as 
copper, the electron/vibration interactions are respon­
sible for the resistivity, which arises partly from scat­
tering of the conduction electrons by the vibrations of 
the Cu nuclei. For a narrow-band metal or semicon­
ductor such as Ni phthalocyanine iodide47"50 or Ni 
phthalocyanine, respectively, the conductivity is again 
limited by scattering of carriers of current (electrons 
or holes) by motions of molecular or atomic nuclei.51"53 

For good metals, there is very little reorganization re­
quired as the electrons move, so that the reorganization 
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\ H = Hel + Hmc + Hel_nuc (9) 

Figure 3. Schematic potential curves for two-site electron 
transfer. The abscissa is a reaction coordinate, which is, for 
example, the difference in the displacements of the two diatomics 
in the molecular crystal model of section V.A. The ordinate is 
the electronic potential energy. Part A defines the reorganization 
energy X, the activation energy Ek, and the exoergicity AE°. The 
solid lines are the adiabatic surfaces; the dotted lines are the 
diabatic curves. Part B sketches diabatic curves for the normal 
region (X > |A£°|), the barrier-free case (X = AE0), and the ab­
normal regime (X < AE0), respectively. Part C shows the lower 
adiabatic surface for self-exchange in a mixed-valency species; 
the left and right curves represent Robin/Day III (delocalized) 
and I (localized) behavior. Part D shows the adiabatic curves for 
transfer in the abnormal regime. 

energy is small and the electron/vibrational coupling 
is weak, the scattering is also weak, and the conductivity 
is high. For narrow-band metals or semiconductors, the 
reorganization energy and electron/vibrational coupling 
are larger, the scattering is stronger and the conduc­
tivity is smaller. 

From a formal viewpoint, the full dynamics of ET 
processes requires consideration of a hamiltonian of the 
form 

where Hnuc is the hamiltonian for nuclear motion and 
ifei_nuc is the interaction between electronic and nuclear 
motion which is responsible for resistivity in metals, for 
Jahn-Teller distortions in degenerate-state molecules 
and for reorganization energies in ET. All of the ET-
type processes listed under A-C above may be under­
stood54-59 on the basis of eq 9, whose structure is sug­
gested theoretically by the Born-Oppenheimer sepa­
ration of electronic and nuclear motions, and experi­
mentally by our wish to focus on the electron transfer 
phenomenon which is principally induced by H^ of eq 
5. While the details of just how to handle H of (9) are 
quite complex and depend upon the relative magnitudes 
of the electron derealization terms (ti;- of (5)) and the 
electron/vibration couplings, still all cases of ET can 
be discussed by the use of (9). 

Often it is convenient to separate the nuclear motions 
involved in ET events into two sets.16 The inner sphere 
of nuclei comprises those which directly neighbor the 
site at which the orbital U; is located. For transition-
metal complexes, this is usually taken as the inner co­
ordination sphere, and for 7r-electron systems, it can be 
taken to include those nuclei in which ir-density is 
found in molecular orbital U1. More inclusively, we can 
take the inner sphere as including the nuclei which are 
covalently or datively bonded to the atoms on which the 
electron population changes in an ET event. For mo­
lecular ET in a solvent, it is usually simply taken to be 
the molecules themselves. The outer sphere then in­
cludes all the rest of the nuclei, which usually simply 
means the solvent. Then the reorganization free energy 
X will be written as 

X = X1 + X0 (10) 

where the terms are, respectively, an inner-sphere and 
an outer-sphere contribution. The inner-sphere, or 
molecular, vibrations are generally described quantum 
mechanically (as a set of phonons), while the outer-
sphere is treated either quantum mechanically or 
classically (as a continuous dielectric medium). 

Understanding, then, that ET processes generally 
involve both electronic and nuclear motions, we require 
one more piece of nomenclature before exemplifying 
situations such as those listed above under A-C. Con­
sider for a moment a two-site problem, in which ET can 
occur from orbital u( to (spatially distinct) orbital u;. 
There will exist some reorganization free energy X for 
this transfer, which is due to the third term in eq 9, and 
there will also be a transfer amplitude ttj in eq 5. When 
ttj becomes large enough, the electronic states are so 
strongly mixed that further increase in ti} will not 
change the ET rate, which will be determined essen­
tially solely by nuclear motions described by X; this 
situation is referred to as adiabatic electron transfer. 
Conversely, for small ty, the electron states on i and j 
mix so weakly that even for favorable nuclear geome­
tries, for which the Franck-Condon requirements for 
ET60 are satisfied, weak mixing may not permit the 
electron to jump; in this situation increasing ttj will 
increase the ET rate, and this is called nonadiabatic ET 
(further discussion is found in section VA). 

It is helpful to exemplify the ET-type phenomena 
listed under (A-C) above, to see how these concepts of 
adiabatic and nonadiabatic transfer, activated processes, 
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reorganization and tunneling, vibronic coupling and 
normal and abnormal regimes can be used to classify 
and understand them. 

[Al,2,3] In good metals the simplest and most com­
mon description of the electronic structure is in terms 
of the nearly free electron model.61 An alternative 
picture which is more useful for our purposes (although 
not usually used for Quantitative studies of metals) is 
called the tight-binding scheme.43'61 The local atomic 
functions U; of eq 5 can be combined into a delocalized 
set of functions corresponding to the molecular orbitals 
of the entire metal. When this is done, eq 5 can be 
rewritten 

Hei = SLwga^+aj5iM (11) 
k H 

where w^, referred to as the energy of a band state 
labelled by quasimomentum k as well as spin n, is 
analogous to a molecular orbital energy. The a^+ are 
just linear combinations of the aiM

+ of eq 5, and,create 
an electron in the band eigenstate labeled by k and /x 
(if each unit cell contains more than one basis function, 
the a£# obtains more labels, describing the contribution 
from these different basis functions). The energy 
spectrum of the band states (or molecular orbitals) of 
the metal is determined by the set of w%. In a one-di­
mensional tight-binding (Huckel-like) model of a good 
metal, the energy difference between the largest and 
smallest wk is called the bandwidth; it is exactly it for 
the one-dimensional band, and, generally, is propor­
tional to the nearest-neighbor tunneling integral ttii+1. 
Good metals such as Cu or Au or Na have large band-
widths, because of very effective overlap of the partly 
full s orbitals. 

The number of k states in eq 11 is precisely the same 
as the number of basis states labeled by i in eq 5 since 
the number of MO's in an LCAO approximation is the 
same as the number of AO basis functions. In a metal 
like Na, where the outermost orbital (3s, corresponding 
to a HOMO) is only half full, only half of the k states 
(or MO's) will be full. Since the energy levels wn form 
a continuum, an electron can be excited from a full state 
to an empty state in the metal with only an infinitesimal 
energy addition. Thus applied electric fields can cause 
electrons to move, and the metal is a good conductor. 
If the highest energy orbital is full (as it is in He), then 
the bands will be full, excitation from the highest-en­
ergy full orbital (Fermi level) of the solid will require 
a finite amount of energy to get to the next band (the 
2s band, for He) and the material should be either an 
insulator (large gap between bands) or a semiconductor 
(small gap between bands)4 

The quantum number k, which corresponds to a 
quasimomentum, is a good quantum number if the 
third term of eq 9 is ignored, since (11) is a diagonal 
expression, just the sum of number operators ak

+ak 

times energies wk. The electron/vibration interaction 
(last term of (9)) destroys this behavior, and permits 
the electrons to exchange energy with the nuclear vi­
brations. This leads to changes in the electronic mo­
mentum due to absorption or emission of phonons (the 
quanta of collective oscillations of the nuclei). For 
wide-band metals or quasi-free electron metals the 
conductivity may be estimated rather well using the 
Drude model,61 in which the scattering of conduction 
electrons by phonons leads to a scattering or relaxation 

time, and this scattering time determines the conduc­
tivity. Thus in good metals conductivity is fixed by 
scattering events due to electron/vibration coupling 
(and to impurity scattering and electron-electron 
scattering). The conductivity is proportional to the 
Drude scattering time, or to the mean free path, and 
is determined by the behavior of the electrons in the 
immediate vicinity of the Fermi surface. More efficient 
electron/phonon coupling decreases scattering time, 
mean free path, and conductivity,61 and since the 
scattering arises from vibrations, and since mean square 
vibrational amplitude is proportional to temperature 
(from the equipartition theorem), we expect, for good 
metals, that conductivity is proportional to T"1. From 
the viewpoint of the ET concepts we have discussed, 
conduction in good metals is an example of adiabatic 
ET, since further increases in bandwidth (equivalently, 
in tij) will not further increase conductivity a, which is 
fixed by the electrons near the Fermi surface. Moreo­
ver, the barrier of Figure 3a for a two-site model will 
disappear, because the so-called tunneling splitting in­
dicated in Figure 3c is so large (this tunneling splitting 
is proportional to 2J12 for the two-site case, and the 
activation barrier will disappear when A/4 ~ £12). Thus 
the transfer rate is not activated, and indeed the 
long-distance transfer (conductivity) drops with in­
creasing temperature. 

This picture of nearly free electrons in good metals 
becomes modified in polar conductors or in narrow­
band metals or semiconductors. Materials of the latter 
classes include not only such standard samples as NiO 
and ferrites, but also many of the molecular metals, or 
synthetic metals,47,62 which have been of major impor­
tance to chemists in the past two decades; these ma­
terials include charge-transfer salts based on 7r-electron 
donors and/or acceptors. One of the clearest examples 
is the linear-chain material48"50 NiPcI (pc = phthalo-
cyanine), in which nearly planar (phthalocyaninato)Ni 
macrocycles are stacked like poker chips directly above 
one another, and I3" anions are distributed lengthwise 
in channels between the stacks. The formal charge 
dictates that 0.33 electrons per macrocycle have 
transferred to the I3". Thus the band, which in this case 
can be thought of as a one-dimensional tight-binding 
band whose basis51'52,63 consists of the nondegenerate 
a lu 7r-electron HOMO on each Nipc, is 5/6 full. If the 
band were very wide, as it is in a metal like Al or Ag, 
this would mean nearly-free electron behavior and high 
conductivity. For NiPcI, however, the situation is more 
interesting. The width of the one-dimensional tight-
binding band is precisely it, where t is the nearest-
neighbor tunneling integral on the Nipc chain (eq 5). 
The bandwidth may be obtained63 from optical reflec­
tance spectroscopy of the chain material, or from the 
splitting (2t) of the levels of a dimeric subunit of the 
conductive chain, which in turn may be deduced either 
from photoemission spectra64 or from electronic struc­
ture calculation. For the Nipc case, all three indicate63 

a bandwidth At of roughly 0.70 eV. This is a very 
narrow band and as such will be even more sensitive 
to electron/vibration interaction. 

The vibrations on the Nipc chain are of two kinds. 
The intramolecular vibrations, which cause changes in 
shape or size of the individual Nipc units, may be dis­
tinguished from the intermolecular vibrations, in which 
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Figure 4. Molecular motions which produce resistivity in 
phthalocyanine-based molecular metals. Part A shows the phonon 
(translation) and librational (twisting) motions of two coplanar 
phthalocyanine macrocycles (each represented as a square). Part 
B shows the calculated variation in bandwidth (or, equivalently, 
of the tunneling integral t) as the relative orientational angle is 
varied. Reprinted with permission from: Pietro, W. J.; Ellis, D. 
E.; Marks, T. J.; Ratner, M. A. MoI. Cryst. Liq. Cryst. 1984,105, 
273. Pietro, W. J.; Marks, T. J.; Ratner, M. A. J. Am. Chem. Soc. 
1985,107, 5387. Hale, P. D.; Ratner, M. A. J. Chem. Phys. 1985, 
83, 5277. 

the individual macrocycles move rigidly with respect to 
one another. The intramolecular vibrations will mod­
ulate principally the diagonal terms tu of eq 5, corre­
sponding to changes of the basis function energies upon 
molecular distortion, whereas the intermolecular vi­
brations will modulate chiefly the tunneling transfer 
integral ^1 + 1 of eq 5, corresponding to variation of the 
tunneling integral as the local basis functions change 
their distance and/or orientation with respect to one 
another. For the particular case of NiPcI, the observed 
temperature dependence of the conductivity (<r ~ T~1A) 
indicates that while the material is metallic, in agree­
ment with its optical properties, the expected a ~ 71-1 

behavior of good metals is not seen. It has been 
shown51-53 from first-principles electronic-structure 
calculations of ^ + 1 and its derivatives that the observed 
T-dependence of a arises from roughly equal admix­
tures of longitudinal phonons (accordion mode) and 
twisting of the macrocycles around the stacking (z) axis; 
compare Figures 4 and 5. In the particular case of this 
macrocycle, the partly full HOMO a lu vr-electron level 

0.8 
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Figure 5. Resistivity of Nipcl (pc = phthalocyanine). The crosses 
are experimental data (Ogawa, M.; Hoffman, B. M., manuscript 
in preparation), and the solid lines are first-principles theoretical 
calculations. The total resistivity is the sum of the librational 
part (curved lower line, p ~ T2) and a vibrational part (p ~ T), 
which arise from the motions of Figure 4. Reprinted with per­
mission from: Hale, P. D.; Ratner, M. A. J. Chem. Phys. 1985, 
83, 5277. Copyright 1985, American Institute of Physics. 

Figure 6. A schematic representation of the orientational 
"soliton" defect in polyacetylene. The defect is uncharged, but 
carries spin of one-half, and is centered at the dot. 

contains mainly 2p7r carbon atomic orbitals, and is 
therefore not very much changed by intramolecular 
motions. 

This behavior (metallic-like resistivity dominated by 
coupling to intermolecular motions in rigid subunits) 
is not common to all molecular metals. More usual, 
particularly in conductive polymers47-62 such as poly-
(acetylene) or poly(pyrrole) or poly(thiophene) or 
poly(p-phenylene), is a situation in which there is an 
extremely strong coupling of the charge carrier (electron 
or hole) to an intramolecular (or, since a polymer is 
really one giant molecule, an intrasite) vibrational 
motion. This corresponds exactly to the reorganization 
process responsible for the occurrence of the free energy 
term denoted by X,- for ordinary molecular ET reactions. 
In some conductive polymers such as (-CH-CH-)^, the 
coupling, or reorganization energy or Stokes shift, is so 
large that the charge carrier motion may become linked 
to a local polarization, leading to defect motion. 
Probably the best known example of such a defect is 
the localized radical which occurs in poly(acetylene) 
when the alternating (formal) single and double bonds 
are out of phase by one bond (Figure 6). Such a 
localized defect was first discussed for ir systems by 
Pople and Walmsley;65 Su, Schrieffer, and Heeger66 

proposed that such defects, which they called solitons, 
were important charge carriers in poly(acetylene). The 
soliton in Figure 6 is neutral (seven valence electrons 
around triply-bonded carbon), but it can become a 
charged soliton upon capture or loss of one electron. 
The soliton literature is now enormous,62,67 and although 
we are aware of no direct proof that they are the 
charge-carrying species in (CH)x and related species, 
such as assumption seems reasonable. 

The soliton defect arises from trapping of an elec­
tronic species (hole, spin, or electron pair for positive, 
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Figure 7. Schematic band structure diagram for a semiconductor (left) and a metal (right). The shading represents filled energy 
levels for the electrons. In the semiconductor (to the left), the gap t, must be overcome to promote electrons into the conduction band 
while in the metal (right), the conduction band is partly filled and the electrons can be accelerated by an applied field. The Fermi 
(highest filled) energy level is denoted eF. 

neutral, and negative solitons, respectively) by a 
localized distortion of the nuclear framework. In de­
fect-free all-trans or all-cis poly(acetylene), all C-C 
bonds exist in a bond-alternating structure, with al­
ternating C-C links corresponding to formally single 
and double C-C bonds, respectively, and with the bond 
lengths differing68 by 0.08 A. Around a soliton, the C-C 
bond distances are rearranged. Both experimental and 
calculational evidence67,68 suggests that the bond lengths 
near a soliton are substantially different from their 
values in the parent poly(acetylene) materials. This 
behavior is very similar to the rearrangement processes 
accompanying ET in molecular systems and sketched 
in Figure 3 for a two-site model. The geometry about 
the oxidant and/or the reductant changes when the ET 
process occurs. The transfer cannot occur unless this 
rearrangement does, and the electron is closely coupled 
to the nuclear displacements. Note that in both ET and 
soliton motion the primary coupling is to a number of 
intrasite vibrations, which in the (-CH-), case are sim­
ply C-C bond length changes. 

Neutral solitons correspond to uncharged localized 
spin radicals; as such, they have spin and can be seen 
in epr studies. A second sort of defect can also occur 
due to trapping and localization of a carrier arising from 
interaction with lattice distortions (bond stretches). If 
the trapped species is a charged particle, in particular 
if it is a localized electron, the composite entity of the 
electron and the associated lattice distortion is referred 
to as a polaron,69 and if the localization is such that the 
electron is essentially restricted to one lattice site, it is 
called a small polaron.70'71 The small polaron model is 
important both in electronic hopping conduction (A.5,6 
below) and in molecular ET (sections IV and V). 

The cases of Nipcl and (-CH-)X represent situations 
in which electronic motion, or conductivity, takes place 
in a one-dimensional chain. In both cases, the electronic 
motion occurs in a band whose width is determined by 
the local overlap of site basis functions (carbon p-rr or-
bitals in poly (acetylene), macrocycle x HOMO's in 
Nipcl). In both cases, however, the bandwidth is not 
the determining factor in conductivity; in this sense, 
they correspond to adiabatic ET between molecules. 
The intermolecular orientational motions which mod­
ulate the tunneling integral and dominate the resistivity 

in the phthalocyanine conductor53 should certainly be 
important in some ET reactions, though only in the case 
of nonadiabatic transfer, since for fully adiabatic ET 
the size of the tunneling integral is unimportant for 
determining the rate, once that integral is big enough 
to be sure that the ET reaction lies in the adiabatic 
regime. The intrasite electron/vibrational coupling 
which is responsible for the formation of solitons (and 
other defects such as polarons and bipolarons) in 
(-CH-), and related polymers is exactly analogous to 
the rearrangement process in molecular ET reactions, 
and there are close analogies between soliton motion 
and adiabatic ET reactions. 

[A.4] To a very rough approximation, the difference 
between a conductor and a photoconductor is simply 
the location of the Fermi surface (highest filled level). 
Figure 7 illustrates this point in a highly schematic way. 
The gap in energy (no states available) occurs right at 
the Fermi energy eF for a semiconductor. To move an 
electron in a metal, only an infinitesimal energy from 
an applied field is needed, since empty levels lie right 
above full ones. For a semiconductor, however, the gap 
must be overcome. Electrons can be placed into the 
conduction band, where they can contribute to a cur­
rent. This can occur by thermal excitation if the gap 
is not too much greater than kBT, or, for larger gaps, 
by semiconductor doping, or photoexcitation with a 
frequency equal to or greater than «gap/ft. This pho-
toexcited carrier will then move in the conduction band 
very much as any other carrier would; photoconduc­
tivity, like ordinary electronic conductivity, is limited 
by scattering from defects, other electrons or holes, 
spins, and nuclear vibration. 

In fact, the situation is slightly more complicated 
than in metals, since the formation by photoexcitation 
of an electron in the conduction band will leave behind 
a hole in the valence band, and the residual Coulomb 
attraction between hole and electron can result in for­
mation of an exciton,25 which is a mutually-trapped 
electron/hole pair, or even in recombination to form the 
original electronic occupation plus heat in the lattice 
vibrations. The general area of photoconductivity has 
been enormously active for the past 2 decades, due 
partly to interest in solar photoconversion, in photo­
copying machines, and in photosynthesis, and largely 
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to intrinsic scientific interest. In both photosynthesis 
and photoconversion devices, it is necessary to separate 
the electron and hole formed through photoconversion, 
and this can be done in several ways,72 including band 
bending at surfaces (used widely in photoconversion 
devices),73 charge separation at interfaces (used in 
micellar and microemulsion systems),74 dissemination 
of one carrier into a continuum (metallic or semicon­
ductor electrode conversion),75 or rapid ET or hole 
transfer away from the original exciton geometry (one 
of the tricks in photosynthesis).76 

Once the charges are effectively separated, they move 
by a generalized sort of ET, which, in crystalline sys­
tems such as Ge with wide conduction bands, can be 
quite similar to charge carrier motion in good metals. 
Many photoconductors of current interest, however, 
including hydrogenated amorphous silicon (a-SiH) and 
the chemically fascinating polysilanes (systems iso-
electronic to alkanes which nevertheless show very large 
electron derealization effects and good photoconduc­
tivity)77 are highly disordered, and the charge carrier 
motion is usually controlled by defect scattering or 
trapping of the carrier. In all these materials, once 
again, the width of the relevant conduction band is 
large, and from an ET point of view the transfer can 
be classed as adiabatic, with the rate determined by 
factors (scatter from vibrations or defects or impurities) 
other than the size of the tunneling matrix elements ttj 
of (5). 

[A.5,6] Electrical conductivity in metals is largely a 
coherent process—the current-carrying states are of 
nearly free-electron or of wide-band type, and are de-
localized throughout the crystal; resistivity occurs be­
cause these coherent states are scattered by impurities 
or vibrations. Now if the bands become very narrow, 
the total energy gain upon derealization of the band 
electrons decreases. If electrons can lower their total 
energy by means of an elastic relaxation or polarization 
of the solid, then there will be a competition between 
the electronic band energy, which favors derealization, 
and the polarization energy which favors localization 
of the electron. Under these conditions, raising the 
temperature (therefore the vibrational amplitude) can 
result in electron localization. This is the essence of the 
small polaron picture of conduction.70'71'78 While there 
are few materials for which small polaron transport 
behavior has been conclusively demonstrated, the model 
is important conceptually for solids. More significantly 
for our purposes, the standard vibronic models for un­
derstanding both ET reactions and mixed valency be­
havior (as well as radiationless transitions, lumines­
cence, Jahn-Teller distortions, and a host of other vi­
bronic phenomena) is based on a small-polaron-type 
model. Therefore it seems appropriate to summarize 
the essential ideas of small polaron theory and to dis­
cuss its relationship to electronic conductivity; we can 
then refer to these when discussing ET formalisms in 
sections IV-VII. 

The simplest picture to describe small polarons is the 
molecular crystal model of Holstein.71 In this model, 
each site in the crystal consists of an electronic state 
and a local vibration (chemically, we might think of a 
chain of H2

+ species). Then the total energy will include 
the vibrational energies, the electronic energies, and the 
polarization energies which result when an electron is 

trapped on a site. This last term arises from the change 
in geometry (bond lengths) and/ or frequency when an 
extra (carrier) electron is placed onto the molecule at 
any given site. This model will be discussed at some 
length in sections IV and V in connection with the 
two-site ET problem. The important point here is that 
when the temperature is quite low, the vibrational am­
plitudes are small, the vibration/electron coupling is 
still fairly weak, and the electronic motion is still dom­
inated by the (small) tunneling terms between near-
neighbor sites. In this regime, the motion remains co­
herent (like a metal), and the electron/vibration scat­
tering provides a metal-like conductivity (a ~ T~l). As 
temperature increases, the coupling term comes to 
dominate the band term. Then the localized states of 
the electron are (variationally) better zero-order states 
than are the delocalized band states. They are still not 
eigenstates, however, and the residual tunneling inter­
actions result in motion of the electrons from site to site. 
This motion can either involve jumps between equiva­
lent configurations, which involve no gain or loss of 
vibrational energy, or jumps between inequivalent local 
geometries, which then involve gain or loss of vibra­
tional quanta. These latter processes are dominant at 
high temperatures (about roughly half the Debye tem­
perature), and describe incoherent hopping motion of 
the electrons (or polarons). Now the conduction is 
activated {a ~ e'E^kBT), and increases with tempera­
ture. 

The small polaron model thus predicts that a(T), the 
conductivity, starts out band-like at low temperatures 
(a ~ T"1), and then reaches a minimum at some tem­
perature related to the electron/vibrational coupling 
strength before becoming activated (hopping) at high 
temperatures. As we have already discussed, good 
metals and some conductive chains follow the T — 0 
behavior of a polaron. We now discuss very briefly 
hopping electronic conductors, in which the high- T limit 
of the small polaron behavior is seen. 

Hopping conduction is of great interest in conducting 
glasses, amorphous conductors, certain mixed crystals, 
mixed-valency solids, and some conductive charge-
transport polymers.78 All of these systems contain 
localized, rather than bandlike, electronic states. 
Chemically, perhaps the most interesting of them are 
the redox conductive polymers or ion-exchange poly­
mers filled with electroactive counterions.79 Just as 
small-polaron semiconductors differ from metals, these 
hopping electroactive polymers differ from the conju­
gated, bandlike conductive chains and polymers such 
as those based on poly(p-phenylene) or Nipcl.62 A 
typical79 hopping type electroactive polymer is poly [M-
(bpy)2(vpy)2(C104)J, with M = Os or Ru, bpy and vpy 
being 2,2'-bipyridyl and 4-vinylpyridine, respectively, 
and x = 0-3. The self-exchange, hopping reaction be­
tween, say, neighboring Os(bpy)2(vpy)2(C104)x sites can 
be written 

Os111 + Os11 -^* Os11 + Os111 (12) 

where k is a self-exchange rate constant. By a series 
of such hops, charges can be transported down the re­
dox polymer chain. The local behavior in this case (high 
temperature) is of hopping type and is activated. It can 
occur only under conditions of "mixed valency"—that 
is, it is necessary that some of the Os be present in one 
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valence state (here Os11) and others in another valency 
(Osm). The mixed-valent state may be prepared either 
by chemical oxidation or, more commonly, by applica­
tion of an external potential (electrochemically). 

The use of these redox polymers has been beautifully 
developed by several groups.79"82 These groups have 
constructed such microstructures as array electrodes 
and ion-gate electrodes based on the use of these redox 
polymers in connection with microfabrication tech­
niques. These microstructures are of great promise in 
energy conversion, sensing, display, and energy storage 
devices, as well as in electrochemical synthesis appli­
cations, and several reviews of this work have ap­
peared.79""82 Indeed, the effective combination of surface 
fabrication and lithography techniques with chemical 
derivatization and chemical synthesis is well on its way 
toward defining a new area of macromolecular elec­
tronics.79 Insofar as ET is concerned, nearly all of these 
systems are based on site-to-site hopping behavior of 
localized electrons. Exceptions occur when delocalized 
polymers such as polypyrrole are used, and these in fact 
provide higher conduction80 (at convenient tempera­
tures) than do the mixed-valent hopping redox con­
ductors, largely because the activation barriers for 
hopping in such systems as Ru111/ Ru11 or Os1/ Os0 are 
quite large with delocalized chelate ligands such as bpy. 

A final example of hopping electron transfer involves 
randomly oriented and spaced ET centers in a solid 
matrix. For example, Domingue and Fayer83 have re­
cently investigated ET quenching of excited pentacene 
by ground-state duroquinone in a sucrose octaacetate 
glass. The pentacene is excited using a doubled Nd: 
YAG laser line at 532 nm, and the pentacene decay is 
then monitored. They observe that for short times 
(<100 ps), the transfer is dependent on the relative 
orientation angle of the donor and acceptor, but that 
at longer times this angular dependence can be aver­
aged. The essential behavior found in their work (and 
in many other experimental and theoretical studies of 
this sort of electron or exciton hopping among localized 
sites in rigid systems) can be understood from a theo­
retical model developed by Inokuti and Hirayama,84 

based on earlier work by Dexter85 and by Forster.86 It 
really depends on use of simple rate theory: if the 
relative probability at time t after excitation for ob­
serving an excited donor is p(t), then one can write 

p{t) = expj- t X -+Zk(Rk) ]) (13) 

where k(Rk) is the rate constant for transfer to an ac­
ceptor at position Rk and T0 is the lifetime, including 
radiative and nonradiative parts, in the absence of 
quenching. The constant k(Rk) is in turn taken to be 
the simple golden rule form 

k(Rk 
2TT. 

h 
= ~ T ^ x |FC) (14) 

which is appropriate for nonadiabatic electron transfer 
(compare sections IV and V). Here TDA is the electron 
tunneling or transfer matrix element (the one called 
£i|I+1, for the periodic chain in eq 5) and |FC) is a vi­
brational overlap factor, which is a density-weighted 
Franck-Condon sum (again, compare sections IV and 
V). Thus these quenching processes are solid-state ET 
reactions which proceed via electron tunneling. 
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Figure 8. A quantum well heterostructure showing electron 
energy as a function of position. The thickness Wi= W2= W3 
= 50 A, and the level E1 occurs above the bottom of the bulk 
conduction band because of electron confinement in the x-di-
rection. The second figure shows resonant tunneling, corre­
sponding to the peak in the / / V curve, while the third sketch 
shows inefficient nonresonant tunneling. The bottom figure shows 
the observed / / V characteristic at 25 K. Note "abnormal regime" 
behavior, with rate decreasing with increasing exoergicity, to right 
of peak. Reprinted with permission from: Sollner, T. C. L. G.; 
Tannewald, P. E.; Peck, D. D.; Goodhue, W. D. Appl. Phys. Lett. 
1984, 45,1319. Sollner, T. C. L. G.; Goodhue, W. D.; Tannewald, 
P. E.; Parker, C. D.; Peck, D. D. Appl. Phys. Lett. 1983, 43, 580. 

Except for the relatively fast timescale, these studies 
are similar to many other measurements in which 
quenching via ET reactions is studied. These experi­
ments are properly discussed in terms of transfer be­
tween isolated molecular pairs, and as such provide a 
link between motion in the solids (metals, semicon­
ductors, polymers, glasses) which we have been con­
sidering thus far and the molecular ET reactions which 
are the traditional domain of liquid-state ET reactions. 
They are discussed in detail in section VLA. 

[B.l] Some of the most novel and direct observations 
on ET in solids have been reported in so-called quan­
tum well heterostructures.87"898 These are materials 
consisting of thin layers (~100 A or so thick) of two or 
more different components (generally metals or semi­
conductors). The layers are generally prepared either 
by molecular-beam epitaxy (MBE) or by chemical vapor 
deposition (CVD). Figure 8 schematically sketches such 
a quantum-well heterostructure. They can be prepared 
with nearly any number of layers of material, and the 
dimensions and compositions of the individual layers 
may be very carefully controlled. By the placement of 
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electrodes on the top and bottom layers, currents 
passing through the heterostructure may be measured 
and voltages applied across the heterostructure may be 
controlled. In addition, by variation of the atomic 
composition of the layers themselves, energy levels and 
electron densities may be varied over a wide range. 

Sollner et al. measured88 the current/voltage char­
acteristic across a single quantum-well structure (Figure 
8) consisting of three layers, each 50 A thick. The 
outermost two layers consisted of Ga0J5Al0 25As1 and the 
inner well of GaAs. The substrate on which the 
structure was deposited was GaAs, and a 5000-A-thick 
layer of GaAs was deposited on top of the three-layer 
heterostructure. In field-free conditions, the energy 
levels in the central GaAs layer are higher than those 
in the thicker layers because of kinetic-energy con­
finement (the energy levels of a particle-in-a-box rise 
as the box becomes smaller). When a voltage was ap­
plied across the structure, resonant tunneling was ob­
served when the voltage drop across the GaAlAs barrier 
was equal to the energy E1 (Figure 8) arising from the 
localization within the 50-A middle region of GaAs. 
From an applications viewpoint, such tunneling phe­
nomena may be useful as millimeter and submillimeter 
amplifiers or oscillators. From our perspective, the J/ V 
characteristic of Figure 8 is important for several rea­
sons. Firstly, the rapid falloff with voltage away from 
the resonance case (Vre9 = 2E1/'e in Figure 8) constitutes 
one of the best marked cases of the "inverted" or 
"abnormal regime" in nonadiabatic ET:1"18 as V is in­
creased above Viea, the rate of tunneling (and therefore 
the current) decreases quite markedly. This decrease 
of rate with exoergicity above a threshold region is the 
signature of abnormal-regime ET; such energy-gap be­
havior is also seen in vibrational energy transfer and 
in nonradiative decay, but for ET itself we are aware 
of no well-defined molecular example which shows so 
clear an abnormal region as in Figure 8. 

One reason for this behavior is suggested by Figure 
9, which shows a measurement on resonance ET in a 
different quantum multiwell structure.89 In this case, 
there were 70 separate layers, each 139 A thick, and 
consisting alternately of Ga047In053As and Al048In052As. 
As the voltage drop across the heterostructure is in­
creased, a first resonance is observed at an applied 
potential equal to the energy difference between the 
ground state and the first excited state of the quantum 
wells, roughly at V ^ 2.1 eV in Figure 9. With further 
increase in applied field, the current first drops (ab­
normal regime), but then increases again toward a 
second resonance near 6.5 volts, where the potential 
energy drop across the superlattice period is equal to 
the excitation energy to the second excited state of the 
well. The discrete multipeak structure progressively 
washes out with increasing temperature, as side features 
due to absorption or emission of phonons broaden each 
individual resonance peak. More importantly, if the 
resonances occur fairly close together, then the falloff 
from one peak will not be seen before the current rise 
starts for the next resonance. Then the overall shape 
of the I/ V characteristic might rise at low voltage until 
the first resonance is reached, and then remain sensibly 
constant with rising voltage as one resonance dies out 
but another is reached. With microstructures such as 
these layered ones, such behavior cannot persist in-
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Figure 9. Sequential resonant tunneling through a 1-ium-thick 
superlattice at low temperature. The superlattice consists of 
alternating Alo.4gIno.52As and Gao.47Ino.53As layers, each 139 A thick. 
Parts A and B show resonant tunneling through the first and 
second excited states, while part C shows the observed current, 
with peaks due to both of these resonant events. Reprinted with 
permission from: Capasso, F.; Mohammed, K.; Cho, A. Y. I.E.D. 
Meeting of IEEE; IEEE: Washington, DC, 1985; p 764. Copyright 
1985, IEEE. 

definitely, because the energy gaps between the reso­
nance states rise sharply with quantum number (pro­
portional to n2 for particle-in-a-box levels). For mole­
cules, however, we might expect a large number of 
open-shell electronic states of the Red+-Ox" system to 
appear fairly close to the first excited state.36'37 More 
such states will become energetically available as the 
exoergicity increases (compare eq 3), and therefore one 
might expect, again, a sensibly flat rate for ET as ex­
oergicity is increased beyond threshold. Such behavior 
has been seen in many studies of ET quenching of op­
tically excited donor/acceptor pairs,90 and the formation 
of excited product states has been put forward as one 
possible explanation of this unexpected behavior.38,39 

The second aspect of these measurements which is 
of real importance for understanding ET is the time 

Alo.4gIno.52As
Gao.47Ino.53As
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scale of transfer. Sollner et al. showed88 that the / / V 
characteristic at 2.5 X 1012 Hz is sensibly the same as 
that at dc, and used this observation to argue that the 
"charge transport mechanism is at least as fast as the 
angular period of 2.5 Thz; i.e., r = 6 X 1(T14 s." An 
alternative estimate arising from the time/energy un­
certainty relationship also yields T S ICT13 s. The barrier 
height is deduced from optical measurements as88 

roughly 0.23 eV in the GaAlAs barrier, whose width was 
50 A. Molecular ET reactions in frozen solution over 
far shorter distances (e.g., 24 A or so) exhibit charac­
teristic times, or inverse rate constants, 12 orders of 
magnitude slower (cf. section VI). These huge rate 
differences might arise in several ways, but clearly the 
most obvious ones, assuming that ET in the micros-
tructures is a fairly similar physical phenomenon to 
molecular ET, are either from the isoenergetic (reso­
nance tunneling) feature or by very large differences 
either in the tunneling matrix elements or in the den-
sity-of-state-weighted Franck-Condon factor, that 
represents the vibronic part of the rate. Given the quite 
low barrier height of the microstructures (0.23 eV in ref 
88), and the prediction from simple tunneling theory 
(section V.B) that the transfer tunneling matrix element 
should scale like exp{—s/E-% R\, where £ B is barrier 
height in volts and R is separation in A, the far lower 
barrier height in the microstructures suggests that it is 
the substantially enhanced electronic tunneling prob­
ability which provides some of the rate enhancement, 
and that the other major acceleration is due to the 
resonant nature of the transfer. If so, it would be of 
great interest, from an ET viewpoint, to examine sys­
tematically the I/V characteristic, and thus the transfer 
time, as the barrier height EB and the tunneling dis­
tance (layer thickness), as well as the applied voltage 
(exoergicity) are varied. 

[B.2] Tunneling in solid-state ET processes serves as 
the basis for two quite new and powerful analytical 
spectroscopies. The first of these, inelastic electron 
tunneling spectroscopy or IETS, is a sensitive technique 
for measuring vibrational spectra and, in a less precise 
manner, molecular orientation.91 The technique was 
first discussed by Jaklevic and Lambe92 20 years ago. 
It is based on the observations that a tunneling current 
can pass between two metallic electrodes when a po­
tential is applied, that such a current will also flow if 
molecular species are introduced into the area between 
the electrodes, and that electron/vibrational interaction 
can cause the electrons in this tunneling current to lose 
energy to the vibrations. Thus the tunneling current 
will have both elastic and inelastic (energy loss) com­
ponents. If the second derivative of the tunneling 
current is plotted as a function of applied voltage, peaks 
will be observed whenever the applied voltage Vapp 

achieves a resonance energy Vapp = hv/e, where e is the 
electron charge and v is the vibrational frequency. This 
peak arises because the overall increase of flowing 
current will show a jump whenever the applied voltage 
provides enough extra potential energy to excite the 
molecular vibration of energy hv. 

The IETS field has developed quite rapidly. Ex­
perimentally, microlithographic and microstructural 
techniques are used to assemble the tunneling junction 
consisting of a flat strip of metal, a thin layer of the 
molecule to be measured, and an upper metallic elec-
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Figure 10. Scanning tunneling microscopy spectrum of benzoate 
anion adsorbed on alumina. Note very high resolution of the ion's 
vibrational spectrum. The ordinate is second derivative of voltage 
with respect to current. Reprinted with permission from: 
Tunneling Spectroscopy: Capabilities, Applications and New 
Techniques; Hansma, P. K., Ed.; Plenum: New York, 1982. 
Copyright 1982, Plenum Press. 

trode. Normally the spectra are run at liquid He tem­
peratures, and often Pb is the metal of choice for the 
top electrode, since it is superconducting in this tem­
perature range. The IETS technique has several very 
significant advantages: 

The spectral range extends from 0 to well beyond 
4000 cm"1; compare Figure 10, the IETS spectrum of 
benzoate ions on alumina. The ability to see quite 
easily vibrations in the very far IR (below 200 cm"1) may 
be of real value in many studies, for example of hin­
dered vibrations or librations. 

Sensitivity. Ordinarily the thickness of the molecular 
tunneling structure is just one monolayer. Given that 
the junctions themselves can be less than 1 mm on a 
side, this means that subnanomolar amounts can be 
measured. 

Selection rules. There are no strong selection rules. 
Like inelastic neutron scattering, IETS appears to de­
tect vibrations of all symmetries. 

Theoretically, IETS is generally described91 using a 
golden-rule expression for the transition rate per unit 
time, with the matrix element fixed by interactions of 
the tunneling electron with the molecular dipole and 
its image charge as well as with the molecular polariz-
ability. These simple pictures work qualitatively; more 
complex theoretical models have also been developed. 
The IETS phenomenon differs from the ET reactions 
usually studied in that the energy dependence of the 
tunneling process, rather than the time dependence, is 
of dominant interest; it yields the spectrum of Figure 
10. 

The second new analytical technique based on tun­
neling in solid-state ET reactions is called scanning 
tunneling microscopy, or STM.93'94 Here a metallic 
point probe, generally made of tungsten, is scanned 
along (x,y) coordinates just above a surface to be 
studied. The tunneling current between the conductive 
surface and the tip, when a potential difference is ap­
plied, will depend strongly on the distances, essentially 
because the overlap of wave functions on the surface 
and the tip falls off exponentially with tip-to-surface 
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separation. The technique is both exquisitely sensitive 
and exquisitely delicate. In the usual mode of opera­
tion, the tip-to-surface distance is kept constant (to 
within 0.1 A) using piezoelectric expansion materials. 
By monitoring the variations in z-coordinate of the tip 
as (x,y) coordinates are scanned, and maintaining the 
tunneling current at a constant value, precise mapping 
of surface heights can be obtained. This technique is 
only 5 years old (it was developed at IBM Zurich in 
1981),93 but it has already been used to study several 
surface structure problems of real importance. For 
example, recent work from the Zurich laboratory dem­
onstrates directly the hexagonal carbon ring structure 
of the graphite surface, and also shows that the six 
carbons are inequivalent, since only three of them have 
neighboring atoms in the layer directly below the sur­
face.94 The technique's sensitivity is roughly 0.1 A in 
surface height. Since the STM is sensitive to the sur­
face electronic states (which are the source of the tun­
neling current), it can sense changes in electron density 
even when no atomic changes occur. Recently95 this has 
been used to detect charge-density waves in TaSe2 and 
TiSe2 by measurement of the STM image of their 
surface; a hexagonal structure with a spacing roughly 
3.5 times that of the surface atoms is observed, which 
is due to the charge-density waves. 

Most recently,94 the voltage dependence of STM has 
been used to study the spatial dependence of the sur­
face electronic states of solids. Since elastic tunneling 
is seen in the STM experiment the electronic states on 
the surface and the tip must be degenerate. By a 
change in the potential the energies of the surface 
electronic states may be monitored. Feenstra et al.95 

have recently used variable-potential STM to observe 
energy gaps at the Si(IIl) surface. Scanning tunneling 
microscopy provides a strongly surface-structure-sen­
sitive technique, which can in principle be used to map 
out defects, adsorbate islands and clustering, oxidative 
or reductive chemistry or phase separation at surfaces. 
In principle, STM could be used to study inelastic as 
well as elastic tunneling, and thereby provide spatially 
resolved vibrational spectra of surfaces, but the ex­
perimental requirements, especially for geometric sta­
bility of the scanning tip, are quite severe, and we are 
not aware of any completed studies of this type. 

[B.3] Molecular and macromolecular assemblies72,79-82 

can involve extended systems (and therefore have been 
discussed under A.5 above), or intermediate sizes, from 
monolayers to macromaterials. The unifying principle 
of these synthetic organized systems involves the use 
of chemical techniques such as surface derivatization 
or cross-linking in connection with physical techniques 
such as photolithography to prepare heterostructures 
of well-defined chemical constituency and physical 
dimension. Much of the attention in such systems has 
been focused on control of ET processes of one sort or 
another. In particular, polymer-coated electrodes have 
been actively investigated for suppression of corrosion 
in electrochemical processing, electrocatalysis has been 
studied at chemically modified semiconductor elec­
trodes for improved analytical performance, and pho-
toelectrochemical cells for direct conversion of sunlight 
to electricity have been actively investigated. In each 
case, the ET phenomenon at the interface has been 
substantially changed by chemical modification. 

A fairly typical example is offered by some relatively 
early work97 on oxidation of reductants in solution via 
holes generated in semiconductor photoelectrodes. This 
process is useful as a means of charge separation in 
photovoltaic conversion, but is plagued by several se­
rious experimental complications, including surface 
decay of the n-type semiconductor surface, which is in 
contact with the electrolyte, via photoanodic decom­
position. By coating the electrode with a conductive 
polymer, the desired electron transfer between the so­
lution redox couple (such as I2/I3" or Fera/Fen) and the 
semiconductor electrode can proceed without compe­
titive decomposition, since the solvent contacts the 
conductive polymer,97,98 which is the effective redox site, 
rather than the electrode itself. An ideal conductive 
polymer for this purpose is poly(pyrrole), which can be 
placed on the silicon photoanode either via99 simple 
anodic growth (eq 15) or via a preliminary surface de-

(X + Z)/T} — ( 

Si(OMe)3 + 

( 2 * + Z)H + (2* + 2 )e" (15) 

I/ -M»OH 

OMe 

rivatization with a siloxy reagent (eq 16). The second 
scheme lea"ds to far better adhesion of the polypyrrole 
film to the surface,80,98 as it should, since it is held in 
place by covalent linkages. 

These surface-modified and polymer-coated elec­
trodes are of substantial current interest as useful 
reagents and offer real potential in device applications. 
Indeed, a new sort of molecular or macromolecular 
electronics is beginning to develop, based largely upon 
the preparation of molecular/ surface species of con­
trolled electrochemical behavior, chemical properties, 
and geometry. It is the control of the energetics and 
the rate of the ET process which makes these sub­
stances of interest. 

[C.l-4] These molecular solid-state ET processes are 
closest to those of ordinary solution ET. We have 
discussed some of the best examples of these ET events 
at the beginning of this section, and will describe some 
others in detail in section VI, after setting out theo­
retical approaches to ET phenomena in solutions and 
in solids in the next two sections. 

IV. Rate Theory for Electron-Transfer Reactions 
In Solution 

A. General-Rate-Theory Approach 

Several recent reviews, notably those by Newton and 
Sutin16 and by Marcus and Sutin,14 deal quite exten­
sively with theoretical approaches to ET reactions in 
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solution. Treatises by Ulstrup8 and by Cristov,17 as well 
as a number both of newer and of older but still very 
helpful review articles1"19 also consider solution ET in 
some detail, and therefore we will limit the discussion 
here to a very brief sketch, which outlines the three 
standard approaches (classical, quantum, and semi-
classical16'46,103) to the problem. It also introduces some 
important concepts and nomenclature. In chapter V, 
we will present some variant theoretical approaches, 
ones which are in some cases more appropriate for 
discussion of solid-state ET. 

We will consider transfer of an electron from a se­
lected donor to a selected acceptor 

D" + A — D + A" (17) 

The observed rate constant can be expressed as16 

r--r- + r ,18) 
R obs Rdiff R act 

where kiiS( is the diffusion-controlled rate constant for 
the formation of an encounter complex (a complex 
consisting of the selected acceptor and donor mole­
cules). Usually the encounter complex is comprised of 
one acceptor and one donor species, and we neglect 
other types. The acceptor and donor molecules can be 
more or less solvated depending on the properties of the 
medium and the molecules. When the complex is 
formed, the rate of ET from the donor to the acceptor 
is given by the activated complex rate constant kact, 
which is expressed as an integral over orientations and 
time as100 

kact = f d? f"dt j(r,e) Jjdt g(t)ka(r,e,t) (19) 

Here j(f,e) is a distribution function for the reactive 
complex, defined as the number of encounters per unit 
energy and volume with relative orientation between 
f and f + df and energy between « and c + de. The 
distribution g{t) is the probability per unit time for the 
encounter complex to exist for one interval t called the 
interaction period. Separation of the encounter com­
plex takes place after the time t. Since g(t) is a prob­
ability, it is normalized by 

f"g(t) dt = 1 (20) 

The microscopic, first-order ("intramolecular") rate 
constant &el(r,e,£) is the rate of transfer at time t for an 
encounter complex with relative orientation between 
r and f + df and energy between e and e + de. 

The usual approximate expression for kact is given 
ag3,16,101-105 

Ka= C4Trr2j(r)kel(r)dr (21) 
•Jo 

j(r) = exp( -Mr) ) (22) 

/3 = {kBT)-1 (23) 

where u{r) is the interaction potential between the two 
compounds at the separation distance r. In eq 21 the 
angular dependence of the rate constant is either ne­
glected or approximated in some way.103,106 The time 
integral is performed by assuming that kel is inde­
pendent of time and is given by its value at the inter­
action time equals zero. The energy integration is 

contained in kel(r). From eq 21 it is seen that k&(A has 
two major contributions, namely the radial distribution 
of the reactive compound and the rate of electron 
transfer for a given separation r of the reactive com­
pound. The rate constant ke\(r) involves the quantum 
and statistical mechanics associated with the atomic 
and electronic motion in the reactive compounds, and 
j(r) involves all the statistical mechanical aspects of 
solutions. 

If the integrand in eq 21 is large over a small range 
of r values and approximately zero elsewhere, eq 21 can 
be expressed as16'103'107'108 

kact = 4irr2u(rm)kel(rJ5r (24) 

rm = distance at which integrand in (21) is maximal 
(25) 

where 5r is the range of r-values over which the integ­
rand is taken to be non-zero. The value of hr depends 
on the specified reaction but some values of br have 
been proposed.16 

B. Consideration in Terms of States and 
Energies 

The reaction system which we consider consists of the 
more-or-less solvated acceptor and donor compounds 
and the surrounding solvent. This entire system is 
described by a multidimensional energy surface and is 
usually considered as a solvent surrounding a super-
molecule, which is itself an encounter complex con­
sisting of the solvated acceptor and donor.8,104'105'109'110 

The solvent can be represented in several ways,111"117 

but in ET theory the most common representations are 
the continuum model111"113 and the multiphonon rep-
resentation.3,8'116,118 The degrees of freedom for the 
system are divided into a set of electronic degrees of 
freedom, r, for the solvated donor and acceptor and a 
second set of coordinates describing the nuclear degrees 
of freedom of the solvated acceptor and donor com­
pounds. A third set of coordinates is needed for de­
scribing the solvent, and this set is usually constructed 
from the Fourier transformed polarization vec­
tor.3'8'116'118 The entire set of nuclear coordinates (both 
molecular and solvent subsystems) is represented by Q. 
Using the Born-Oppenheimer approximation the ham-
iltonian for the system may be represented as 

Haya(r,Q) = H(r,Q) + T(Q) (26) 

where H(r,Q) is the electronic hamiltonian for a given 
configuration Q and T[Q) is the kinetic energy operator 
for the Q-coordinate. The vibronic wave functions are 
represented as3'8,16'102"105-109,110 

Mr,Q,t) = E4>i(r,Q,t)Xi(Q,t) (27) 

where 4>i is the electronic wavefunction describing the 
electronic subsystem and xi is the wavefunction for the 
subsystem described by the coordinate set Q. 

In molecular ET theory3,8,16,102"105,109,110,119 the expan­
sion in eq 27 is generally limited to two static electronic 
states. These two are an initial state representing the 
reactants surrounded by the solvent and a final state 
representing the products surrounded by the solvent. 
This means that eq 27 is truncated to two terms:16 

nr,Q,t) = <t>in(r,Q)xin(Q,t)+ 4>fi(r,Q)xfi{Q,t) (28) 

where 4>a is the electronic wave function associated with 
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H{r,Q) for the configuration described by Qa. Since the 
ET reaction is a time-dependent phenomenon, we have 
to employ the time-dependent Schrodinger equation. 
In the following it is assumed that the overlap between 
the two electronic states is zero. This orthonormality 
condition can be attained in a straightforward man­
ner.103-120 Then we have 

ihj-*(r,Q,t) = (H(r,Q) + T(Q)]W, Qt) (29) 
at 

Using eq 28 in eq 29, 

ih-Xa{Q,t) = 
at 

{Haa + Taa + T(Q)}xa(Q,t) + \HaB + TJXs(Q,t) (30) 

where a^/3 and (a,ft) = (in,fi), and H1 

are defined as 
M T T 

Haa = <0a(r,Q)|ff(r,Q)|0a(r,Q)> 

Ha8 = <0o(r,Q)|ff(r,Q)|0,(r,Q)> 

Taa = La(r,Q)\J-L^-VQVa(r,Q)) -

(31) 

(32) 

XV Q (33) 

L ^ - V Q | 0 a ( r , Q ) ) X V Q J (34) 

Here (||) denotes integration over the electronic coor­
dinates. Haa defines the Born-Oppenheimer potential 
energy surface associated with the electronic state 4>a. 
Mq is the effective mass associated with the Qth coor­
dinate. The nuclear wavefunction xa(QJ) can be ex­
panded as 

Xa(QJ) = ZCau(t)Xau°(Q) exvi-itEav/h) (35) 

where x 

E 
°,Eav are solutions to 

avXau°(Q) = \Haa + Taa + T(Q)}Xav°(Q) (36) 

Adding the diagonal nonadiabatic correction Taa to Haa 

would simply constitute an improvement of the poten­
tial energy surface associated with the electronic state 

The coupling of the simple vibronic products arises 
from the second term on the rhs of eq 30, and this term 
determines whether the reaction is going to take place. 
The Taa and Ta3 terms are frequently called the nuclear 
coupling terms, the terms of the Born-Oppenheimer 
breakdown-operators, or the nonadiabaticity operators. 
The Ha3 term is generally called the electronic coupling 
matrix element between the two electronic states </>„ and 

The kind of electronic wave functions which are used 
for this reaction are either a set that does not diago-
nalize the electronic hamiltonian or a set that does. The 
first basis set can be identified as the valence bond 
structure of the reactants <j>r and of the products <f>p, and 
the electronic states are generally8,16'105 designated 
"diabatic". The electronic basis set {0i,02} which diag-
onalizes the electronic hamiltonian is designated 

"adiabatic"; in this representation, only TaS couples the 
states. These adiabatic states are easier to define since 
the condition for these states is the diagonalization of 
the electronic hamiltonian. Figure 3 compares diabatic 
and adiabatic states. 

It is generally expected that the dependence of the 
"diabatic" electronic wave functions on Q is 
small.16'102,103 So for the diabatic basis the Taa and Ta3 

terms are neglected, which reduces eq 30 to 

ih Xa(Qf) = [Haa + T(Q))xa(Q,t) + Ha8XB{Q,t) (37) 

where a ^ | 3 and a$ = r,p. When this diabatic basis 
set is used, the ET process is essentially the following 
transition 

<t>r(r,Qr°) - 4>P(r,QP°) 

where Qr° or Qp° denotes the equilibrium configuration 
of the encounter complex for the reactants or products. 

Alternatively (and more commonly), one can describe 
ET using the adiabatic electronic basis set \4>i,<t>2}. Then 
the following expression is obtained from eq 30. 

dx« 
i^(Q,t) -

[T(Q) + Haa + Taa]Xa(Q,T) + TasX3(Q,t) (38) 

a T± j8 and a,fi = 1,2. In this basis set, H12 = 0 and the 
mixing comes from the nuclear kinetic energy operator. 
In this case the reaction is essentially described either 
by 

0i(r,Qr°) ~* 0i(r.Qp°) (normal region) 

or by 

01(7",Qr0) ^* <t>2(r>QP°) (abnormal region) 

The two different ways of representing the ET system 
are shown in Figure 3, which shows the diabatic po­
tential energy surfaces Hrr and Hpp and the adiabatic 
potential energy surfaces Hn and H22- For the sym­
metric case, the splitting of the two adiabatic surfaces 
at the point of avoided crossing Q* is 2 Hrp. The nuclear 
configuration corresponding to Q* can lie between the 
two configurations Qr° and Qp° (this case is referred to 
as the normal region); the situation when Q* does not 
lie between Qr° and Qp° is referred to either as the 
inverted region or as the abnormal9'12'14"16,18,113 region 
(cf. Figure 3). Energetically, as mentioned in section 
III, the "abnormal" regime involves situations in which 
the total reorganization free energy X is smaller than 
the standard free energy change |AG°|, while for the 
normal regime |AG°| < X. Often ET reactions are 
classified as being either "adiabatic" or "nonadiabatic". 
These terms are related to the strength of the coupling 
element Hpr. When this coupling element is large 
(small), the ET is classified as being an adiabatic (no­
nadiabatic) reaction. For the "adiabatic" situation the 
ET can be analyzed in terms of the potential energy 
surface H11. For "nonadiabatic" ET it is necessary to 
analyze the ET reaction in terms of two potential en­
ergy surfaces; more detail is given in section VA. 

C. The Classical Description of Electron 
Transfer 

The classical descriptions of ET are mainly due to 
Marcus1,113 and Hush.45'121 In these models the tran-
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sition state theory is used, with the transition state 
corresponding to the configuration at Q*. The elec­
tronic coupling is assumed to be so large that it is 
reasonable just to use one potential energy surface, so 
that the ET is adiabatic. For the classical model the 
ET rate constant is given as

8,45,113,121,122 

Ret ~ 

kv.T 
exp(-AG*/kBT) (39) 

AG* is the activation free energy associated with the 
ET reaction of the solvated acceptor and donor com­
pound existing as an encounter complex. This ex­
pression does not take quantum effects into account, 
and is based on the assumptions that: (i) the transition 
conserves energy, and activated states of the reactants 
and the products have the same energy; (ii) the 
Franck-Condon principle is valid, so that the actual 
electronic-state change occurs at fixed nuclear mo­
mentum and position; (iii) the electronic coupling is 
assumed large enough so that the reactants are con­
verted into products with unit probability in the region 
of Q*. On the other hand it is assumed small enough 
to be neglected in calculating the amount of energy to 
reach the region of Q*. Thus no transmission coefficient 
appears in the activated complex theory expression (39). 

By assuming a quadratic Q dependence of the po­
tential energy surfaces eq 39 can be expressed 
agl,16,102,103,123 

where 

Ki = "eff exp(-EA/RT) 

EA = (Ex + AE0)
2/4EX 

(40) 

(41) 

Note that we use AE0 and Ex here, while AG0 and X 
(free energy) were used above in section B; the latter 
takes entropy effects into account and is preferable. 
They become the same for zero activation entropy. AJB0 

is the net energy change for the reaction and Ex is the 
reorganization energy, in turn given as 

^ = ; E / | Q A - ( Q ; ) P ] 2 ^ ^ (42) 

(QM°)r and (Q„0)p are respectively the equilibrium value 
of the /uth Q-coordinate for the reactant or product 
complex, and /M is an average force constant for each 

/„ = U + fS 
(43) 

This approximation to /M is generally believed to be 
reasonable. The weighted average frequency j>eff for the 
Q-coordinates is fixed by 

"eff2 = 

E V* E, 

EEU 
(44) 

where eM is the frequency for the |tth normal vibrational 
mode. The reorganization energy is conveniently di­
vided into two contributions,1"18 one from coordinates 
of the encounter complex itself (inner shell or inner 
sphere) and the other from Q-coordinates of the solvent 
(outer shell or outer sphere). The first contribution is 
given by 

Ein = X1n = 2 ^ [ ( Q M ° ) r (QS)P]2 (45) 

On the basis of the dielectric continuum approximation, 
the solvent contribution is given by1,18'24 

•"nut. — X „ , l t — 11 
8TT \Dop D3)X 

— \\(DD - Dr)
2 dV (46) 

where Dop and Ds are the optical and static dielectric 
constants of the medium and DT and Dp are, respec­
tively, the electric displacement vectors associated with 
the charge distribution of the encounter complex of the 
reactants and the products. The volume V is the di­
electric medium excluding the cavities which contain 
the solvated donor and acceptor compounds. Actual 
calculations of Xout have been carried out in several 
ways 1,8,111-117 

D. The Quantum Mechanical Description of 
Electron Transfer 

To describe ET when the electronic coupling is small 
(a nonadiabatic ET) or when nuclear tunneling is im­
portant, it is necessary to approach the problem quan­
tum mechanically. The description is based on a 
first-order time-dependent perturbation treatment of 
eq 37 resulting in a Fermi-golden-rule expression. This 
expression gives the probability per unit time that a 
system in an initial vibronic state <j>r(r,Q)xrv(Q>t) W1U 

pass to a set of final vibronic states (t>p(r,Q)xPw(Q>t) (4>r 

and 4>p are the only electronic states considered). The 
use of the Fermi golden rule assumes that the interac­
tion time goes to infinity, the existence of a continuum 
set of final states and energy conservation in the ET. 
The initial vibronic states are assumed to be Boltzmann 
distributed. The result for kel is given as3'8-16'104'105'125"128 

Ki = -rZ~x E E exp(-(3EJ (47) 
ft WV 

\(XrV°\(<Pr\H\4>p)\xpw°)f 

S(Erv - Epw) 

By use of the Franck-Condon approximation, eq 47 
becomes (with Z denoting the vibrational partition 
function) 

Ki = THrp2 Z'X ^ E exp(-/?EJ (48) 
Tl uw 

\(xrv°\xpw°)\2HErv - Epw) 

2TT, 

h 
= ^HrS \FC\ 

IFQ = (Z)-1 EE|(x™0|Xp,°)|2 

W V 

(49) 

For the diabatic electronic states the use of the 
Franck-Condon approximation is expected to be rea­
sonably accurate, though there have been attempts to 
go beyond it.129,130 The matrix element Hrp is usually 
determined at the Q*-configuration, where it has its 
maximum value.8'16'17,101 To obtain an expression for 
the energy-weighted Franck-Condon product jFC}, the 
vibrational modes of the system are separated8,16'104'105 
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into two categories: (i) discrete high-frequency modes 
characterizing the vibrations of the solvated acceptor 
and donor compounds. These modes are characterized 
by the coordinates Q0 and the vibrational frequncies wc. 
These modes do not necessarily have the same fre­
quencies and equilibrium positions in the two electronic 
states. These modes have wc » k-gT/h at room tem­
perature and are treated by quantum mechanics, (ii) 
The modes of the solvent which are considered as low-
frequency modes are characterized by the normal modes 
qk and the corresponding frequencies uk. These low-
frequency modes are described by the use of classical 
mechanics. The multidimensional potential energy 
surfaces for the initial (Ur) and final (Up) state are 
approximated as 

Ur(qk,Q) = Ur
D(Qr

D) + Ur
A(Qr

A) + Url(qk) (50) 

Up(qk,Q) = UP
D(QP

D) + Up
A(QP

A) + Up*°l(qk) + A£ 
(51) 

The solvent contribution to the potential energy surface 
is represented in the harmonic approximation as 

Ur*°l(qk) = - L A W 9jka (52) 
I k 

Up*
oi(qk) = \ E * W (qk - qk

0)2 (53) 

qk is the displacement of the &th solvent mode and qk° 
is the change of the position of minima for the initial 
and final potential energy surface of the solvent. AE 
is the energetic difference between the minima of Ur 

and Up. Ur
D and UT

A are the potential energy surfaces 
for the selected donor and acceptor compounds in the 
reactant states. Due to the assumed harmonic structure 
of the approximate potential energy surfaces the wave 
functions xr and xP are factorized according to the se­
parable potentials. 

Using the approximation that the solvent modes can 
be treated classically (that is h uk « kT), (FC) is ex­
pressed as: 

(FCI = — I (UZ1)-' E exp(-/3E«r0 II S1Ws/) 
\ E s / i «ry / i 

(54) 

exp[-/3|£s + AE + Z(ep
J - e/)\2/AEs] 

I = A, D 

Z1 = T. exp(-/3e/) (55) 

S7(e/,e/) = KxZ(Qr V W ( Q p V » | 2 

The potential energy surfaces for the solvated acceptor 
and donor compound can be selected in any arbitrary 
way. Ulstrup and Jortner104 have concluded by the use 
of numerical calculations that changes in frequencies, 
displacements, and anharmonicity effects for the modes 
of the encounter complex can be important for the 
determination of the activation energy. In many cases 
the evaluation of the jFC} factor in eq 49 and 54 is 
determined by the steepest descent method,109,121,132 

thereby achieving an analytical expression for kei, and 
also describing the actual flow of energy (exoergicity) 
into the various vibrational modes. 

E. Semiclassical Description of Electron 
Transfer 

These methods are simple approximate procedures 
for extending the validity of the classical models. 
Generally kel is for this kind of description written 
agl,8,15,16,103,123 

K\ = «eirAldaS8 (56) 

where Kei is the electronic transmission factor, Tn is the 
nuclear tunneling factor for the high frequency modes, 
and kel

chss is the classical rate constant of eq 39. By use 
of the two-state Landau-Zener16,17,133,134 model, /cel can 
be expressed as (in the limit of weak electronic coupling) 

2Hr/ r ws v2 

Kel hveti [(Ein + Eaol)kzT\ (57) 

Kei is the probability that a system starting in the dia-
batic state <pA (and with energy in excess of EA) will 
undergo a transition to the diabatic state $B. The nu­
clear tunneling factor Tn describes corrections which are 
only important for the internal modes; it is defined by 
the ratio of the rate constant determined by the Q-
modes to the rate constant in the classical limit103,123 

Y = = e-(4AG«(T)-Ein)/4fcBr ( 5 g) 

' 'class 

There are several expressions8,14"16,123 for Tn most of 
which have a restricted range of validity. However, the 
activation parameters for the semiclassical model agree 
well with the activation parameters from the previous 
section.123 Semiclassical expressions are of great value 
in fitting experimental temperature dependence, and 
in extensions of the theory to consider friction effects 
(section V.C). 

This very brief survey of standard ET theories in 
solution points out the key roles of Franck-Condon 
restrictions and of activated processes in fixing such ET 
rates. These considerations remain important in sol­
id-state ET. 

V. Molecular Electron-Transfer Reactions in 
Solids: Theoretical Approaches 

Three decades of intense theoretical and experimen­
tal effort have led to a fairly satisfactory understanding 
of ET reactions in homogeneous solution. Most such 
ET reactions occur by means of diffusion-controlled 
formation of a precursor complex, which then undergoes 
the ET event following first-order kinetics. Most such 
reactions are electronically adiabatic, and the Marcus 
formulation describes them well. There are some fairly 
well-understood exceptions, such as spin intercombi-
nation transitions which are electronically nonadiabatic. 
There are also certain unresolved issues, such as the 
exact conditions under which the "abnormal" behavior 
(rate decrease with increasing exoergicity) will be ob­
served, or how solvent dynamics, as opposed to mere 
energetics, is to be included, or the precise quantitative 
values of X; and X0, but in general the formulations of 
section IV have been very successful. 

For solid-state ET, the situation is more complex. In 
section III, we have discussed some of the very special 
features which are found in ET in solids, including 
extended systems, hopping conductors, metals and 
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semiconductors, heterostructures and polymers, ine­
lastic tunneling spectroscopy, and scanning tunneling 
microscopy. We also indicated some of the principal 
molecular studies which have been carried out in solids. 
The remainder of this article will focus on molecular 
ET in solids, but some of the other systems discussed 
in section III serve as a reminder that other techniques 
and problems are very important in solid-state ET. 

Because molecular diffusion in solids is so slow as to 
be essentially unimportant for ET, solid-state ET re­
actions will occur at relative Ox/Red geometries which 
are fixed by the preparation of the sample. In general, 
this will mean that the distances are larger than those 
typically found in precursor complexes in solution-phase 
ET, and therefore that Ox/Red electronic overlap is far 
smaller. This in turn has several important implications 
for theoretical discussion: the transfer is likely to be 
nonadiabatic and therefore sensitive to the electronic 
structures both of the redox species and of any inter­
vening matter. Thus ET theory in solids is most often 
formulated in a purely quantum-mechanical fashion, 
and electronic structure calculations can be very useful 
in understanding ET rates and their dependence on 
energetics and composition. We will briefly outline 
some approaches which have been used for discussing 
molecular ET in solids, each of which has some obvious 
strengths and weaknesses. 

A. Vibronic Approaches: Small-Polaron-Type 
Models 

This approach is a direct generalization of the vi­
bronic ET theory in liquids, which had been developed 
by several authors8-16'104'105-109'110 in the early 1970s. It 
is really modeled after treatments of other vibronic 
coupling phenomena, notably radiationless transi­
tions,135136 in the chemical literature, though treatments 
of ET using polaron-type models have been in the 
physics literature70'71'132'137 since the 1950s. Although 
more elegant formulations based on time-dependent 
correlation functions have been given,135 the essential 
idea can be presented in simple golden-rule form. 

For simplicity, consider a two-site transfer situation 
in which the two sites are simple parallel diatomics 
(perhaps Li2

+ and Na2), with rigid relative orientation. 
Then the Holstein molecular crystal model71 can be 
used (section III.A.5), and the total Hamiltonian of eq 
9 can be written 

H = He\ + Hmc + -?fei_vib 

Hel = 6!O1
+O1 + erar

+ar + t(a\+aT + ar
+a\) (59) 

#vib = (b\+h + l/2)hoj + (b+bT + l/2)hw (60) 

ifei-vib = #mt = (^I+ + bi)gihu(ai+ai - a+at) + 
(b + + br)grhw(a+at - CZ1

+O1) (61) 

Here CIi+Ci1 is the number of electrons on the left dia­
tomic, where the one-electron energy is C1. The operator 
Ci1

+Ci1 moves an electron from the right to the left dia­
tomic. We have assumed that each diatomic is a har­
monic oscillator, with frequency a> taken to be the same 
for both diatomics. The b+,b are the usual creation and 
destruction operators for vibrational quanta. Thus HA 

describes electrons tunneling between or sitting on the 
two-diatomics (it is the two-site Huckel hamiltonian), 
Hvih is the energy of the two-bond stretch vibrations. 

The electron/vibration coupling term of (61) describes 
the displaced-oscillator situation of eq 53; when an 
electron is removed to the right from the left diatomic, 
the latter's bond length lengthens by 2g]Ql

00 (Q1
00 is the 

zero-point displacement). We assume for simplicity 
that the bond length changes upon reorganization are 
identical for the two diatomics. Then we can write 

Hint = ^/Jo)(O1
+O1 - O1

+O1)(^1
+ + 6 1 - b + - bT) (62) 

which simply couples a change in population to a 
change in bond length. We can define sum and dif­
ference vibrations by V2 b ± = (bt ± b{) and g = V2 ^1 

and then rewrite H as 

H = hu(b+
+b+ + b+b„ + 1) + ghu(b_+ + b.) x 

(ar
+ar - O]+Oi) + CiOj+O1 + traT

+ar + t(at
+ai + a+aT) 

(63) 

In (59-61), we have omitted the coupling of the elec­
tron-tunneling term ai+ar to the vibrational displace­
ment (b+ + b). Such terms are important in formal 
small-polaron theory71'138 ("phonon-assisted hops") and 
dominate the T-dependence of conductivity in some 
molecular metals (section III.A.3), but they are generally 
ignored in molecular ET theory. 

Because the vibronic coupling term (proportional to 
g) may be larger than the tunneling term (proportional 
to t), the vibronic term, written second in (63), is not 
suitable for perturbative treatment, whereas the tun­
neling term is. Formally, then, an operator transfor­
mation135,139 corresponding to state-dependent dis­
placement of the oscillator is performed, after which H 
can be written as 

H = hw{b++b+ + b_+b. + 1) + (e, - 2 2 Ma 1
+ C 1 + 

(«r - g2hcc)a+aI + t[a+B+Biai + C C ] (64) 

Here the on-site energies are relaxed by a value g2hu 
on each site; this is just the reorganization energy X, as 
sketched in Figure 3. The operators B1 and B1 describe 
the polarization of the nuclei, in this case the change 
in bondlength, due to the electronic population change. 
Formally, 

B1 = exp(-g(6_+ - &_)} = B+ (65) 

notice from (64) that only the b_ vibration, which de­
scribes the difference in displacement between the 
molecule on the left and that on the right, enters into 
the polarization. 

Equation 64 can be treated using either linear re­
sponse theory135 or simple golden-rule. In either case, 
we obtain for the transition rate 

Wi^1 = ^ t 2 [FC] (66) 

with the generalized Franck-Condon factor (FCj sim-
DJV109,135 

{FQ = h'1 J^"°ei't(!'-(')exp{g2(n_ + l)(e+iat - 1) 

+ g2n.(e~iut - l)j dt (67) 

Here n. = [exp(ft«/kt) - l ] - 1 is the Bose population of 
difference vibrations between left and right. In the 
low-temperature limit, \FC\ becomes a sum of energy-
conserving 5 functions, corresponding to the balancing 
of electronic energy change C1 - er by m quanta of o>, 
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CHART I 

A2 

OMe 

weighted by a factor g2m/m\ which is characteristic of 
harmonic oscillator overlaps. The slope of W1-̂ 1. for kT 
« oih is flat, as is observed experimentally (Figure 1) 
for a number of molecular ET processes in proteins. As 
temperature increases, the process becomes activated, 
again in agreement with the experiments. The flat 
!"-dependence at low temperatures can be explained on 
the basis of nuclear tunneling, in which the nuclear 
wave functions within the left parabolic minimum of 
the adiabatic potential surface (Figure 3) have a clas­
sically forbidden probability of tunneling through the 
activation barrier. As the temperature increases, so do 
the n_ terms in (67), and the system is activated to 
vibrational levels which lie above the barrier, or inter­
section point. Then the ET is activated, and the motion 
does not have an important nuclear tunneling compo­
nent. The electronic tunneling, however,14'16 is still 
important, since the transfer is nonadiabatic and, from 
(66), the transfer probability is proportional to t2, the 
square of the electronic tunneling matrix element. 

Insight into the various energy terms which deter­
mine the nature of the vibronic ET in solids can be 
gained by consideration of the problem of mixed va-
lency,11,23'24,45 which was referred to in section III. 
Mixed valency occurs in /-block elements where it is of 
interest in systems such as samarium chalcogenides. 
Molecular systems which focus on mixed valency have 
mostly centered on transition metal dimers such as the 
celebrated Creutz-Taube ion B.140>141 (See Chart I). 

Formally, this species contains either Ru2+ and Ru3+ 

(mixed valency) or two Ru25+ (averaged valency). In 
their pioneering discussions of these species, Robin and 
Day24 distinguished fully delocalized species (such as 
I3") as class III, and fully localized systems (such as 
(NH4)2SbBr6 in which individual Sb3+ and Sb5+ may be 
seen crystallographically) as class I, with class II de­
scribing intermediate cases. Classification of any given 
species will depend upon the environment in which it 
is found, since both strong ion pairing and solvent po­
larization, like the polarization of the bonds within the 
molecule described by the inner-sphere reorganization 
energy, will favor localization of the charge, resulting 
in class II or I, rather than III, behavior. The criteria 
for mixed valency (Robin/Day II or I) as opposed to 
average valency (Robin/Day III) relate closely both to 
the nature of the transport (coherent or diffusive) and 
to the type55,58,142 of ET observed (adiabatic or nona­
diabatic). 

In 1966, Goodenough introduced143 a criterion for 
distinguishing these cases, based upon the overlap of 
the atomic wave functions at each electron localization 
center: if the wave function overlap exceeded some 
critical value, the charge would be delocalized and av­
eraged valency (now denoted Robin/Day III) would be 
found. In fact, the electronic terms alone do not fix the 
ET process or the Robin/Day classification. 

The nature of vibronic ET in the case of two elec­
tronic states is fixed by the energy quantities corre­
sponding to electron tunneling, thermal energy, reorg­
anization energy, vibrational energy, and exoergicity 
which are denoted t, kBT, X = g2hw, hu, and AE°, re­
spectively. We can then define four smallness param-

e t e r s55,58,132,142 

T71 = t/g2uh (68) 

V2 = t2/hu>[kBTg2hu]V2 (69) 

"4 = -JT- <71> 
g2hu 

which characterize the ET, as depicted in Chart II. 
The parameters Jj1 and Jj2 relate to electron dynamics; 
Tj1 is the ratio of the electron derealization energy t to 
the "polaron shift" energy hg2u; this latter is simply the 
amount by which the potential energy is lowered due 
to change in equilibrium displacement along q, when 
the transfer electron is localized; it is the reorganization 
energy. For degenerate systems, when Tj1 « 1, the 
lowering of potential energy upon electron localization 
more than overcomes the gain in electronic derealiza­
tion energy; thus the states are largely localized, and 
the situation corresponds to Robin-Day I [Figure 3(c)]. 
If Jj1 » 1, the opposite situation holds; the variational 
principle then favors the delocalized electron, and the 
system is best described as Robin-Day III [Figure 3(d)]. 
The parameter Tj2 is the square of the ratio of the time 
during which the nuclear configuration is equivalent on 
sites l,r to the time associated with electronic tunneling 
from 1 to r. If Jj1 » 1, the transfer rate is irrelevant, 
since the states are delocalized. If Jj1« 1, however, the 
nature of the motion between the minima in Figure 3(a) 
is determined by the size of JJ2. If JJ2 « 1, the system 
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V2 « 1 

V2» 1 

Vl « 1 

localized states 
nonadiabatic ET 
electron tunneling 
(Robin/Day I, II) 

13 « 1 V3 > l 

nuclear tunneling activated rate 
rate weakly T-dependent nuclear tunneling unimportant 

localized states 
adiabatic ET 
no role for electron tunneling 
(Robin/Day I, II) 

V3 « 1 V3 > 1 
nuclear tunneling activated rate 
rate weakly T-dependent nuclear tunneling unimportant 

Vi > 1 

delocalized states 
(Robin/Day III) 

delocalized states 

will have equivalent geometries (called a "coincidence 
event") for long times before the electron hops; in this 
case, the hopping rate is determined by t, and the 
transfer is nonadiabatic. If, however, Ji2 » 1, the 
electron will jump each time a "coincidence event" oc­
curs,78 and thus the rate of transfer will depend only 
on the "event" frequency, and will be independent of 
t; this is the limit of adiabatic electron transfer. In this 
case, at high temperatures, the occurrence probability 
of a "coincidence event" is then exp(-EA/&BT), where 
the activation energy EA

251 is roughly (Ai?0 + A)2/4A -
t, where X = g2hu. This activated behavior is charac­
teristic of standard adiabatic electron-transfer theories. 

The parameters Tj3 and Tj4 relate to the nuclear dy­
namics. When the exoergicity -AE0 exceeds the re­
organization energy X (which is just g2hoi for this simple 
two-mode example) so that T?4 > 1, there is a bottleneck 
in the vibrational energy flow which reduces the transfer 
rate. This arises, essentially, because the vibrations are 
forced to accept more energy than will optimize the 
Franck-Condon factors, and the rate should then de­
crease as the exoergicity increases. This is the abnormal 
regime or Marcus inverted region. For either AE0 or 
X fixed, the rate should maximize when the value of the 
other (X or AE°) is such that r>4 = 1, which is where the 
intersection in Figure 3b occurs at the minimum of the 
upper parabola. As explained in sections III and VI, 
the inverted region may be difficult to observe exper­
imentally because of the intervention of electronically 
excited product states. The parameter T/3 characterizes 
the nuclear tunneling contribution to the rates: when 
?j3 « 1, there is very little thermal excitation, n_ in (67) 
is essentially zero, and the allowed nuclear displace­
ments are limited to Q00 = (ft/2m«)1/2. Then if the 
activation energy EA exceeds the zero-point energy 
hw/2, the system will not show much contribution from 
motion over the activation barrier, but rather from 
nuclear tunneling under it. As the temperature and r?3 

increase, activation over the barrier becomes more 
probable, and nuclear tunneling makes a smaller con­
tribution to the rate (compare Figure 1). 

The two-mode system described here captures the 
essence of the small-polaron description of ET pro­
cesses, which is based on the simple displaced-har-
monic-oscillator model, of eq 59-61. For real systems, 
the set of vibrational modes should include not only all 
the vibrational modes of the molecule itself, but also 
the modes (phonons) of the host; these are responsible, 

respectively, for X1 and X0, the inner-sphere and outer-
sphere reorganization energies. Formally, inclusion of 
other harmonic modes with no frequency changes sim­
ply involves summing the terms involving Q or u in eq 
59-61 over all modes so that, for instance,16,109 

Xj = h Zg11
2W1, (72) 

For most ET systems, such analyses are incomplete, 
largely due to lack of detailed vibrational data (all q„,wu). 
The evaluation of the rate-determining \FC} factor for 
many-mode systems is most easily carried out using 
saddle-point methods.135 

This vibronic model has many advantages, including 
relative conceptual clarity, numerical adaptability, easy 
extension to multisite and multimode ET, and fairly 
simple extendability to include anharmonicity and 
frequency change. In mixed-valency, Piepho, Krausz, 
and Schatz have used59 exactly this model to discuss 
very clearly and meaningfully derealization and rate 
effects. For ET events, even in its simplest one-mode 
formulation the small-polaron scheme has been very 
widely used for interpetation of molecular ET in both 
solids and solutions. Jortner's formulation144 of the 
problem in terms of three simple parameters (which 
really arise from the smallness parameters T)1-Tj4, and 
are defined by S = X/hu, p = AE0/hu, and 2TC = 
hw/kB) has been particularly useful. 

Vibronic ET theories of small-polaron type have been 
given by several workers;6,8'16,104'109'110 in addition, two 
other ET theories are very closely related to the 
small-polaron work. Scher and Holstein have145 pres­
ented a chemical-rate treatment of small-polaron hop­
ping between inequivalent sites. It can handle both 
adiabatic and nonadiabatic transfer, and has been ap­
plied both to pair recombination in a Coulomb field and 
to ET rates in proteins. An analytic form can be de­
rived for the transfer rate in either limit. This approach 
is a very compact and attractive one, but has not been 
extensively applied. Hopfield approached15'147148 the 
problem in a very different way, borrowing the same 
expression from the energy-transfer literature on which 
the Inokuti/Hirayama scheme84 of section III is based. 
He can then write, in the nonadiabatic limit, 

«ET — 
2TT 2 CdEDA(E)DD(E) (73) 

where DA and DD are, respectively, distributions for 
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energy capture by the acceptor and energy loss by the 
donor (DA(E) dE is the possibility for electron capture 
at energies between E, E + dE). By making a Gaussian 
approximation to these distributions, Hopfield derives 
a form for the ET probability which is very similar to 
those arising from small-polaron theory, in the limiting 
case of a single vibrational mode. There are differences 
in these rate expressions, and both have been used to 
discuss ET in proteins, especially the T-dependence. 
One clear advantage of the Hopfield approach is that 
the Gaussian approximation can be avoided by using 
the experimental D(E) shapes in (73), whereas polaron 
theories become quite clumsy when harmonic behavior 
cannot be assumed; one disadvantage involves the 
possible identity of the solvent modes around D and A. 

There are, however, some major inadequacies of this 
simple small polaron picture. These include: the very 
approximate, almost schematic, treatment of the elec­
tronic structure; the ignoring of the dynamics, as op­
posed to merely the energetics, of nuclear motion; and 
the quite unspecified nature of the actual initial and 
final states involved in ET. Each of these aspects has 
been addressed recently, and we shall briefly summarize 
some of these theoretical advances. 

B. Electronic Structure Effects, Including 
Electron Tunneling 

The electronic structure of any atom, molecule, or 
solid is the solution of a many-body coulomb problem, 
constrained by the Pauli principle, and no exact solu­
tions are known for any many-electron system; this 
simple fact is often forgotten in considerations of ET. 
The process of ET amounts to a change in the space 
distribution of electron density, and any proper de­
scription of the process must involve all of the relevant 
terms in the electronic hamiltonian; this is nearly always 
ignored in treatments of the electronic terms in ET. 
Part of the reason for this neglect is the difficulty of 
the problem, since ET involves open-shell wave func­
tions on precursor and successor complexes of differing 
geometry. Another part is that the electronic terms will 
really matter only for nonadiabatic ET, and most re­
ports on ET in solution are devoted to adiabatic ET. 
Finally, simple electronic perturbation theory or two-
state electronic models offer the advantages of formal 
simplicity and comprehensibility. Thus unlike the 
closely related field of magnetism,149 in which the in­
tricacies of the coulombic hamiltonian are really es­
sential for any understanding, the area of ET is nearly 
always studied in terms of effective, or model, one-
electron hamiltonians. 

If, then, two-site ET situations are considered, the 
electronic hamiltonian may be written formally as 

H61= Z |i><iWdl/>0"l (74) 

= E ify|»><7| (75) 
(',/=1,2 

where 1,2 label the two electronic "states" of interest, 
which are usually taken to be single atomic or molecular 
orbitals. Then the effective electronic tunneling matrix 
element, denoted t in eq 5 and 59 is just H12 of (75). 
This term can be evaluated theoretically in several 
ways, as described by Newton and Sutin.16 Experi­
mentally t can also be deduced in several ways. For 

Chemical Reviews, 1987, Vol. 87, No. 1 135 

TABLE I. Dimer Splitting and Conduction Bandwidths in 
[SiPcO],,-

method bandwidth 

dimer electronic structure calculation 0.76 eV 
photoemission in dimer6 0.58 eV 
Drude analysis' 0.60 eV 

"Ciliberto, E.; Doris, K. A.; Pietro, W. J.; Reisner, G. M.; Ellis, 
D. E.; Fragala, L; Herbstein, F. H.; Ratner, M. A.; Marks, T. J. J. 
Am. Chem. Soc. 1984, 106, 7748. 'Measurement on dimer. 
c Measurements in conductive polymer. 

example, t can be determined from the intensity of the 
intervalence bands45 for mixed-valency species, and 
several papers142,150 have appeared in which comparisons 
of semiempirical electronic structure studies have been 
used to deduce the effective coupling between Ru sites 
in mixed-valency binuclear Ru complexes; the results 
compared rather well. A second approach is again 
based on the close formal analogy between ET and 
magnetic exchange, which has permitted t to be esti­
mated from magnetic and spectroscopic data.16,151'152 A 
third experimental approach is very similar to the most 
common theoretical technique for obtaining H12 = t; it 
is simply to note that the two-state electronic hamil­
tonian of (75) is formally the same as, say, the Huckel 
7r-electron model for propene, consisting of two site 
energies «; = Hu and a tunneling integral t = H12. Then 
the energy eigenvalues are 

E± = y2l«i + «2 ± V^i - <2)2 + 4i2) (76) 

and therefore a knowledge of any three of (e1( e2, t, E+, 
E.) will fix the other two. In particular, for dimeric 
species C1 = e2, and the splitting between E+ and E_ is 
simply It. For oxo-bridged silicon phthalocyanine di-
mers, this approach has been used63 to obtain t from 
photoemission measurements of the dimer energy levels 
E+ and E_ (Table I). 

As already indicated, this calculation of the tunneling 
matrix element via calculation of the splitting of the 
eigenstates of (74) is a quite common way of estimating 
t. The calculations can be carried out at any chosen 
level of electronic structure theory, and such calcula­
tions have been reported using ab initio tech-
niques,30-103'153 local density methods,51'52'66'165 extended 
Huckel models,155-158 and the CNDO model;101'159'160 

comparable sorts of results are generally obtained for 
valence type interactions. For special cases, severe 
constraints must be fulfilled by the wave functions. For 
example, local-density calculations51,53 on HOSiPcO-
SiPcOH (Pc = phthalocyanine) have been carried out, 
for comparison63 with the tunneling splitting observed 
via photoemission, the optical spectra, the bandwidth 
of the linear-chain Pc salts, and the temperature de­
pendence of the conductivity (Figures 4 and 5). In this 
case, the ir orbitals are on planar rings separated by 
roughly 3.20 A, so that the effective overlap comes 
largely from the tails of the wave functions. In such 
cases, the basis sets used in semiempirical and standard 
ab initio studies are far too constrained (to be optimal 
in the valence region) to describe properly the coupling, 
but the numerical basis sets used161 in the local-density 
study work quite well, as shown in Table I by the good 
agreement between splittings calculated and observed. 

In an extensive series of ab initio calculations,16'30'153 

Newton and his collaborators have studied the elec-
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tronic structure aspects of ET between solvated tran­
sition-metal ions, including the dependence of t on 
distance, orientation, and solvation. They find that the 
Fe n -Fe n i transfer in aqueous solution is nonadiabatic; 
a t integral value of ~115 cm-1 for a face-to-face ap­
proach of the Fe(H2O)6 species is obtained. Thermal 
averaging gives good agreement with exchange experi­
ments in aqueous solution. On the other hand, as 
Newton and Sutin point out,16 projecting the electronic 
wave function onto a two-state representation as is done 
in eq 74, means that all factors responsible for mixing 
states (overlaps, kinetic energy, various exchange pro­
cesses) are lumped together in tin a way which is quite 
difficult to disentangle. Kusunoki,162 following an 
earlier suggestion of Igawa and Fukutome,163 has 
presented an unrestricted-Hartree-Fock-based elec­
tronic structure description of the ET process, but for 
the most part the projection of eq 74 is the standard 
theoretical model used. 

Halpern and Orgel164 suggested that double exchange 
processes were responsible for efficient electron d e r ­
ealization over conjugated 7r-type bridges, and there has 
been considerable recent use of McConnell's early 
suggestion165 that effective coupling between centers 
without conjugated linkages could occur via superex-
change through occupied <r-type orbitals of the inter­
vening matter. This is closely analogous to the 
"through-bond" interactions which Hoffmann166 has 
used for explaining many reactivity and electron density 
phenomena. Essentially, the idea of superexchange167 

is that even high-lying empty states of a linking-group 
between two redox sites (electron-type superexchange) 
or a convenient occupied level of the bridge (hole-type 
superexchange) can provide an amplified mixing com­
pared164,168 to a simple vacuum between the redox sites. 
That this might be so is fairly clear from simple per­
turbation theory. For an n-site bridge linking donor to 
acceptor, the effective tunneling integral may be written 

t s -(ttft/BK-ts/B)"-1 (77) 

Here £D, tA, and ts are the one-electron mixing integrals 
(Hiickel-type resonance integrals) between the bridge 
and the donor, the bridge and the acceptor, and two 
subunits of the bridge, respectively; B is the energy level 
of the virtual states on each bridge subunit. The su­
perexchange form (77) is physically suggestive: any 
bridge should provide more efficient nonadiabatic 
transfer if the required virtual states are not too high 
in energy (JB not too large) and the bridge subunits have 
good electronic overlap both with each other (large ts) 
and with the redox sites at the ends (tD,tA large). 

The analytical approximation of eq 77 is useful for 
qualitative discussion of the superexchange process and 
its energy and distance dependence. For discussion of 
any specific ET species, numerical studies of the elec­
tronic structure may be more useful, in which case only 
Hi2 = t itself (eq 75) will be found. Examples abound 
and some have been discussed by Newton and Sutin. 
One of the most complete efforts is the work30'153 of 
Newton et al. on F e n / F e m , which has already been 
discussed. Larsson162"158 used extended Hiickel studies 
to investigate superexchange-type coupling through 
saturated hydrocarbons, and found substantial coupling 
even over many C-C bonds. Stein et al. used159 semi-
empirical methods to examine transfer between Ru 

centers with dithiaspiro bridging ligands. Once again, 
they observe fairly strong interactions. Older work169 

using INDO models suggested that [2.2.2]bicyclooctane 
would provide only an inefficient "tunneling bridge" 
between donor and acceptor species of quite different 
redox potential, and used this observation to suggest 
the possible existence of a molecular rectifier; experi­
mental studies on ET with such bridging ligands34 are 
now being published. At a quite different level of so­
phistication, Ondrechen et al. have used154 first-prin­
ciples discrete-variation-method local density studies 
with a large basis set to calculate the extent of 
bridge-assisted mixing in the pyrazine-bridged 
Creutz-Taube ion B. They find strong mixing and are 
able to calculate accurately the frequency maximum of 
the intervalence band (error of 0.08 eV out of 0.89 eV). 
They discuss the transfer in terms of a three-site, rather 
than a two-site, picture. 

The technique of using electronic-structure studies 
to deduce t from the two-site projection of eq 74 is a 
useful one, when the two-level approximation is valid. 
For molecular ET with exoergicity sufficiently small 
that no electronically-excited product states are avail­
able and with no important bridge localization, there 
really are only two relevant states, and the technique 
can indeed deduce an effective t, much like the su-
perexchange-determined t of eq 77. The precision of 
these calculations should, of course, depend on how 
good the treatment of electronic structure is (basis set, 
model hamiltonian, correlation treatment), but the 
approach is an attractive one so long as the effective 
tunneling elements t are large enough that the calcu­
lations can be trusted. For smaller t, which are more 
relevant to the case of nonadiabatic electron transfer, 
these methods are probably of inadequate numerical 
precision. 

To compute very small effective t integrals, analyt­
ic-type approximations are necessary. Probably the 
simplest, and one of the most attractive, such schemes 
involve WKB calculation170 of the tunneling probability. 
This yields a form 

t « exp - r y ' 2 m VB/h\ (78) 

where r is the width of the barrier through which the 
electron must tunnel and VB is the barrier height. 
Using convenient units, this becomes, roughly 

t oc expj-r (A)VVB(ev)/2) (79) 

Hopfield used147 the form t = (2.7/(2O)1/2) exp(-0.72r 
(A)}, which corresponds to a barrier roughly 2 eV in 
height (the prefactor comes from some specific as­
sumptions about carbon-bridged species). This general 
form t2 ~ expj-r/a}, with a ~ 0.71 A, has been found 
to fit ET rates for many long-distance transfers in many 
varied systems, for many of which the barrier height 
was certainly not 2 eV (compare section VI.A,B and 
Table II). This has been used to argue that the simple 
barrier-tunneling picture underlying (78) requires am­
plification, say by use of superexchange, (eq 77). Beitz 
and Miller167 and others have fit the distance-depen­
dence of measured ET rates to deduce values for the 
a in t ~ JV exp(-r/2a). Some values are listed in Table 
II which shows that a is often quite close to 0.71 A, but 
that many other values may be observed. 
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More elaborate treatments to obtain t have also been 
given. Beratan and Hopfield160,171 have utilized the 
periodicity, which is required when a bridge consists of 
multiple subunits, to obtain estimates for the effects 
of bridge-assisted tunneling. This approach is quite 
elegant, as are all symmetry-based arguments, but it is 
not clear how useful it will be in the general case of an 
arbitrary bridge. Larsson has used the partitioning 
technique156,172 to obtain reasonable approximations to 
the effective matrix elements for systems with quite 
specific bridges between acceptor and donor. Linder-
berg and Ratner173 have analyzed the vibronic ET 
process in terms of three-site and four-site (corre­
sponding to donor plus acceptor plus bridge) models. 
Several workers164,168 have used simple perturbation 
theory to derive expressions much like (76) for arbitrary 
bridge-assisted transfer, and calculations involving 
different 7r bridges, based upon these perturbation-
theoretic results and semiempirical MO theory, compare 
rather well with observed intervalence transfer band 
intensities in binuclear Ru complexes.40,142 AU of these 
studies share one virtue and one drawback: the virtue 
is that they can be used to calculate very small tun­
neling integrals t, while the two-site projections based 
on eq 75 often cannot, for numerical reasons (the 
splitting is far too small); the drawback is that all of 
them are implicitly based on one-electron model ham-
iltonians, and, as such, do not deal properly with 
many-electron effects. Nevertheless, the numerical 
electronic-structure approaches toward calculating t are 
useful in many situations of adiabatic and nonadiabatic 
ET. 

C. Solvent Dynamics in Electron Transfer 

1. Theory and Experiment in Liquid Solution 

The reorganization energy for electron transfer con­
sists of inner-sphere and outer-sphere contributions. As 
we have discussed both in section IV and in this section, 
these two terms are generally brought together as an 
energy-weighted Franck-Condon factor, which provides 
the nuclear part of the ET rate constant (eq 49). For 
nonadiabatic transfer, this form arises from the gol­
den-rule (or correlation-function) formula for the rate 
constant, when the Condon approximation is made. 
That is, the expression for the rate constant is factored 
as a product of an electronic term (the t in (66)) and 
a vibrational overlap factor, and the latter is evaluated 
assuming simple vibrational equilibrium. Thus the 
dynamics, as opposed to the energetics, of the vibrations 
and of the solvent are ignored—the vibrational states 
are assumed to relax to equilibrium with no memory 
effects, and it is simply the changing of their equilib­
rium position due to the ET which causes the reorg­
anization. 

The Condon approximation, mathematically, 
amounts to writing 

(Ael(r,Q)5vib(Q)>Q at Aei(r,Q0)(B^)Q (80) 

where Q0 is some fixed arbitrary value of Q. Here the 
average is over the vibrational coordinate Q, and the 
operators Ael(r,Q) and B^b(Q) are electronic and vi­
brational operators; the product form A x B arises from 
the Born-Oppenheimer approximation. The ignoring 
of the Q-dependence of the electronic operator A is the 
Condon approximation, and is reasonable due to the 

parametric (slow) dependence of Ta& in (30). Never­
theless, it is an approximation, and there are situations 
in which it might be expected to fail. 

Similar concerns arise if ET is considered in the 
adiabatic case. Here the original Marcus formulation1 

is closely related to activated complex theory, with a 
universal prefactor describing the passage over the 
free-energy barrier from reactant to product. Now the 
free-energy surface on which the system point moves 
is generally defined based upon an assumption of vi­
brational equilibrium for all bound vibrational states 
which are perpendicular to the reaction coordinate. In 
some reactions, especially in the vapor phase, kinetic 
energy effects174 can result in the system point leaving 
this path and gaining vibrational energy due to cou­
plings which actually vanish on the reaction coordinate 
itself. Condensed-phase difficulties can arise for a 
completely different reason: the system point can28 "get 
lost" off the reaction path because vibrational energy 
which is present in one of the bound modes takes a 
finite amount of time to relax. This effect amounts to 
a sort of drag, or viscosity, or friction term, which 
substantially modifies the dynamics of the system. 

Thus both adiabatic and nonadiabatic ET reactions 
can be substantially affected by generalized friction 
terms due to energy relaxation in the solvent mod­
es.28"33,175 Indeed, since those friction forces change the 
rate of passage of the system point over the barrier, they 
can change the classification of the transfer process; a 
transfer which appeared nonadiabatic because the 
electronic tunneling term did not permit state mixing 
when the system reached the "coincidence event" ge­
ometry or the configuration at which the Franck-Con­
don principle permits state change to occur, can become 
adiabatic because large friction keeps the nuclear con­
figuration in the neighborhood of the saddle point for 
a larger time.28 The first analysis of barrier-crossing 
problems in terms of friction effects was given by 
Kramers177 in 1940, and within the past decade a good 
deal of theoretical work has been reported28,178""180 in 
which a Kramers-like approach has been applied to 
many chemical processes, including ET. 

Since our subject here is electron tunneling in solid-
state ET processes, and since these frictional effects 
really relate to nuclear rather than electronic tunneling, 
these friction effects lie outside our strict purview. 
They might be quite important, however, in changing 
both the overall ET rate and its conceptual under­
standing.28,182,183 The dominant effect is to change the 
so-called transmission coefficient (the «ei in eq 56). In 
transition-state theory it is assumed that the system 
passes through the saddle point once on its route from 
reactant to product, and does so with characteristic 
thermal rate vmc = feBTh_1. One effect of friction is to 
cause the system to wander drunkenly back and forth 
in the region of the barrier top, so that the barrier is 
in fact crossed backwards and forwards many times. In 
the high-friction limit, the Kramers rate becomes pro­
portional to Tj-1 (the inverse friction), since the behavior 
is overdamped; and no transfer will occur at infinite 
friction. In the low-friction limit, the rate is propor­
tional to the friction, since increased friction will de­
crease both the probability of ballistic "bounceback" 
from product to reactant and the effectiveness of pulling 
the system back onto the reaction coordinate, through 
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vibrational energy flow.28'177""180 

Calef and Wolynes have examined28 the role of sol­
vent dynamics on ET rates in liquid solution. For the 
rate of back-transfer after photoexcitation in the in­
tramolecular system Ru(NH3)5(pyz)Ru(edta)2

+ (pyz = 
pyrazine, edta = ethylenediaminetetraacetate) in solu­
tion at 25 0C, they found a rate constant of 3 X 1010 s-1, 
compared to 8 X 109 from experiment,184 5 X 1011 using 
the absolute rate theory prefactor kBT/h, and 2 X 1012 

from a nonadiabatic expression. The difference is due 
to the preexponential factor, that is, to the effects of 
entropy and of solvent dynamics. 

The work of Wolynes and Calef,28 as well as that of 
Garg et al.,184a is based on a Kramers-like model with 
frictional forces along the reaction coordinate. Hopfield 
and Agmon184b have considered the case in which the 
frictional behavior occurs along a laboratory coordinate 
that is the same as the reaction coordinate only right 
at this product and reactant geometries. For example, 
this coordinate might be a slow solvent libration. The 
numerical results of Agmon and Hopfield do not yield 
the correct behavior in all limits (their high-temperature 
activation barrier appears too high), but the physical 
model is quite appropriate, and merits further study. 

Weaver and co-workers185,186 have used these Kram­
ers-type formulas to argue that substantial changes due 
to solvent friction can occur in the rates calculated for 
oxidation or reduction, both in homogeneous solution 
and at electrodes. For example, they analyzed26 the 
rates of electron exchange involving a series of metal-
locenes in several solvents, and found that the differ­
ences between the standard activated complex theory 
formulas and ones which took account of solvent dy­
namics was less than a factor of 10, but that the latter 
expressions were more accurate. They conclude that 
"conventional transition-state theory may not apply to 
ET reactions where the free energy barrier is due chiefly 
to solvent reorganization, at least in "high-friction" 
media in which concerted solvent relaxation is slow." 
Further work on effects of solvent dynamics on solu­
tion-phase ET is progressing quite rapidly. 

2. Effects of Vibrational Dynamics on Solid-State 
Electron Transfer 

Vibrational and Librational Effects. Once again 
there has been far less work on vibrational dynamics 
in solid-state than in liquid-state ET. Most of what has 
been done is focused on orientational effects rather than 
on solvent dynamics.187'188 It is intuitively clear that 
since electronic overlaps depend strongly not only on 
distance but also on orientation, any vibrational motion 
which changes the relative geometry of donor and ac­
ceptor may strongly influence ET rates. Indeed, the 
effects of allosteric behavior on ET in biological systems 
reflect the great sensitivity of rates to geometric change 
and such motion as a restricted rotation which com­
pletely alters the relative orientation of two planar 
aromatics will also modify very strongly the ET 
rate.52'63,188""190 Situations may easily be imagined in 
which the ET rate depends solely on a geometric motion 
which aligns donor and acceptor into a geometry fa­
vorable for very rapid ET. 

Theoretically, two approaches have been taken to 
discuss the role of orientation changes on ET. One 
centers on the vibrational dynamics per se and analyzes 

the role of orientation dependence by expanding the 
transfer integral t of eq 5 in a Taylor series around its 
value for the equilibrium orientation, and then uses 
small-polaron-type theory to calculate the additional 
temperature and frequency dependence which arise 
from the orientation changes.187 The second set of 
studies is far more extensive53 and concentrates on the 
changes in t itself due to changes in relative geometry. 
The most celebrated such geometric change is that in 
relative separation—this is discussed in section VI. 
Changes in t due to orientation have also been exam­
ined, particularly with respect to planar 7r-electron 
species.53,188 

In linear-chain conductors, in which the conduction 
is due to 7r-electron bands, it was suggested by Gut-
freund and Weger189 that rotations of the planar sub-
units about the z-axis, which they referred to as librons, 
would lead to strong modulation in the bandwidth, and 
therefore to substantial contributions to the resistivity. 
Whangbo155 carried out calculations at the extended-
Huckel level which showed that the overlaps were in­
deed sensitive to such librational motion. Marcus and 
collaborators have given a lucid discussion of the role 
of orientation dependence in ET between ellipsoidal-
shaped charge clouds.188 The Northwestern group has 
reported more elaborate calculations51"53 in which 
first-principles electronic structure calculations were 
used to calculate both bandwidths and electron/phonon 
and electron/libron coupling constants for phthalo-
cyanine-based conductors. Figure 5 shows the resis­
tivity of the molecular metal Nipcl as calculated and 
observed. Note the substantial "libron" contributions, 
with resistivity quadratic in temperature, which is due 
to changes in -K cloud orientation due to restricted 
molecular rotation about the z-axis. The actual calcu­
lated change in ir-ir overlap of a phthalocyanine dimer 
is also shown in Figure 4, and again substantial orien­
tation dependence is seen. 

Effects of Environment Dynamics. Relaxation 
processes in solids, particularly molecular solids, are in 
general more complex than in liquids. One simple ex­
ample is afforded by dipole relaxation: whereas in li­
quids a simple single-exponential form for the decay of 
an induced polarization P0 is generally adequate (Debye 
relaxation), in polymers and glasses the relaxation 
process is more complicated, and a distribution of re­
laxation times may be observed.191 Thus one can write, 
to a good approximation 

P = P0exp!-t/rD} (liquids) (81) 

P = P0expj-(t/T0)'3) (amorphous solids) (82) 

where TD is the Debye relaxation time, T0 is a typical 
solid-state relaxation time, and /3 is a parameter often 
found to be very close to 0.5 in value.191,192 Numerically, 
relaxation processes in polymers and glasses can occur 
at rates varying from nanoseconds to many hours.193 

We are not aware of detailed experimental or theo­
retical studies which analyze the effect of solvent dy­
namics on ET reactions in solids, as opposed to liquids, 
though some useful insights have been given27 (cf. sec­
tions VI.A,C). One might expect, however, that the ET 
processes will be even more sensitive to configuration 
change, friction effects, and relaxation limitation in the 
solid than in liquid solutions. For proton transfer and 
for some other simple models (such as a two-level sys-
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tem in a harmonic bath representing the environment), 
important dissipation effects on the dynamics of the 
fast system (such as the electrons) due to dynamic 
phenomena in the slow system (vibrations) have been 
calculated.28-33'175-184 Extension to experimental and 
theoretical studies for real solid-state ET processes will 
be of interest. 

D. Initial State Considerations and 
Electron-Transfer Processes: "Solitonlc" States 

All of our theoretical considerations thus far have 
been slightly cavalier in treating the details of the two 
electronic states between which transfer occurs. For 
example, in electronic-structure calculations of the ef­
fective tunneling integral t = H12 based on eq 75, the 
geometries assumed for the donor/ acceptor species are 
generally taken from crystallographic information on 
the equilibrium structures. An actual exoergic ET 
process, however, is in some senses an energy relaxation 
event, in which electronic energy is eventually degraded 
to heat. Therefore the initial state of such an ET is in 
fact not an equilibrium state, and any study of its ev­
olution (electron transfer) rate to form products should 
take cognizance of this facet of state preparation. To 
be more explicit, consider the common experimental 
situation of ET quenching of fluorescence. The initial 
ground-state donor is photoexcited, and generally has 
time to undergo vibrational relaxation in the excited 
state before ET or fluorescence or nonradiative decay 
can occur—this statement is sometimes called Vavilov's 
law.194 The vibrationally relaxed photoexcited state will 
have an electronic configuration which is, generally, 
different from the ground-state one, and we accordingly 
expect its geometry to differ. In any theoretical 
treatment of the ET from this state, therefore, the 
correct initial-state geometry and wave function should 
be used. Precisely the same considerations will apply 
when the donor is prepared by electron capture. 

The statement that the initial state should be prop­
erly chosen is just common sense, but few actual cal­
culations have chosen the correct state, which is not the 
closed-shell ground state. Analogous considerations 
apply to the (generally open-shell) final state. Davydov 
was one of the first to stress the importance of the 
geometric and electronic structure changes on forming 
the precursor complex for ET from the ground 
state.195-197 Davydov concentrated on energy transfer, 
rather than ET, but the essential idea remained the 
same: the precursor state must be properly constructed 
before transfer rates might be calculated. Recent work 
by Davydov has extended these ideas to consider ET 
in a polymeric conductor,198 while Fischer and his 
collaborators199-202 have adopted the idea of a "solitonic" 
state, corresponding to a properly-selected initial state, 
to discuss bimolecular ET. 

Fischer and Nussbaum have used200 these ideas to 
examine bridge-assisted ET in two-site species. They 
start with a hamiltonian very similar to the two-site 
small-polaron model of eq 57-61, except that it contains 
one or more sites corresponding to bridge units. Then 
rather than simply choose the displaced-oscillator 
transformation to remove, formally, the linear elec-
tron-vibrational coupling term of eq 62, they use a 
variational procedure to choose the equilibrium posi­
tions, and therefore the precise form of the transfor­

mation. This yields a hamiltonian for the system, from 
which one can select donor and acceptor states. They 
find that so long as the system is far away from the 
abnormal regime, so that |AG°| < 2X (where X is the 
reorganization free-energy including inner- and outer-
sphere), a "self-trapped" donor state may be defined, 
which corresponds precisely to the vibrationally-relaxed 
precursor which we have discussed. Then the effective 
transfer rate is given by a rather complex expression 
involving both standard Franck-Condon-type factors 
and a prefactor which includes both an electronic res­
onance term (similar to that of eq 66) and a contribu­
tion from the reorganization energy. When the ab­
normal regime is entered, they claim that the sort of 
initial state which we might expect for ET, in which the 
electron is in fact temporarily self-trapped on the donor 
site, can be stabilized only as an excited-charge-transfer 
state, which means that the electronic wave function 
has a node between donor and acceptor. These results 
imply that, as AG0 becomes larger, the ET phenomenon 
changes from normal ET, to long-range transfer, to 
internal conversion with charge transfer, to vibrational 
relaxation with charge transfer. 

There is a powerful logical argument underlying the 
work of Fischer and collaborators: the behavior in the 
abnormal regime should really be found starting from 
a correct structure, and the variational principle pro­
vides a reasonable estimate of that state. They find that 
that structure can include wave-function extension onto 
the bridge, substantially increasing transfer rates. 
When the abnormal regime is entered, the ET rate will 
indeed drop with increasing |AG°|, but only because the 
initial state is a charge-transfer excited state, which will 
undergo decay with typical gap-law behavior (k ~ 
g-|AG°|/const\ 

Mikkelsen et al. have investigated100 the notion of 
initial-state preparation in a slightly different fashion. 
They consider the actual evolution of the electronic 
structure as a function of time, starting out with some 
chosen initial electronic configuration of the donor and 
acceptor, and using a full hamiltonian describing the 
molecular subsystem, the solvent subsystem, and the 
dielectric interactions between the molecular and the 
solvent subsystem. The solvent is described using 
Glauber states,203,204 determined by a variational pro­
cedure using unitary transformations. Inner-sphere 
reorganization effects are not included, but the elec­
tronic structure calculations include a hamiltonian term 
derived from the classical multipolar description of the 
solvent polarization. They then calculate by a Har-
tree-Fock method a basis set of molecular orbitals for 
donor and acceptor, symmetrically orthogonalize them, 
and calculate a probability P(t) for ET during the in­
teraction time t (using a nonlinear time-dependent 
Hartree-Fock method) as 

P(t) = \(D,A-\U(t)\D-,A)\2 (83) 

where U{t) is the evolution operator and the two states 
involve electron localization on donor and acceptor sites, 
respectively. The overall density operator is taken as 
a product of the molecular subsystem density operator 
and the solvent subsystem density operator. An ap­
propriate average of P(O over times and geometries will 
then yield the rate constant. 

Mikkelsen et al. apply100 this method to examine ET 
between monosubstituted benzenes, and extensions to 
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consider bridge-assisted ET are in progress.205 There 
are two advantages to their approach: firstly, the 
electronic structure is properly considered: no semi-
empirical estimates are made, and use of a relatively 
good basis set should assure that both static and dy­
namic electronic structure changes, as well as different 
sorts of exchange and of orthogonality corrections, are 
properly taken into account. Secondly, the presence in 
the electronic hamiltonian of a term corresponding to 
polarization of the medium (the polaron-type interac­
tion of the solvent) means that some of the non-Condon 
and relaxation effects in the medium and molecular 
vibrations can be included. So far, these studies have 
been restricted to liquid-solution studies and have not 
included inner-sphere terms, but extension to solids and 
the full vibronic coupling should be straightforward. 

The conceptual basis for understanding ET in solids 
seems to be fairly well agreed upon, but the actual un­
derstanding of such systems at the same quantitative 
or semiquantitative level as is now found for solution-
phase ET is not yet at hand. Some of the theoretical 
difficulties are quite formidable, and their actual 
working out will depend upon comparison with careful 
and precise experimental work. Such work is beginning 
to appear, and is the area to which we now turn. 

VI. Experimental Studies of Molecular Electron 
Transfer In Solids 

This section summarizes some distinct molecular ET 
in disordered or ordered solids. It considers intermo-
lecular (sections A, B, C) and intramolecular (sections 
C, D, E) ET. Currently, preparation of the reactant 
species is done either by irradiation or by pulse ra-
diolysis (sections A, B). The intramolecular discussion 
is divided into subsections discussing ET in low-tem­
perature biological systems, mixed valency ET in solids, 
and ET in nonbiological systems placed in an ordered 
or disordered solid (sections C, D, E). 

A. Intermolecular Electron Transfer in 
Photoexcfted Solids 

ET quenching experiments are quite common in li­
quids, and have been extensively investigated in solids 
by Miller's206 group, who considered reactions such as 

D + A* — D+ + A" (84) 

where the acceptor is irradiated and the quenching of 
the fluorescence is assumed caused by ET from D to 
A. The hosts included solid trans- 1,5-decalindiol (DD), 
ethanol (Et), and 2-methyltetrahydrofuran (MTHF). 
D and A are chosen so that the quencher D always has 
a substantially higher-lying excited state than A, so that 
quenching due to energy transfer may be neglected. 
The features expected for ET quenching in these hosts 
are as follows: 

(i) The decrease of fluorescence should have an al­
most exponential dependence on quencher concentra­
tion. 

(ii) The quenching efficiency should depend on -AG0 

and should be at a maximum when -AG" ~ X ~ 
0.5-1.0 eV: 

-AG° = [(E(S1) - E(D/D+) + E(A/A')] + % (85) 

E(Si) is t n e singlet excitation energy of the irradiated 
molecule and E(DfD+) and .E(A/A+) are the oxidation 
and reduction potentials. The last term is a correction 
for the coulomb energy changes associated with charge 
separation, and «is the dielectric constant for the solid. 

(iii) The observable value of the maximum quenching 
radius Rq should be ~15 A. 

(iv) The quenching efficiency of the donor should 
depend only weakly on the lifetime of the excited 
molecule. 

(v) When -AG0 = X, where X is the total reorganiza­
tion free energy, the quenching efficiency should be 
nearly temperature independent. 

The quenching radius is defined following Perrin207 

by introducing a volume V surrounding each fluorescing 
molecule; only if the quencher lies within this volume 
will the fluorescence be quenched. The volume is 
usually approximated as a sphere, which gives for the 
quenching radius: 

\3V V'3 

R*~[to+R°*\ (86) 

where R0 is defined as the distance between the center 
of the irradiated molecule and the center of the 
quenching molecule when the two molecules are in 
contact. Miller et al. used the semiempirical expression 
(87) for the ET rate, 

kET(R) = v exp[-(R-R0)/a] (87) 

and the fluorescence quenching model of Inokuti and 
Hirayama84 plus an approximate expression for Rq (eq 
88) to interpret fluorescence quenching by the ET 
mechanism 

Rq = R0 + a ln(jTf) (88) 

Tf is a fluorescence lifetime, and v is expressed following 
Marcus1,113 as 

v = v0 exp[-(AG° + X)2/4\kBT] (89) 

where v0 is a rather complicated frequency function,16 

and a determines the range of the transfer and is usually 
found by experimental data fitting. It is found that the 
maximum value of quenching is observed for systems 
with AG° « -1.7 eV. This value of AG0 is based upon 
electrochemical measurements in polar fluids, and 
therefore is not really appropriate for these glasses; 
simple dielectric corrections yield an appropriate AG0 

in the glass of ~ -1.00 eV, in agreement with expec­
tation (ii) above. The experimental data show little 
difference in quenching efficiency in DD(T«» 295 K) 
compared to Et/MTHF (T « 77 K), and little T-de-
pendence was observed from room temperature to 90 
0C for the reaction of 9-methylanthracene with a phe-
nylenediamine in solid DD. The lack of temperature 
dependence for the quenching is not surprising since 
AG° ~ -X. It would be useful to obtain quenching data 
for a weakly exothermic reaction in the same kind of 
solid medium. The whole treatment neglects orienta­
tion effects and the dispersion of solvation energies of 
D and A. 

Miller et al. also measured208 the phosphorescence 
quenching in two different glassy matrices (MTHF at 
77 K and triacetin-tributyrin at 196 K) for two types 
of ET reactions 
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D(T1ZS1) + A — D+ + A" (90) 

D + A(T1ZS1) — D+ + A" (91) 

In reaction 90 the donor compound is excited to the first 
triplet/singlet state and transfers an electron to the 
acceptor compound; in (91) the acceptor compound is 
excited and accepts an electron from the unexcited 
donor molecule. The decay of luminescence intensity 
I was found to be exponential in quencher concentra­
tion, and given as 

1/I0 = exp[-(4/3)irfl3C] (92) 

where C is the concentration of the quenching com­
pounds (number per unit volume), R is the distance 
between acceptor and donor at which the quenching 
rate is equal to the unquenched decay rate. Miller et 
al. used eq 87 and 88 to discuss ET quenching. Other 
quenching mechanisms were ruled out by the design of 
the reaction systems and by the fact that phosphores­
cence is quenched far more than fluorescence, which is 
expected for the ET mechanism since the phos­
phorescence lifetime is so much longer. The quenching 
radius R is also larger (~29 A vs. 17 A) for triplets than 
for singlets, again due, probably, to the longer lifetime. 

Sadovski and Kuzunin studied209 the fluorescence 
quenching of aromatic compounds at 77 K in solid so­
lutions of ethanol or toluene using electron acceptors. 
The measured fluorescence decay curve shows a no-
nexponential decay when the acceptor concentrations 
are above 1 M. They interpreted the experimental data 
as ET fluorescence quenching, with the decay expressed 
as 

Kt) „ „ 
= = e x p [ - M - (4?r/3)iVa3ln3 vt) (93) 

N=[Q]X NA (94) 

kET = v exp(-r /a) (95) 

where (95) is the semiempirical expression for the rate 
constant and k0 describes the decay in the absence of 
quencher, NA is Avogadro's number, v is the frequency 
factor, r is the transfer distance, and a is said to be "a 
parameter characterizing the electronic wave function". 
The validity of eq 93 is limited to In (vt) » 1, uniform 
distribution of quencher molecules, and concentration 
of quenchers much larger than of excited molecules. A 
parameter /J0 may be defined by 

Kt) 
-0„ In (t/t0) = In - — + k0(t - t0) (96) 

1Kt0) 

If the approximation of uniform distribution of the 
quencher molecule is reasonable, 1S0 should depend 
linearly on the quencher concentration [Q]; this is found 
to hold quite well. Sadovski and Kuzunin state that 
the parameters a and v, which determine the rate of ET 
transfer, depend differently on the properties of the 
system, with a rather insensitive and v very sensitive 
to the details of the ET pair. They also consider, and 
reject, exciplex fluorescence as a major quenching 
pathway. 

Namiki, Nakashima, and Yoshihara (NNY) studied210 

the fluorescence quenching of indole by chloromethanes 
in ethanol glass solutions at low temperatures (76, 93, 
117 K). The lifetimes depend both on concentration 
and identity of the quencher. The data do not show 

any clear temperature dependence. NNY also indicated 
that the triplet state reactions did not occur under the 
experimental conditions and that complex formation 
in both ground and excited states is a less effective 
quenching mechanism. The temperature independence 
(within the experimental uncertainties) was explained 
by assuming the vibrational coupling of the electron 
with the low frequency phonons of the medium (out­
er-shell reorganization energy) to be small and without 
importance in the ET. They only considered the vi­
brational coupling of the electron with the high fre­
quency intramolecular modes of the donor and acceptor. 

Domingue and Fayer studied83 ET in a system of 
randomly distributed pentacene donor and decaquinone 
acceptor in a sucrose octaacetate glass. The donor 
molecule is excited to its first singlet state S1 by a pi­
cosecond optical pulse and the fluorescence of the ex­
cited donor was measured. They found that the Ino-
kuti/Hirayama model84 theory without orientational 
modifications gave a good description of the experi­
mental data, with the value for the critical transfer 
distance R0 = 14.3 A and the value of the exponential 
decay rate a = 0.35 A. 

Fiksel, Parman, and Zamarev (FPZ) studied211 the 
ET from the first singlet excited state of naphthalene 
(Nh) to CCl4 in various matrices at low temperature. 
The decay kinetics was described by 

Nh* + CCl4 — Nh+ + CCl 4- (97) 

and the fluorescence decay was explained using a 
scheme similar to eq 93-95, assuming no orientation 
effects and uniform distribution of quencher. The 
glassy hosts were C2H5OH, CH3OH, CD3OH, and tolu­
ene at temperatures between 77-140 K. Both Nh and 
perdeuterionaphthalene (Nh-d8) were studied. The 
characteristic lifetimes T0 in the absence of quencher 
for Nh and Nh-d8 were respectively (240 ± 5 ns) and 
(275 ± 5 ns) at 77 K. The nonexponential curves of the 
decay in the presence of CCl4 were analyzed using the 
determined values of T0, thereby giving the values for 
the quenching rate. FPZ also showed that neither 
change of T0 in the presence of CCl4 nor complex for­
mation had any effect on the quenching, which is 
caused by ET from the excited Nh to the randomly 
distributed CCl4. For all concentrations of CCl4 studied, 
the nonexponential decay was more rapid for Nh-d8 
than for Nh. To interpret this inverse isotopic effect, 
FPZ assumed that the deuteriation of Nh only influ­
enced the nuclear wave function, and therefore the 
observed increase in &ET is related to the increase of the 
frequency factor p. They used a small-polaron-type 
model of104 Ulstrup and Jortner, including only the 
C-H/C-D stretch vibrations. The C-H frequency is 
about 3000 cm-1, and therefore only the ground levels 
of these vibrational modes are populated in the initial 
state. They concluded that when the energy difference 
between the initial and final states exceeds the medium 
reorganization energy by only one or a few vibrational 
quanta, the inverse isotopic effect can be observed. FPZ 
also studied the influence of the medium on the rate 
of ET by using the four different glassy matrices. 
Within the experimental accuracy they concluded that 
the P0 of eq 96 does not depend on the nature of the 
matrix. 

Mori, Weri, and Wan studied212 the primary ET 
process in the quenching of triplet quinones by orga-
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Figure 11. Plot of critical distance for electron transfer quenching 
of (Ru3

2+)* by methylviologen in rigid glycerol glass at T ~ 260 
K. Abscissa is driving force, or exoergicity AG0. The points 
correspond to different amine ligands L. Rq is the donor-acceptor 
distance at which the electron transfer quenching rate is the same 
as the inverse lifetime in the absence of quencher. Reprinted with 
permission from: Strauch, S.; McLendon, G.; McGuire, M.; Guarr, 
T. J. Phys. Chem. 1983, 87, 3579; J. Am. Chem. Soc. 1983,105, 
616. 

notin initiated by photolysis of quinones in an organotin 
solid at 77 K. They added a small amount of quinone 
to a phenylt in compound (Ph4Sn, Ph3SnCl, 
Ph3SnCOOCH3) and studied the effect of irradiation 
of the sample by ESR, reporting values for the mean 
distance between the two radical ions within the pri­
mary ion pair. Brickenstein, Ivanov, Kozhushner, and 
Khairutdinov (BIKK) studied213 the behavior of CCl4 

as electron acceptor in glassy matrices at 277 K, using 
zinc porphyrin (ZnP) as the electron donor. The ma­
trices (CH3OH, MTHF, C2H5OH) containing ZnP and 
CCl4 at different concentrations were exposed to light 
which caused ET from ZnP to CCl4, as concluded from 
the observation of an absorption band considered to 
belong to CCl4". Without irradiation the ZnP is slowly 
regenerated, due to an ET recombination of photose-
parated charges. BIKK also studied the charge recom­
bination kinetics during irradiation of the absorption 
bands of ZnP+ and CCl4", and in this case the ZnP 
regeneration is observed to increase. 

McLendon et al. studied214 photoinduced ET in rigid 
glycerol solution. The electron donors were ruthenium 
pyridine homologues; the acceptor was N,N'-di-
methyl-4,4-bipyridine (methyl viologen, MV2+). The 
donor compound (Ru(LL)3

2+) and the acceptor com­
pound (MV2+) were dissolved in glycerol and cooled to 
248 K. The experimental timescale limited diffusion 
distances to be 2 A or less. The experimental data were 
interpreted using the Inokuti-Hirayama model.84 Fig­
ure 11 shows the effective quenching distance Rq cor­
rected for the molecular volume, as a function of the 
exothermicity of the ET reactions. McLendon et al. 
also studied215 the ET reaction 

Ru(LL)3
2+ + D — Ru(LL)3

+ + D+ (98) 

where D is an organic reductant, and LL a ligand, in 

(99) 

The donor compounds were a series of aromatic amines. 
They studied three reaction systems at T = 77 K, 

Ru(ester)3
2+* + TMPD — Ru(ester)3

+ + TMPD + 

-AG° = 0.88 V (100) 

Ru(Me2phen)3
2+* + TMPD — 

Ru(Me2phen)3
++ TMPD + 

-AG0 = 0.13 V (101) 

Ru(5-Clphen)3
2+* + TMPD — 

Ru(5-Clphen)3
+ + TMPD + 

-AG0 = 0.49 V (102) 

and found a significant increase in rate on warming 
from 77 to 298 K. 

Most recently, McGuire and McLendon have re­
ported on ET from photoexcited Ru(LL)3

2+ to me­
thylviologen in glassy glycerol. They observed a strong 
temperature dependence in the rate, from 253 to 150 
K. The rate is nearly of Arrhenius form, which they 
blame on solvent dynamical effects. 

Thomas and Milosavljevic215b have examined ET 
from photoexcited Ru(bpy)3

2+ to methylviologen in 
cellophane. They find that the dependence on con­
centration can be fit with a modified Inokuti/Hirayama 
formula,216 that the rates are lower than in glycerol, and 
that the small-polaron description of Jortner144 properly 
describes the temperature dependence (flat at low T, 
activated at higher T). 

These experimental studies of ET quenching suggest 
certain regularities in strongly exergic electron-tun­
neling ET in solids: modified Hirayama/Inokuti-type 
models84 seem adequate to characterize the ET rates; 
kET seems to drop exponentially with distance; nuclear 
tunneling behavior leads to very weak T-dependence 
at low T, but activated behavior is observed for higher 
T; the rates seem to maximize for X =; AG°, as expected 
from Marcus theory;1'16 and for this value, again as 
expected, kEr is really T-independent. 

B. Pulse Radiolysis Generated Intermolecular 
Electron Transfer in Solids 

The problems associated with the reactions of trap­
ped electrons are mainly due to the difficulty of as­
signing a redox potential to the trapped electron; in 
addition, the reactions are so exoergic that electronically 
excited states may easily be produced. We will only 
consider pulse generated intermolecular ET in glassy 
matrices. Miller et al. considered27 reactions of the type 

D" + A — D + A" (103) 

with MTHF as the solvent. They used relatively large 
concentrations of a low-electron-affinity molecule (0.15 
M or 0.30 M) and a much lower concentration (0.025 
M) of a higher electron-affinity species. The frozen 
solutions (T = 77 K) were exposed to 20-ns pulses of 
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15-MeV electrons; this pulse ionization creates a certain 
concentration («10~4 M) of trapped electrons and rad­
ical cations of MTHF. The cations are rapidly trapped 
by transfer of a proton to a neighboring solvent mole­
cule. The trapped electrons will be transferred rapidly 
to the solute molecules. The solute anion radicals are 
detected spectrophotometrically, and the decay of the 
donor anion radical is followed. The exothermicities 
are determined from experimental reduction potentials. 
The AG° values used are from experiments performed 
in polar solvents; these AG0 values are expected to 
differ slightly from the AG° values in the solid matrix. 
Since a small error in AG0 might be very critical for 
these weakly exothermic reactions, Miller et al. only 
used acceptor/donor pairs of similar size and nature. 

They interpreted their experimental results using eq 
66. The matrix element t was assumed to decay ex­
ponentially 

t(r) = t(R0) exp(-[r - R0]/2a) (104) 

as for free barrier tunneling (eq 78). The Franck-
Condon factor (FC) of (66) was evaluated using the 
formulation of small-polaron theory given by Ulstrup 
and Jortner,104 in which the rate constant at fixed 
distance is given by: 

k{r) = v exp[-(r - R0)/a] (105) 

v = [TT/ WX0HvT)]W t(R0)
2F = VoF (106) 

„SW T (AG° + X0+ Whoi)2 I 

'-£•^•-1 î f—J (107) 

Here X0 is *ne solvent (outer sphere) relaxation energy, 
which is treated classically. The factor S is described 
in section V.A, and is Xj/ftco;. Only one vibration is 
considered in the X,- term. When [D-] « [A], the sur­
viving fraction of electron donors at time t is given by 

Pit) = exp[-(%)wC(R3 - R0
3)] (108) 

where C is the acceptor concentration (number per unit 
volume) and R(t) is interpreted as the average radius 
of a reaction volume V(t), approximated as 

R = R0+ a In (^v0Ft) (109) 

where 7 is a dimensionless constant determined to be 
1.9, so that the P(t) from (108) agrees with the modified 
Inokuti-Hirayama ET quenching84,216 model; eq 107 
does not take orientational effects into account. 

From the observable surviving fraction P{t) it is 
possible to determine the ET rate constant as a function 
of distance for the randomly distributed solid solutions. 
F is normally considered to be time independent, and 
therefore neglects the time dependent solvent relaxation 
which occurs in rigid media (section V.C). Miller et al. 
presented27 a detailed study of the biphenyl radical 
anion BPh'" as donor. They measured the time-de­
pendent concentration of BPh*" absorbance and plotted 
AfA0 against time, where A0 is the absorbance in a 
sample containing the same concentration of BPh but 
no acceptor. A/A0 measures the surviving fraction of 
BPh*" anion radicals. The corrected A/A0 plots for the 
ET BPh*" reactions with four different acceptors [tri-
phenylene (-AG0 = 0.14 eV), pyrene (-AG0 = 0.52 eV), 
fluoranthene (-AG° = 0.82 eV), and 2-methyl-
naphthoquinone (-AG° = 1.81 eV)] showed that it was 

necessary to make F time-dependent to allow for the 
solvent relaxation. The measurements also showed that 
the ET rate was largest for the reactions with inter­
mediate exothermicities. Miller et al. also plotted the 
time-dependent function R(t) which they called the 
"tunnel-distance" or the "reaction radius"; it is related 
to P(t) by eq 108. These plots should be linear with a 
slope of a In 10 if the ET rate is exponential in distance. 
Miller et al. explained the deviation from linearity and 
the different slopes for different reactions as due to the 
time dependence of the F-factor. By use of eq 105-109, 
the plot also gives the ET rate constant as a function 
of r. By using methyl-p-benzoquinone as acceptor with 
five different donor anion radicals, Miller et al. showed 
that the behavior of BPh*" was similar to the four other 
donor compounds. They discussed the important issue 
of how ET rates depend on distance and reaction exo-
thermicity. They plotted the ET rate vs. reaction ex-
othermicity -AG0 at different times; Figure 12, parts 
a and b, are for the times 10"6 and 102 s. These two 
show different values of -AG0 for maximum ET rate; 
the plots for the longer times were broader and the 
weakly exothermic reactions were dramatically slowed. 
Miller et al. suggested that this was due to increased 
solvent reorganization energy with increasing time in­
tervals, and fitted the experimental data by increasing 
the value of X and assuming that a was independent of 
AG0. They concluded that 

(i) The ET rate constant is maximized for interme­
diate exothermicity. 

(ii) The exothermicity corresponding to the maximum 
ET rate increases with time from «0.8 eV at 10"6 s to 
«1.1 eV at 102 s. 

(iii) The shift of the position of the max ET rate is 
due to an increase of the solvent reorganization energy 
X0. They also fitted each decay curve to eq 109 with 
both a and V0F varied to obtain the best fit. They 
obtained a range parameter a which increased with 
exothermicity from 0.14 to 0.96 A, when the parameters 
a and V0F of eq 109 were permitted to vary simultane­
ously. 

The distance dependence of X0 was studied using the 
dielectric continuum expression to correct the experi­
mental data of BPh*" with naphthalene. This reaction 
is very weakly exothermic and should be quite sensitive 
to changes in X0. By doing simulations which included 
or omitted the distance dependence of X0 Miller et al. 
showed that the experimental data lies between the two 
simulated curves. They used their experimental data 
and the assumption that a is constant for reactions 
involving a certain donor compound and several ac­
ceptors for determining the value of a, and found a 
value a « 0.8 A. Miller also studied217 the ET between 
biphenyl and triphenylethylene (TPhE) in rigid glassy 
ethanol at 77 K. By use of the pulse radiolysis tech­
nique, the frozen matrix was ionized, and the changes 
in concentration of donor and acceptor compounds were 
followed by absorbance measurements over the time 
range 10"6 to 102 s. The surviving fraction of BPh*" was 
measured by the ratio AfA0. The experiments were 
analyzed in terms of an ET through an energy barrier 
with a height equal to the electronic binding energy of 
BPh-. 

Miller and Beitz used167 pulse radiolysis to study the 
following reaction in rigid 2-chlorobutane glass at 77 K. 
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Figure 12. Relative rates for electron transfer from biphenyl 
anion at 77 K in methyltetrahydrofuran glass. The rate is ex­
pressed as a relative Franck-Condon factor, which is proportional 
to JFCj of eq 66. Allowing for experimental scatter and possible 
occurrence of excited states, the fit to a simple harmonic-oscillator 
form with one internal mode, as given by eq 107, is quite good 
(solid line); abnormal regime behavior (downward slope at the 
right of the curve) is clearly seen. Part A shows results at 1O-6 

s; Part B, at 100 s. Reprinted with permission from: Miller, J. 
R.; Beitz, J. V.; Huddleston, R. K. J. Am. Chem. Soc. 1984,106, 
5057. Copyright 1984, American Chemical Society. Compounds 
used as acceptors, given by the abbreviations in Figure 12a,b, and 
their AG" values" in eV: 2MNap = 2-methylnaphthalene (0.010), 
Nap = naphthalene (0.056), Phen = phenanthrene (0.13), Tri = 
triphenylene (0.14), M2Ql = 2,6-dimethylquinoline (0.31), BpIn 
= biphenylene (0.32), BzQl = 7,8-benzoquinoline (0.41), Ph3Et 
= triphenylethene (0.47), Pyr = pyrene (0.52), Flth = fluoranthene 
(0.82), Acnp = acenaphthylene (0.95), Acd = acridine (1.02), Cnal 
= cinnamaldehyde (1.08), Bcin = benzocinnoline (1.09), AzBz = 
azobenzene (1.25), NBz = nitrobenzene (1.4), Phenz = phenazine 
(1.44), FIn = 9-fluorenone (~1.7), MA = maleic anhydride (1.74), 
MNQ = 2-methylnaphthoquinone (1.82), tB2Q/2,5tB2Q = 2,5-
di-tert-butyl-p-benzoquinone (1.85), DNBz = p-dinitrobenzene 
(2.00), BQ = p-benzoquinone (2.07), Cl2Q = 2,5-dichlorobenzo-
quinone (2.40), F4Q = tetrafluorobenzoquinone (2.54), Cl4Q = 
tetrachlorobenzoquinone (2.59), TCNE = tetracyanoethylene 
(2.75). "Free energy change for ET from the biphenyl anion to 
the indicated acceptor. 

BPh+ + TMPD — BPh + TMPD + (110) 

Py+ + TEA — Py + TEA+ (111) 

Py+ + TMPD — Py + TMPD + (112) 

where Py = pyrene; BPh = biphenyl; TMPD = NJf,-
iV',iV'-tetramethyl-p-phenylenediamine; TEA = tri-
ethylamine. The ratio A /A0 is as before related to the 
survival ratio P(t) of eq 78 and 104 for the cationic 
compounds (BPh+,Py+). The two reactions eq 110 and 
112 were very fast, the decay was interpreted using eq 
104. The range parameter a was determined from the 
experimental data to be 1.72 A which corresponds to 
a donor electronic binding energy of ~1.3 eV when 
using the approximation in eq 78 and 104. This is not 
a reasonable value of the electronic binding energy since 
Bernas et al.218 measured ionization potentials from 
TMPD in glassy 3-methylpentane 77 K as 5.75 eV and 
in glassy n-butanol (77 K) as 5.0 eV. When Miller and 
Beitz used more reasonable values for the electronic 
binding energy it was not possible to fit the experi­
mental data using the simple tunnel model of eq 78. 
Instead they introduced the superexchange model (eq 
77), and showed that this model was able to fit the 
experimental data when using reasonable values for the 
binding energies. 

Kira et al. studied219'220 ET from neutral donors 
(amines and aromatic hydrocarbons) to cationic ac­
ceptors in sec-butyl chloride (BuCl) glasses at 77 K. 
The cationic acceptors were generated by the irradiation 
of the sample by a 2-jj.s electron pulse. 

D + A+ — D+ + A (113) 

They used the theoretical survival ratio of the acceptors 
as given84 by Inokuti and Hirayama, and assumed that 
the electronic interaction term was the same for reac­
tions with a fixed donor and a variety of acceptors. 
Therefore any change in the survival ratio is assumed 
due to the FC factor. With this approach the survival 
ratio decay curves for a common donor and different 
acceptors should be related by a horizontal shift of the 
curves. The experimental data do not support this, 
since the curves seem to flatten as the exothermicity 
of the reaction decreases. According to the method of 
Kira et al., the {FCj factors for ET from trimethylamine 
(TEA) and iVJV-dimethylaniline (DMA) to various so­
lute cations as a function of the exothermicity of the 
reaction are plotted in Figure 13. The free energy 
difference is calculated by 

AG0 = -(IP(A) - IP(D)) (114) 

where IP(A) and IP(D) are the gas phase ionization 
potentials for the acceptor and donor compound. These 
gas phase IP's should be corrected for the medium ef­
fects. Figure 13 shows that the {FC} factor increases 
until -AG° ~ 0.8 eV and thereafter becomes clustered. 
According to Kira, excited electronic states would be 
unimportant due to the small exoergicity of these re­
actions. 

The various experimental efforts using pulse radiol-
ysis to prepare ET donors can, at least qualitatively, be 
explained using the nonadiabatic small-polaron-type ET 
theories of section V.A. Both solvent and inner-shell 
reorganization must generally be included. Both some 
of the special effects described in Chapter V (solvent 
relaxation dynamics and electronic structure effects) as 
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Figure 13. Franck-Condon factors for electron transfer from 
amines to cationic acceptors. The measurements were made in 
sec-butyl chloride glass at 77 K. The four points to the extreme 
right are for transfer to a trapped hole. There may be some 
slowdown in the rate in the abnormal region (|AG°| > 1.0 eV). 
From: Kira, A.; Nosaka, Y.; Imamura, M. J. Phys. Chem. 1980, 
84, 1882. Kira, A. J. Phys. Chem. 1981, 85, 3647. Compounds 
used as acceptors, given by numbers in Figure 13, and their 
ionization potentials in eV: (1) acenaphthene (7.66), (2) benzene 
(9.25), (3) biphenyl (8.27), (4) N^-dimethylaniline (7.10), (5) 
diphenylamine (7.25), (6) durene (8.03), (7) fluorene (7.78), (8) 
hexamethylbenzene (7.90), (9) naphthalene (8.10), (10) phenan-
threne (7.93), (11) pyrene (7.55), (12) triethylamine (7.50), (13) 
1,2,4-trimethylbenzene (8.27), (14) toluene (8.82). 

expected for nonadiabatic ET in solids and the strong 
dependence of fcET on exoergicity AE°, with a rate 
maximum near -AG0 = X, are observed. A great deal 
remains to be done both in experiment and in inter­
pretation. 

C. Electron Transfer in Biologically Related 
Systems at Low Temperature 

Low-temperature studies of ET in biological systems 
comprise one of the clearest examples of ET in solids, 
since the biological systems can be studied as frozen 
systems similar to the glassy matrices just discussed. 
Since the area of biological ET has been reviewed re­
cently13-16 we emphasize here more recent work. Ex­
periments in this area began with the pioneering study 
by De Vault and Chance221 on the reaction center in the 
photosynthetic bacterium C. vinosum. They studied 
the photon excitation of the bacteriochlorophyll dimer 
(BCh)2 from room temperature to liquid helium tem­
perature using a pulsed laser with fast scan spectro-
photometric detection. They found that when (BCh)2 
was photooxidized, an electron was transferred to 
(BCh)+ from one of the surrounding cytochromes, and 
by observing the oxidized cytochrome they were able 
to measure the ET rate of the reaction. They also ob­
served that the activation energy for the process 
changed from 3.3 kcal/mol for temperatures above 130 
K to less than 4 cal/mol for temperatures less than 100 
K. They explained the experimental data in terms of 
an electron-tunneling mechanism. As a followup of this 
study, Kihara and Chance studied22215 different pho­
tosynthetic bacteria at liquid nitrogen temperature and 
found that most of these were able to photooxidize the 
cytochrome in a manner similar to that in C. vinosum. 

More recently, Hoffman et al.223-227 have described 
ET between donor (D) and acceptor (A) sites with 
crystallographically known distances and orientations. 
They used a mixed-metal hemoglobin hybrid. The 
hemoglobin consists of two identical bimetallic subunits 
a and /3. They are here denoted ai,a2,fii,fi2 and form 
a complex with very specified geometry. The mixed-
metal [Zn1Fe] hybrid hemoglobin was prepared by 
substituting both chains of one type (either a or 0) with 
a zinc (II) porphyrin (Zn11P); both chains of the other 
type contain the ferriheme group. In this structure the 
closest redox centers are the ax and /32 subunits, with 
a Zn(II)-Fe(III) distance of approximately 25 A. The 
distance between the redox centers for the ax and /S1 
subunits is about 35 A which led Hoffman et al. to 
neglect ET between them, leaving only the reaction 
between the redox centers for the ax and /32 subunits. 
They used flash photoexcitation for initiating the re­
action, thereby favoring the longlived ZnP triplet state. 
This triplet state may either decay to the ground state 
or transfer an electron to the Fe111P group 

3ZnP + Fe111P — (ZnP)+ + Fe11P (115) 

The reduction potential of reaction 115 is about 0.8-0.9 
V. 

The observable rate constant for the decay of the 
triplet state (3ZnP) is a sum of an intrinsic triplet decay 
rate constant for the decay to the ground state of ZnP 
and a rate constant for the ET reaction in eq 115. The 
ET rate constant was determined by subtracting the 
rate constant for the decay of the triplet from the ob­
servable rate constant. The intrinsic triplet decay rate 
constant was measured by doing similar experiments 
with the hybrid hemoglobin containing Fe11 instead of 
Fem, thereby not allowing decay via ET. The products 
formed by reaction 115 will react by ET from Fe11P to 
(ZnP)+: 

(ZnP)+ + Fe11P - ^ * ZnP + Fe111P (116) 

The reduction potential for the reaction 116 is about 
0.85-1.0 V. The rate constant associated with reaction 
116, &GET> is much larger than feET and has not been 
accurately measured. For the [a(Zn),/3(FemH20)] hy­
brid as for the C. vinosum system,221 the feET changes 
smoothly from being activated at high temperature to 
being temperature independent below 77 K (Figure 1). 
From a study of the temperature response of the [a-
(Zn) ,/3(Fe111H2O)] optical spectrum, it was concluded 
that the ligation state of the ferriheme remains invar­
iant upon cooling. Therefore kET seen in Figure la is 
the rate constant for the ET from 3ZnP(ax) to Fe111-
(H2O)(IS2). The [a(Fem),/3(Zn)] hybrid shows different 
temperature response for &ET, since there is a plateau 
in the temperature interval 230 to 270 K (Figure lb); 
this effect has apparently nothing to do with the 
properties of the solvent, since it occurs above the 
freezing point and does not occur for the other hybrid. 
Hoffman et al. explained this in terms of replacement 
of the ferriheme axial ligands (H2O —- imidazole). For 
the low temperature region, the ET rate constant is 
measured to be about 9 s""1 for the two different com­
plexes, even though they have different ferriheme axial 
ligands in this region. These long-range ET have been 
explained in terms of the small-polaron-type models 
described in sections III, IV, V. At low temperatures, 
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the reaction involves both electron tunneling (nonadi-
abaticity) and nuclear tunneling through the barrier (^1 

« 1, Tj3 « 1, Tj2 « 1 in Chart II of section V). At higher 
temperature, rj3 becomes larger and activated behavior 
is observed. The very small rate constants, of order 102 

s_1, arise because both the electronic factors and (FCj 
factors of eq 66 are unfavorable for these transfers. 

Wasielewski et al.228 studied the photoinduced ET 
reactions in a chlorophyllide-pheophorlide cyclophane 
which was chosen for modeling the primary donor-ac­
ceptor pair in the green plant photosystem. They 
measured among other things the temperature depen­
dence of the fluorescence decay in butyronitrile and 
concluded that below the freezing point the ET could 
not occur. Above the freezing point they observed de­
creasing ET quenching with decreasing temperature. 
They related this to the inability of the solvent to relax 
and stabilize the ion pair on the formation of a new 
conformation at low temperatures. 

Bolton et al. studied229 the photoinduced ET in 
porphyrin-quinone complexes with a diamide bridge 
where n = 2,3,4 (PAnAQ) is the number of CH2 groups 
between the two amides. They irradiated the PAnAQ 
compounds and observed the EPR signals correspond­
ing to formation of the linked radical ion pair P"+-
AnAQ'". For the low-temperature region they used 10 
different frozen solvents as media for the intramolecular 
ET. The quantum yields for the appearance of P ' + -
AnAQ" were measured using EPR. They found that 
quantum yields for production of P'+AnAQ*~ increase 
with temperature in solid matrices and indicated that 
this might be due to restrictions on the vibrational 
motion. They stated from spectroscopic analysis that 
these linked molecules seemed to exist in two types of 
conformation. One of these is denoted "complexed" and 
seems to be folded in such a way that the porphyrin and 
the quinone are sufficiently close for their 7r-electron 
systems to interact directly. The other type is denoted 
"extended" and here the porphyrin and the quinone do 
not interact directly in any significant manner. Bolton 
et al. explained the decrease of ET quenching with 
decreasing temperature in the glassy matrices as arising 
from restriction in the thermal fluctuation and vibration 
(for example, rotation around the amide link), thereby 
limiting the number of PAnAQ complexes having the 
optimum configuration for ET. 

Loach et al. have studied230,231 the photoinduced 
fluorescence decay of bridged zinc porphyrin-quinone 
complexes at low temperatures (77 K) using EPR 
measurements. This work pioneered the synthesis of 
models for the primary photochemical sequences in 
bacterial photosynthesis. They were the first to prepare 
a porphyrin/quinone moiety covalently linked together 
by a diester. More recently, this work was extended to 
study fast ET (nanoseconds) in liquids.232 In addition, 
in liquid solution there has been very elegant and ex­
citing recent work by Gray,233 Isied,234 McLendon,235 

and their collaborators on intramolecular ET in bio­
logically-related species (modified cytochromes, pep­
tides, azurin, etc.). These experiments have not yet 
been extended to solids. 

D. Intramolecular Electron Transfer In 
Non-Biological Compounds In the Solid State 

Kinoshita et al. have studied236 thermally induced 

intramolecular ET in solids for complexes with the 
formulas Com(SALEN)L where SALEN is N,N'-
ethylenebis(salicylideneaminato) and L is a series of 
four different 2,4-pentanedionates. ET from the L 
ligand to the Co111 ion occurred upon heating the solid 
Cora(SALEN)L. The ET rate constant increased in the 
following order acetylacetonato < propynylacetonato 
< n-butyrylacetonato < n-caproylacetonato. From their 
kinetic analysis they concluded that the ET rates 
seemed to be dominated by entropy effects since the 
activation enthalpy decreased in the above order. Ihara 
et al.237 also studied the ET of Co111 complexes in the 
solid phase. The Co111 complexes had the form 
£rcms-[Co(A2)(phbgH)2]X3-nH20, where A denotes 
volatile ligands as NH3, CH3NH2, and C5H5N, and 
phbgH denotes 1-phenylbiguanide. X denotes either 
Cl- or B r and n = 2, 3. They observed ET reactions 
by heating the solid Co111 complexes, and found the 
following order of reactivity: 

(i) NH3 < CH3NH2 < C5H5N 

(ii) B r < Cl-

They argued that the liberation of the coordinated A 
is part of the rate-determining step (the strength of the 
ligand field shows the opposite order of that in (i)). The 
differences between the halides was explained in terms 
of the anation (halide/H20 ligand exchange) and ad­
dition to the phbgH group. 

Leland et al. studied34 linked porphyrin quinone 
systems A and Al using picosecond-fluorescence ex­
periments. ET occurs between a quinone and zinc 
mesophenyloctaalkylporphyrins; the linking part of the 
compound was one (A) or two (Al) bicyclo[2.2.2]octyl 
spacers. Their experiments make it possible to discuss 
the effect of distance between the ET centers since the 
driving force, the solvent, the orientation, and the type 
of linker are unchanged. A2 was used as a reference 
compound for the non-ET decay of the excited state of 
the porphyrin part. For A and Al they observed a 
decrease of the fluorescence lifetimes compared to A2. 
They assumed this decrease to be due to ET quenching, 
and obtained the ET rate constants in the usual way 
from 

r obsdw T0 

where robsd(i) is the experimentally-determined 
fluorescence lifetime for compound i (i = A1Al) and T0 

is the observed fluorescence lifetime of A2. They de­
termined feET for compound A to be 5.0 X 109 - 1.5 X 
1010 s-1, depending on the solvent at 298 K, with kET 

for Al < 107 s_1. This difference was related to different 
linkers and therefore to the different distances between 
the porphyrin and the quinone. They estimated (Table 
II) the range parameter a in the ET matrix element 
expressed as in eq 104, since JFCj was assumed the same 
for Al. The ET rate for A decreases when the polarity 
of the solvent is increased. To compare the ET reac­
tions they performed similar experiments at low tem­
perature in a MTHF glass, finding that the fluorescence 
decay for A could be explained by an ET quenching, 
taking account of the angular orientation of the por-
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TABLE II. Experimental Values of a from the Literature 

system0 experiment ref 
Al/fa/Hg,Al,Au 
Al/fa/Mg 
Al/fa/Al 
Al/fa,dye/L 
dye/fa/acceptor 
Al/fa/anthracene crystal 
Al/fa/chloranil crystal 
biphenyl-triphenylethylene 
biphenyl-several aromatics 
biphenyl-tetramethylphenylenediamine 
pyrene-tetramethylphenylenediamine 
derivatives of the cytochrome c/cytochromato complex 
aromatic donors and acceptors 

naphthalene and CCl4 

pentacene and duroquinone 

ruthenium compounds and methylviologen 
ruthenium compounds and organic reductants 
porphyrins linked to quinones 
indole and chlorinated methanes 

0.67 
1.0 
1.36 

2.0-0.3 
3.3 
2.2 
1.25 
0.9-1.0 
0.83 
0.86 
0.86 
0.67 
0.75 

0.5 
0.35 

0.75 
0.78-1.00 

£0.71 
0.52 

conduction 
conduction 
conduction; multilayer structure 
photoconduction; multilayer structure 
fluorescence quenching 
photoconduction 
photoconduction 
pulse radiolysis in frozen ethanol, 77 K 
pulse radiolysis in frozen TMHF, 77 K 
pulse radiolysis in frozen 2-chlorobutane, 77 K 
pulse radiolysis in frozen 2-chlorobutane, 77 K 
pulse radiolysis in solution (room temperature(?)) 
fluorescence quenching in TMHF ethanol, trcms-1,5-decalindiol 

at different temperatures 
fluorescence quenching in ethanol at 77 and 140 K 
fluorescence quenching in sucrose octaacetate glass at room 

temperature 
fluorescence quenching in glycerol 
fluorescence quenching in polymeric film 
fluorescence quenching 
fluorescence quenching in ethanol glass, 76, 93, 117 K 

J 
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n 
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r 

"Fit of electron transfer rate constant to &ET a exp(-r/aj. Al/fa/contact layer describe a capacitor with a medium consisting of a mon­
olayer of fatty acids (fa) (often with added dye) in between an Al plate and another contact layer. bThe fit is poor. cMann, B.; Kuhn, H. J. 
Appl. Phys. 1971, 42, 4398. Polymeropoulos, E. E. J. Appl. Phys. 1977, 48, 2404. dSugi, M.; Fukui, T.; lizima, S. Appl. Phys. Lett. 1975, 27, 
559. eSugi, M.; Nembach, K.; Mobius, D.; Kuhn, H. Solid State Commun. 1974, IS, 1867. 'Kuhn, H. J. Photochem. 1979, 10, 111. 
«Killesreiter, H.; Baessler, H. Chem. Phys. Lett. 1971, 11, 411; Phys. Status Solidi B 1972, 51, 657. ''Miller, J. R. Science 1975, 189, 221. 
Alexandrov, I. V.; Khairutdinov, R. F.; Zamaraev, K. I. Chem. Phys. 1978, 32, 123. 'Miller, J. R.; Beitz, J. V.; Huddleston, R. K. J. Am. 
Chem. Soc. 1984, 106, 5057. Miller, J. R.; Bertz, J. J. Chem. Phys. 1981, 74, 6746. * Miller, J. R.; McLendon, G. J. Am. Chem. Soc. 1985,107, 
7811. 'Miller, J. R.; Peeples, J. A.; Schmitt, M. J.; Closs, G. L. J. Am. Chem. Dokl. 1982,104, 6488. mKhairutdinov, R. F.; Sadovski, N. A.; 
Parmon, V. N.; Kuz'min, M. G.; Zamaraev, K. I. Dokl. Akad. Nauk. SSSR 1975, 220, 888. "Domingue, R. P.; Fayer, M. D. J. Chem. Phys. 
1985, 83, 2242. "Guarr, T.; McGuire, M.; Strauch, S.; McLendon, G. J. Am. Chem. Soc. 1983,105, 616. pGuarr, T.; McGuire, M.; McLendon, 
G. J. Am. Chem. Soc. 1985,107, 5104. 'Leland, B. A.; Joran, A. D.; Felker, P. M.; Hopfield, J. J.; Zewail, A. H.; Dervan, P. B. J. Phys. Chem. 
1985, 89, 5571. rNaimiki, A.; Nakashima, N.; Yoshihara, K. J. Chem. Phys. 1979, 71, 925. 

phyrin and quinone parts of the compound. From this 
they calculated an ET rate constant approximately 
equal to the room temperature ET rate constant in 
MTHF and therefore concluded that the ET reaction 
for A is temperature-independent within a factor of two. 

Very recent work by Miller and collaborators2378 in­
volves ET between aromatic substituents in adiabatic 
fused ring systems at room temperature. These reac­
tions were carried out in liquid MTHF, and therefore 
strictly fall outside our scope, but the results are of real 
interest with regard to the electronic structure argu­
ments of section V. They observe quite different rates 
dependent on the isomers (axially or equitorially sub­
stituted). This dependence is a particularly striking 
example of nonadiabatic ET with strong matrix element 
effects on the rate. 

Michel-Beyerle et al.238 have synthesized four com­
pounds with linked donor and acceptor parts. They 
used dimethylaniline as the donor part and pyrene or 
anthracene as the acceptor part. The linkage was either 
a -CH2-(C6H4)-CH2- bridge or a 4,4'-dimethylbiphenyl 
bridge. They excited the acceptor part and measured 
the fluorescence lifetimes for the four acceptor 
bridge-donor compounds and two reference com­
pounds. All their experiments were done at room tem­
perature and in liquid solvents. Similarly, Hush et al.239 

have examined ET in photoexcited intramolecular 
systems comprising an acceptor quinone and a pho­
toexcited donor linked by rigid fused norbornyl bridge 
(C). They observe ET rate constants of >5.1010 s_1 for 
C in water at 298 K, and also find that the rate drops 
by a factor of at least 3 on extending the length of the 
bridge from three to four norbornyl units. The work 
of the Sydney and Munich groups, like that from 

Pasadena and Argonne, involves elegant synthesis and 
spectroscopy. Extension of their measurements into the 
solid state should shed further light upon just what 
mechanisms in fact mediate bridge-assisted ET tun­
neling in solids; the norbornyl groups in particular are 
very attractive species, since length of bridge and ori­
entation angle may be controllably varied. 

E. Mixed-Valence Electron-Transfer Reactions 
in Solids 

Since mixed-valence ET reactions have been reviewed 
recently,11,21,23,240 we consider here only more recent 
experiments on mixed-valence ET in solids. Rosseinsky 
et al.241 examined mixed valence (Robin/Day II) po­
tassium manganate-permanganate K3(Mn04)2, a 
MnO4

--MnO4
2" mixed-valence solid. Their experi­

mental observations were used for testing the diffusive 
hopping conductivity expression 

(T = n e
2a2 vET/6kBT (117) 

where a is the dc conductivity, n is the number density 
of charge carriers, and a is the distance between transfer 
sites; J>ET is the hop frequency for ET between the 
transfer sites. They performed dielectric measurements 
for the dc conductivity and determined the ET fre­
quency v-si from dielectric relaxometry. They compared 
the values of a calculated from eq 117 and the measured 
ÊT with the observed values of the dc conductivity <robsd 

and found agreement within the experimental error; 
therefore in this situation the simple diffusive hopping 
expression (117) seems adequate. They also studied the 
temperature dependence of both vET and crobsd and de­
termined activation energies, which were compared to 
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those for the solution reaction: 

MnO4- + MnO4
2" — MnO4

2" + MnO4 ' (118) 

£ A for the solution reaction was corrected for the work 
terms needed for assembling the precursor. They found 
that all three activation energies (for o-obsd, pET in the 
solid, and kET in solution) were identical within ex­
perimental error. These experimental observations 
suggest a similar mechanism (site-to-site transfer) for 
the MnO4

--MnO4
2" reaction in liquid and solid. This 

work represents a particularly nice example of the sim­
ilarities and differences between solid-state and liq­
uid-state ET discussed in section II. 

Hendrickson et al. have studied242-245 intramolecular 
ET in mixed-valence dialkylbiferrocenium salts and in 
trinuclear oxo-centered mixed-valence iron acetates. 
For both series of compounds they observed that the 
rate of intramolecular ET is affected by dynamics in 
the solid state. For the mixed-valence biferrocenium 
they suggested that the position of the anion I3

- largely 
determines the intramolecular ET between the two 
metal centers, and they related the observed tempera­
ture dependence in the Mossbauer spectra to a phase 
transition involving motions of the I3

- ions. The rate 
of intramolecular ET in the solid state of mixed valence 
trinuclear iron acetate complexes was observed to be 
partly determined by the dynamics of the coordinated 
ligands or solvate molecules. They prepared a series 
of trinuclear iron acetates which differed only with re­
spect to the solvate molecules [Fe30(02CCH3)6(py)3]-
(solvate), where solvate is pyridine, benzene, or nothing. 
The mixed-valence compound without solvate molecule 
did not show any change in intramolecular ET when 
changing the temperature from 120 to 315 K. For the 
pyridine-solvate mixed-valence compound, they ob­
served an increase in the intramolecular ET rate as the 
temperature was increased and for temperatures larger 
than 200 K they reported an ET rate greater than 108 

s-1. The compound having benzene as solvate showed 
a different temperature dependence. For the mixed-
valence compound [Fe30(02(CH3)6(4-Et-py)3](4-Et-py), 
where 4-Et-py is 4-ethylpyridine, they suggested the 
intramolecular ET in the solid was related to the motion 
of one of the three ligands 4-Et-py as the temperature 
was increased. 

The dependence of &ET, and indeed of Robin/Day 
classification,24 of mixed-valency species upon coun-
terion and upon solvent is not at all unexpected. The 
nature of the electronic state as localized or delocalized 
is determined, for symmetric species, largely by Jj1, of 
section V.A—that is, by the competition between 
electronic derealization energy and polarization terms 
describing reorganization of the intramolecular and 
solvent coordinates. Increased solvent polarity or po-
larizability should increase the solvent reorganization 
energy, thereby favoring localized (Robin/Day II) va­
lency. For unsymmetric species in which AE° ^ 0, 
there will be an additional localization effect arising 
simply from the different potentials at different sites 
in the molecule. Very much the same behavior can be 
caused by strong ion pairing with a small counterion or 
even by a strain field due to the environment. All of 
these terms cause the electronic hamiltonian of eq 59 
to become asymmetric (that is, they cause «; ^ er) and 
can lead to localization. In the theory of the Jahn-

Teller effect,246,247 these terms248 are generally lumped 
together as strain effects, and can cause very large 
changes in the electronic properties and in spectroscopic 
(EPR, optical, vibrational) and even structural prop­
erties. The celebrated Creutz-Taube ion B is struc­
turally symmetric in frozen aqueous solution with a 
chloride counterion, but asymmetric, with a difference 
of .015 A in Ru-£rcms-NH3 distance, with a tosylate 
counterion.141 Recently, Hendrickson and co-workers249 

have examined intramolecular ET in dihalobiferric-
inium salts. They find that the dichloro compound is 
valence-localized, with specific Fe+ 2 and Fe+ 3 cations, 
while the diiodo compound shows crystallographically 
equivalent metals. They conclude that this difference 
is due neither to differences in electronic nor in vibronic 
coupling, but rather to "differences in the symmetry of 
the solid-state environment." That is precisely the 
generalized "strain" effect which we have just discussed. 

In an attempt to understand the role of solvent dy­
namics, Meyer and Schanze studied250 ligand-bridged 
osmium dimers of the type 

C(bipy)OsI1(L)OsII(phen)(dppen3+ 

CO Cl 

where bipy is 2,2'-bipyridine, dppe is cis-Ph2PCH= 
CHPPh2, phen is 1,10-o-phenanthroline, and L is 
4,4'-bipyridyl or related bridges. Excitation of the di­
mers in the MLCT band caused appearance of excit­
ed-state Osm(phen'-) whose decay lifetime in frozen 
ethanol-methanol at 77 K was studied. They related 
the quenching of the photochemically prepared mix­
ed-valence dimer to an intramolecular ET (Os11 -» Osm) 
process. For the decay of [(bipy , -)(CO)Osm(L)Osn-
(phen) (dppe) Cl]+ they found the intramolecular mix­
ed-valence ET rate constant k to be temperature in­
dependent for 77-120 K (k ~ 2.2 107 s-1) and temper­
ature dependent for temperatures larger than 130 K (k 
~ 4.8107 s-1 for 160 K). Indeed, "once the glass-to-fluid 
transition transition is reached, there is a marked de­
crease in lifetime." This interesting observation con­
firms the intuitive suggestion (section III) that the more 
rapid relaxation processes and higher fluidity (lower 
viscosity) in liquid as opposed to solid hosts should 
significantly change (generally increase) ET tunneling 
processes. This should occur because upon melting 
there is a shift of vibrational state density toward lower 
frequency, which will cause stronger damping.251 More 
work along these lines would be of real value in further 
illuminating these differences. 

VII. Remarks 

Solid-state electron transfer reactions can occur on 
time scales running over at least 13 orders of magnitude, 
from the very fast resonant tunneling transfer through 
heterostructures (section III) to long-distance highly 
exoergic tunneling in matrices (section VI). From a 
mechanistic viewpoint, the essential small polaron re­
quirement for occurrence of a "coincidence event", in 
which the geometry of donor and acceptor sites has 
fluctuated until electron tunneling or derealization can 
occur following Franck-Condon conditions (no change 
in electronic energy or in nuclear position or momen­
tum) seems correct both intuitively and, so far as the 
data permit interpretation, experimentally. The ori-
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ginal analysis of Marcus in terms of activated-complex 
theory is, in fact, essentially equivalent conceptually to 
the polaron picture, though there are differences in the 
actual treatment of the vibrational motions. Despite 
the fundamental value of this approach, there remain 
a host of unresolved questions which make tunneling 
in solid-state ET reactions an area of great current 
interest. These include 

(1) The proper description of the initial and final 
states for ET—to what extent is the electron localized, 
and how do changes in the electronic structure of these 
states change the ET rate? Recent theoretical work 
involving variational selection of reaction-state geom­
etries (section V.D) indicates that major mechanistic 
and rate constant changes can occur depending on ac­
tual geometric and electronic structure of the initial 
states; in some cases, substantial derealization of the 
electronic wave function in the initial state can provide 
both enhanced ET rates and exquisite sensitivity to 
modifications in electronic structure due to bridges or 
substituents. In a larger sense, it is certainly more 
appropriate to begin the discussion of ET processes 
using the full electron-nucleus hamiltonian, rather than 
simple two-site representations. Such full description 
will be especially useful in situations of long-range and 
facilitated ET. 

(2) The physical geometry of the solid in which ET 
occurs. Clearly, motions which are permitted in liquids 
can be frozen out in the solid state, and therefore cer­
tain ET pathways can be very much reduced in effi­
ciency. For example, intermolecular transfer in a di-
amide-linked porphyrin/quinone species was ob­
served229 by Bolton et al. to occur in solution via two 
pathways, one involving transfer through the bridge, the 
other arising from diffusive motions allowing direct 
contact of porphyrin acceptor and quinone donor. In 
a solid, the latter pathway would be foreclosed if the 
structure was extended, and dominant if the structure 
placed the quinone close to the porphyrin. Thus actual 
structural details, which are strongly history-dependent 
and will not be "washed out" in the solid as they are in 
solution, should be considered in discussion of ET rates. 
These effects will be less important as temperature 
increases, and some diffusion begins to occur in the 
solid. 

(3) The role of solvent dynamics in affecting the rate. 
The generalized friction models first introduced177 by 
Kramers represent an extension of activated complex 
theory which takes cognizance of finite relaxation-time 
effects in the nuclear motions which accompany ET. 
Both formal study (section V.C) and some experimental 
comparisons (section VI.A,B) have indicated that these 
frictional effects can change the numerical value of fcET 

and even the mechanism: apparently nonadiabatic 
transfers (in which electron tunneling appears as the 
preexponential in fcET) can become adiabatic (inde­
pendent of electron tunneling) if the slow relaxation 
processes keep the system in the vicinity of the coin­
cidence event, or saddle point, geometry for a long 
enough time. Proper microscopic understanding of the 
friction, as well as detailed experimental study of the 
frictional effects on the solid-state ET rate and on its 
temperature dependence, are still lacking. 

(4) The dependence of the ET rate on the nuclear 
motions of the medium in which ET occurs. There has 

been extensive work185 on corrections to the continuum 
electrostatic description of the outer-shell vibrational 
contributions to the rate, but effects of disorder or 
phonon dispersion or impurities or librational/orien-
tational dynamics on the rate remain largely unex­
plored. In addition, the possibility of "triggering" ev­
ents, in which an ET process becomes permitted only 
when a particular geometric constraint is relaxed by 
nuclear motion, is a fascinating but largely undocu­
mented one. The allosteric control of many biological 
rate processes, including ET, represents one type of 
triggering phenomenon; the abrupt change in «ET seen 
near 250 K in Figure lb is most simply interpreted as 
due to such a triggering phenomenon arising from 
change in the axial ligands of the metalloporphyrin. 
Finally, the actual electron /nuclear coupling (Born-
Oppenheimer breakdown) is usually oversimplified; 
proper calculation of the rate should consider all effects 
of the nuclear kinetic energy operator. 

(5) The dependence of the rate on the electronic 
structure of the material which intervenes between 
donor and acceptor. Many theoretical models have 
been put forward to explain the dependence of the 
electron tunneling amplitude H12 (eq 74) or t (eq 66) 
on the electronic structure of the "bridge" species be­
tween A and D. The superexchange model (eq 77) and 
the barrier tunneling picture (eq 78) are the simplest 
semianalytic forms to use for calculating the contribu­
tions of bridge or medium electronic states to &ET. 
Perturbation-theoretic arguments also lead to super-
exchange type formulas, and permit use of local elec­
tronic structure information (one-electron energies and 
overlaps) to evaluate effective t or H12 values. Alter­
natively, the electronic structure of the entire D / 
bridge/A structure can be studied and the splitting of 
D,A states used to evaluate H12 (section V.3). Such 
evaluation puts very stringent precision requirements 
on the electronic structure study, since typical nona­
diabatic t or H12 values are generally less than 0.1 eV. 
Dynamical propagator studies100 (eq 83) or direct 
evaluation of the matrix elements100,102,103 are probably 
more promising, but not enough has yet been done 
using dynamical evolution with realistic, as opposed to 
highly idealized, electronic structure problems. 

There are important generalities concerning the 
electronic structure effects on tunneling ET. For ex­
ample, resonant tunneling is greatly faster than non-
resonant (theoretically this is because even very small 
perturbations will mix degenerate levels; experimen­
tally, it is best observed in mixed valency situations or 
in heterostructure ET such as that shown in Figures 8 
and 9). More precise experimental study of the de­
pendence of kET upon exoergicity in the near resonance 
case of very small exoergicity will be of real interest in 
examining how energy is in fact conserved in ET (is 
resonance with the pure electronic state really re­
quired?). At the other end of the gap, although the 
inverted behavior (rate decreasing with \AE°\ for 
\AE°\/\ > 1) has now been seen in several experimental 
studies, its final understanding awaits even more clear 
experimental verification, especially with truly molec­
ular systems, than is now available: both time-resolved 
and carefully energy-resolved values of kET are needed. 

Finally, the distance dependence of kET is still not 
properly understood: it is nearly always fit to an ex-
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ponential as in eq 87, which is justified either by the 
barrier tunneling idea of eq 88 or by the fact that the 
direct overlap of electronic wave functions decreases 
exponentially at long distances. Exponential behavior 
can also be derived, for a repeating bridge, from the 
superexchange form of eq 77 [H12 ~ (ts/B)n = (e-0)" = 
e~crld, where n is the number of bridging sites and c,d 
are constants]. Experimentally, exponential behavior 
has been invoked in many cases, and some of the dem­
onstrations, as with tunneling through Langmuir-
Blodgett films of fatty acid, are convincing. But several 
unsolved problems remain. One involves the distance 
threshold for exponential behavior: adiabatic ET 
should be roughly distance independent, and the min­
imum distance beyond which kET should decay as in eq 
89 has not been established (it must depend on the four 
smallness parameters Tj1-Tj4 of section V.A). A second 
involves actual data analysis—in fitting observed data 
to &ET expressions such as eq 87, dispersion in the data 
is generally ignored. In the absence of such analysis, 
the fitted data are much less useful. A third centers 
on some recent theoretical ideas about distance de­
pendence, one involving a suggestion252 that the 
Franck-Condon principle is invalid for long-distance 
ET, another a statement253,254 that at long range, feET 

should go like exp{-ar - ,Sr2J. Both of these are, at this 
point, ingenious but speculative ideas which have gen­
erated a great deal of discussion and disagreement:255,256 

the field is a very lively one. 

A final issue involves the actual facilitating role of the 
medium between redox centers: is it always either su­
perexchange (as has been argued in molecular ET in 
glasses) or actual stepwise transfer (as in photosynthetic 
ET pathways), or can other mechanisms occur? One 
might suspect that coherent (bandlike, delocalized) 
electronic states are important for ET events like the 
resonant transfers responsible for the peaks in Figures 
8 and 9. Clearly there is a relationship among exoerg-
icity, temperature, vibronic coupling, and electron 
tunneling, as expressed in Tj1-Tj4, and more experimental 
investigation of ET mechanisms in the parameter space 
of TJ1-Tj4 is needed. Particularly promising experimental 
approaches to such studies include modified protein 
centers in which AE0 can be made close to zero, arti­
ficial structures such as Langmuir-Blodgett films and 
the heterostructures discussed in section III.B.3, and 
intramolecular ET systems with rigid bridges of variable 
length and orientation, as discussed in V.D,E. For any 
or all of these, measurement of kET should be carried 
out as the exoergicity, temperature, and geometry are 
varied. 

It has now been a bit more than three decades since 
careful experimental and theoretical research began on 
liquid-state ET reactions. That research area has been 
one of the most fruitful and rewarding ones in physical, 
inorganic, and biological chemistry. Very recent ex­
perimental and theoretical advances have made solid-
state ET a very exciting and fast-moving research area; 
both its intrinsic interest and its widespread application 
indicate that this field will continue to be a centerpiece 
area of chemical research. 

Note Added in Proof. A recent issue of The Journal 
of Physical Chemistry (1986, Vol. 90, No. 16) contains 
a number of important contributions concerning solid 
state ET reactions. 
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