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/. Introduction 

The last few years have seen an explosive growth of 
interest in detailed studies of polyatomic reaction dy­
namics. Improved experimental techniques, more 
powerful semiclassical dynamical methods, and accurate 
electronic structure capabilities have all combined to 
focus attention on detailed dynamical questions for 
larger and larger systems. Many of these questions have 
previously been tackled primarily for atom-diatom or 
diatom-diatom collisions or isolated triatomics.1"5 

Although of course the final word on such simpler 
systems has not been said (and never will be), we will 
focus in the present review on more complicated cases. 
Thus the "polyatomic" in the title will be operationally 
defined to refer to a collision in which at least one 
collision partner or product is a triatomic or larger or 
to a unimolecular process involving four or more atoms. 
We will discuss three-atom systems briefly but only in 
the context of how they serve as models for larger 
systems. Furthermore, we will not discuss experimental 
results or dynamics calculations per se, but only inci­
dentally when they are involved in the discussion of 
potential energy surfaces (PESs). Potential energy 
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surfaces form the operational starting point for essen­
tially all dynamics calculations, and—in a somewhat 
philosophical vein—it is sometimes stated that the 
determination of the PES is the goal of all experimental 
work (in this sense equilibrium and transition state 
geometries, vibrational frequencies, and barrier heights 
are all just aspects of the PES). 

We will divide our review into two sections. In the 
first (section II), we will consider globally defined 
analytic PESs that have been constructed on the basis 
of electronic structure calculations, semiempirical ad­
justment to experimental data, or both. In the second 
section (section III) we consider reaction-path potentials 
(RPPs) based on ab initio electronic structure calcula­
tions. In each section we review a representative set 
of recent studies in the hope that this will provide an 
introduction to future work. 

This review is limited to gas-phase reactions of non-
solvated species in the ground electronic state. (Thus, 
potential energy surfaces for photochemical reactions 
initiated by electronic excitation are not discussed.) 
The most recent previous reviews of gas-phase PESs for 
small molecules and reactions are in the book by 
Murrell et al.,6 which is primarily concerned with 
three-body systems, but also includes a chapter on 
tetraatomics, and the review article by Sathyamurthy,7 

which is primarily concerned with atom-diatom and 
diatom-diatom systems. The review by Sathyamurthy 
also includes nonreactive systems, which are beyond the 
scope of the present review. A recently published book 
on chemical reaction dynamics contains one chapter on 
ab initio determination of PESs8 and another devoted 
primarily to semiempirical PESs for atom-diatom 
collisions.9 

/ / . Global Surfaces 

A global PES is an analytic function of the internal 
coordinates of a system that gives the potential energy 
as a function of geometry. The potential energy in this 
context is the Born-Oppenheimer adiabatic potential 
for internuclear motion.10'11 We restrict our attention 
here to cases where a single Born-Oppenheimer PES 
is sufficiently uncoupled from other surfaces that they 
may be ignored. We will begin with a review of some 
methods that have been used for three-body reactive 
systems, and then we will proceed to more and more 
complicated cases. 
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A. Three-Atom Systems 

A wide variety of methods has been used to calculate, 
model, and represent PESs for atom-diatom reactions. 
A review of these approaches is appropriate here be­
cause in many cases one or a combination of these 
methods can be generalized to handle polyatomic sys­
tems. We limit our discussion here to recent develop­
ments and approaches that may be useful for work on 
the potential energy surfaces for polyatomics. The 
references in this section are illustrative, not exhaustive. 

Perhaps the most straightforward approach to make 
a PES is to perform a large number of electronic 
structure calculations and fit the results by least 
squares. An early example of a surface of this type was 
provided by Polanyi and Schreiber12 who presented a 
fit to the ab initio calculations performed by Bender 
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where his research adviser was Sam Wait, and a Ph.D. from 
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State University, where he is now professor and chairman. His 
research interests are ab initio molecular orbital calculations; po­
tential energy surfaces and dynamics of photochemical processes, 
isomerization, and insertion reactions; and organosilicon reactive 
intermediates and organophosphorus chemistry. 

et al.13a for the reaction F + H2 — HF + H. (A review 
of the more recent ab initio results for this reaction is 
beyond the scope of the present review. We note, 
however, that these results are quite controversial be­
cause of unresolved questions about basis set com­
pleteness and the effect of higher order correlations,13b 

and this in itself is a comment on the reliability of PESs 
for more complicated systems.) 

Another surface of this type, for the reaction H + H2 

—*• H2 + H, was provided by one of the authors and 
Horowitz, who presented a fit to the accurate ab initio 
calculations of Liu and Siegbahn.14-16 This fit involves 
two sets of terms, the second of which vanishes for all 
linear geometries. In this manner the problem is sep­
arated into two steps consisting of first modeling the 
surface for linear geometries and then using the data 
for nonlinear geometries to calibrate the "bend 
potential". The function used to fit the surface for 
linear geometries is itself a sum of two terms, a Lon­
don-equation term that vanishes only when one atom 
is infinitely removed and another term that vanishes 
for all linear symmetric geometries. The London 
equation17 is a highly approximate form of three-orbital 
valence bond theory, and the London-equation term is 
a function of an H2 antibonding curve that was repre­
sented by a quadratic times an exponential with pa­
rameters adjusted to the linear symmetric ab initio 
values for H3. The second term of the linear potential 
was then adjusted to fit the rest of the linear calcula­
tions. The bend potential was successfully fit by using 
a sum of five additional potential functions, each of 
which was designed to allow flexibility for a particular 
aspect of the surface. This strategy of fitting a subset 
of the ab initio data and then adding terms that vanish 
for the corresponding subset of geometries can be useful 
in general in cases where special features are needed in 
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localized regions of a PES, but care must be exercised 
to ensure that the various localized functions join 
smoothly with continuous derivatives with the rest of 
the surface. More recently Varandas et al.18 have refit 
the H3 potential energy surface to a functional form that 
has the correct analytic structure for expansions about 
the D3h conical intersection. This allows the ground-
electronic-state potential energy surface to be analyti­
cally continued to yield the first excited-electronic-state 
surface, which is the second Riemann sheet of the same 
analytic function. 

A third reaction for which ab initio PES data have 
been calculated and fit is 0(3P) + H2 — OH + H.19"25 

Two independent sets of ab initio calculations were 
performed and fit separately. The first fit, by Schinke 
and Lester20 and based upon the calculations of Howard 
et al.,19 is a 56-parameter least-squares fit to a sum of 
Morse functions and a three-body term that consists 
mainly of a polynomial of up to sixth order in all three 
variables multipled by a hyperbolic tangent switching 
function to attenuate the polynomial. The second fit, 
by Schatz et al.,22 is a fit of calculations by Walch et 
al.21 to a rotated Morse oscillator spline function. This 
second O + H2 surface is of special note in that the 
calculations were done with the fitting function in mind. 
Thus, the geometries for which ab initio calculations 
were performed were chosen in a systematic way es­
pecially to aid in the fitting process. Later, ab initio 
calculations were reported21,23,24 for the two bend po­
tentials that give the change in energy when linear OH2 

in the degenerate 3II state is bent, thereby splitting the 
degeneracy. These bend potentials were fit to global 
forms by Garrett and one of the authors.25 Although 
the resulting potential is well defined globally, it is 
designed to be most accurate in the vicinity of the 
variational transition state, whose approximate location 
was ascertained beforehand by calculations based on 
an earlier version of the surface. As we consider more 
and more complicated systems in the future, this kind 
of preliminary study to determine the critical configu­
rations will become increasingly important. 

Another system treated similarly is Cl + HCF -*• HCl 
+ Cl' where the apostrophe denotes isotopic substitu­
tion. In this case, ab initio calculations and a fit were 
reported by Garrett et al.26 This surface consists of a 
rotated-Morse-oscillator spline fit for collinear geome­
tries plus an analytic bend potential. In this case ad­
ditional calculations were performed, and the final fit 
was carried out after dynamical calculations (based on 
variational-transition-state theory) on a preliminary fit 
gave an indication of which regions of the surface were 
critical. 

The use of one-, two-, and three-dimensional spline 
fits of ab initio data was systematically investigated by 
Sathyamurthy et al.27,28 They presented the first full 
3D cubic spline fit to a triatomic surface, and they 
presented a two-dimensional cubic spline fit of the SCF 
calculations of Brown and Hayes29 for He + H2

+. 
Ab initio surfaces have also been computed and fit 

for three systems involving the more ionic reactant HF, 
namely Li + HF,30"33 Be + HF,34,35a and Ca + HF.35b 

The ab initio PES data30 for the first of these systems 
was least-squares fit31 to a many-body expansion po­
tential in which the three-body term was varied. Fur­
ther studies of this fit by Alvarino et al.32 have shown 
that there is spurious structure outside the regions 

where ab initio values had been calculated, including 
a barrier in the entrance channel which is higher than 
the saddle point. In order to remedy this deficiency, 
Alvarino et al.33 refit the surface using bond-order 
variables. Although the spurious structure was not 
entirely removed, its amplitude was greatly reduced. 
The first PES for the second system, BeHF, is a two-
dimensional spline fit to 100 ab initio data points for 
collinear geometries.34 The later work35a on BeFH is 
discussed below. 

The final system to be mentioned in this illustrative 
survey of ab initio PESs for triatomic systems is HCO. 
For this system Bowman et al.36 fitted 2000 ab initio 
calculations to localized Simons-Parr-Finlan func­
tions37 and then connected these functions with hy­
perbolic tangent switching functions. With such a 
localized approach to fitting the ab initio data they were 
able to generate a global potential that had the same 
stationary point properties as the ab initio calculations. 
In later work Bowman et al., reported a new fit to this 
data based on a three-dimensional spline function.38 

In some cases there are significant differences in the 
dynamics for different forms of fits to the same ab initio 
data. Particularly instructive case studies have been 
presented by Raff and co-workers39,40 and Wagner et 
al.41"43 

There are two drawbacks to the scheme of first per­
forming a large number of ab initio calculations and 
then fitting them. The first is that, for large systems, 
the size and the number of calculations necessary to 
characterize the entire surface is too expensive, espe­
cially when more than the reactant, product, and saddle 
point regions are important for the dynamics of the 
system. (The FH2 reaction provides a good example of 
where other regions of the surface are equally important 
or even more important for some reaction attributes.44) 
To be sure that ab initio calculations are performed for 
the most important geometries may require an iterative 
process in which some type of dynamics calculation is 
done on a preliminary surface, and the results are an­
alyzed for their sensitivity to various PES regions to 
determine where further calculations are most impor­
tant to refine the surface. The second drawback to the 
general least-squares fitting of ab initio results is the 
difficulty of achieving a good fit unless physically mo­
tivated functional forms are used. The methods to be 
discussed next can provide some guidance as to these 
forms. 

A second approach to representing PESs involves the 
use of semiempirical methods. Such methods use 
available experimental and ab initio information to 
calibrate functional forms based on simple valence 
theory or bond functions. Many of the systems men­
tioned above, e.g., F + H2,

44"48 H + H2,49 O + H2,
50,51 Cl 

+ HCl',52 Li + HF,53,54 and Be + HF,55,56 have also been 
modeled semiempirically. One widely employed 
semiempirical method is diatomics-in-molecules 
(DIM).57"59 In this method a valence-bond formalism 
is used to approximately express the potential of a 
polyatomic molecule in terms of information about its 
diatomic and atomic fragments. Last and Baer60,61 ex­
panded on this method by adding a three-center (3C) 
energy term, yielding the DIM-3C method. The ad­
ditional term was required for standard DIM theory to 
give realistically high exchange barriers for the reactions 
H + XD -* HX + D, where X is a halogen. Another 
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example where the DIM method was used as the 
foundation for a surface which also includes more em­
pirical terms is the surface of Viswanathan et al.62 for 
SiH2. These authors added adjustable parameters to 
the function used to evaluate the DIM coulomb inte­
grals, and they also added an extra bending term to 
account for the fact that the H-Si-H angle is influenced 
by the nonbonded electrons on silicon which were 
omitted in their simplified DIM valence bond formal­
ism. These last two cases provide good examples of one 
successful strategy for designing a PES, i.e., using a 
standard formulation as a starting point and then either 
adding additional terms or adding more flexibility to 
the adjustable parameters to remedy deficiencies or to 
improve areas of the surface shown by dynamics cal­
culations to be important. 

The DIM method is a promising one to serve as a 
starting point for the design of polyatomic PESs. A 
complete DIM surface for a reaction involving five or 
more atoms has not been reported yet, but Eaker and 
Parr63 have obtained encouraging results that may 
provide a useful starting point for such cases. They 
showed that when the DIM method is extended to in­
clude larger valence-bond basis sets, it can successfully 
be used to model the ground and excited state potential 
energies for CH2, CH3, and CH4. 

Two closely related and widely used semiempirical 
methods are based on the Sato equation,64""67 also called 
the London-Eyring-Polanyi-Sato (LEPS) equation, 
and the extended LEPS equation.68 These may be 
considered as specialized ways to parameterize DIM 
theory. These equations contain "Sato parameters", 
which may be adjusted to give a desired surface feature, 
e.g., the correct saddle point height, or a desired dy­
namical result, such as having a calculated rate con­
stant, energy of activation, or product vibrational dis­
tribution agree with an experimental value. A con­
nection between some of the methods discussed so far 
is that when all Sato parameters are given the same 
value, the extended LEPS equation reduces to the or­
iginal Sato equation, and when the one Sato parameter 
is zero, Sato's equation reduces to London's. In a sim­
ilar fashion to that discussed already for the DIM me­
thod, a standard extended LEPS potential can be made 
more flexible by making the Sato parameters a function 
of any of the bond length, bond angle, or reaction path 
variables44,48,69 and through the addition of "three-
center" type energy terms. The success of these types 
of methods for atom-diatom systems suggests that this 
type of strategy would be a good starting place for larger 
polyatomic systems. 

An example of the successful use of angle-dependent 
and distance-dependent Sato parameters is provided 
by the F + H2 reaction.44,48 We parametrized a series 
of surfaces for this reaction by using variational-tran-
sition-state-theory (VTST)70a,b calculations as a tool in 
the design. The VTST calculations were used to locate 
the bottleneck region of the PES—in the first case44 an 
effective exit-channel barrier was involved—and angle-
and bond-length-dependent Sato parameters were used 
to change the PES in this region while only minimally 
affecting other regions. This process is straightforward 
enough to allow an iterative approach. In a later sur­
face,48 the same strategy was used to make localized 
changes in the entrance channel. The combination of 
VTST and locally flexible functions works very well for 

atom-diatom reactions and should be a good starting 
point for the design of polyatomic PESs as well, but 
problems will probably arise since localized changes will 
not be as easy to design for the larger systems. 

We would like to make one very important point 
about DIM and extended LEPS surfaces, and related 
approaches, to prevent possible misapplication. The 
point is that these methods are very sensitive to input 
data49,56 and hence have no quantitative predictive value 
at the level of chemical accuracy. This should not be 
surprising because the set of valence bond configura­
tions that underlie the practical algorithms is invariably 
very incomplete. Thus the real usefulness of these 
methods is not for predictive purposes but rather as a 
starting point for fitting or empirical adjustment. 

An interesting example of the use of DIM-like func­
tions for fitting is provided by the work of Chapman 
et al.35 on BeFH. They calculated a 3D surface with 
close to 500 points. For fitting they used a DIM-like 
(but simplified) 2 X 2 function which built in the ap­
propriate limits and added damped polynomial terms 
to fit the difference between the simple function and 
the calculated points in the interaction region. The 
resulting surface has interesting turns in the reaction 
path and a deep well for F-Be-H. 

Another type of potential that has been used for re­
actions of the type A + BC -»• AB + C is the hyperbolic 
map function (HMF).71'72 A HMF consists of a product 
of a Morse function and another function F that can 
be altered from system to system to better match 
available experimental and theoretical information. In 
the Morse function the depth parameter (DM) and 
range parameter (/3M) are Eckart functions of the dis­
tance along a reaction path, and F is a function of the 
A-B-C bend angle. A further development of the HMF 
function leads to the rotated-Morse-curve (RMC) me­
thod employed by Wall and Porter73 and by Connor and 
Bowman and their co-workers.45,74 

A more systematic strategy for the design of PESs has 
been advocated by Murrell et al.6 In this scheme the 
total potential is built up from a sum of the potentials 
of the dissociation fragments. Thus, depending on the 
size of the system, a sum of one-, two-, three-, and up 
to iV-body terms are used. (To go much beyond N = 
4 though becomes very difficult.) This method neces­
sarily gives the correct dissociation limits, and, with the 
use of switching functions to turn on the necessary 
terms in the interaction regions, flexibility is available 
to adjust to other available information. This method 
was mentioned above for fitting ab initio data but can 
also be used empirically. Special caution is required to 
avoid spurious wells and oscillations in this approach. 

The bond-energy bond-order (BEBO) method75 (and 
related approximations76-80) should also be mentioned 
here. As originally formulated this set of approxima­
tions yields an expansion of the PES for an atom-dia­
tom collision in the vicinity of a reaction path, but the 
BEBO method has several aspects which can be gen­
eralized to polyatomic systems. For example the vi­
brational force constants perpendicular to the reaction 
path are estimated in terms of the bond orders of the 
bonds being made and broken. This provides a natural 
way for stretch and bend restoring forces to tend to the 
correct limit as a bond is broken. A related approxi­
mation is to make bending force constants proportional 
to some power of a bond order. The BEBO method was 
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first extended to model a full PES by Kafri and Berry81 

for H3; the resulting surface was in good agreement with 
the best ab initio surface. Later this method was fur­
ther utilized by Garrett and Truhlar to calculate the 
PES for general H transfer reactions82 and for bimole-
cular reactions involving the transfer of halogens, first 
row atoms, or a univalent metal.83 If isotopic substi­
tutions are to be considered, the potential energy sur­
face should be defined in a mass-independent way.84 

Schatz et al. also presented another way to extend the 
BEBO method to model a whole potential energy sur­
face.85 Extension to the transfer of multivalent atoms 
has also been considered.86,87 

One hopes that the considerable volume of effort that 
has been expended on three-body PESs, only a small 
fraction of which was mentioned here, will provide a 
solid foundation for understanding PESs of systems 
involving four or more atoms. 

B. Four-Atom Systems 

A portion of the PES for HeH+ + H2 — He + H3
+ 

was constructed by McLaughlin and Thompson,88 who 
constrained the system to follow a reaction path of C2u 

symmetry. The surface is a combination of two-di­
mensional and one-dimensional cubic spline fits to 
calculations performed by Benson and McLaughlin.89 

An analytical polyatomic PES has been designed for 
the reaction O H - I - H 2 - * H2O + H by Schatz and El-
gersma.90 Their approach nicely illustrates how various 
methods can be combined to fit a many-body PES. 
Their surface is an empirical fit to the ab initio calcu­
lations of Walch et al.91'92 It treats the three H atoms 
as distinguishable, so we label these Ha, Hb, and Hc. 
The fit consists of a sum of three Morse potentials, for 
the OH3, HaHb, and HbHc pairs, an extended LEPS 
function for the OHbHc interaction, a Sorbie-Murrell-
like three-body potential to model the quadratic force 
field for HaHbO, and a four-body correction term. The 
latter is a sum of two terms, each of which is a product 
of gaussians which depend on the 0H a , 0HC, HaHb, and 
HaHc bond distances. The resulting surface has a pla­
nar MEP. A defect in the surface fit is that the geom­
etry is cis at the ab initio saddle point but trans at the 
saddle point of the fit surface. Rate constants calcu­
lated with this surface agree with experiment within a 
factor of 1.7 over the entire temperature range from 298 
K to 2400 K.93,94 Additional dynamics calculations show 
that this surface also explains the large rate enhance­
ment when H2 is vibrationally excited and the small 
enhancement when OH is excited.95 In subsequent 
work with this surface Rashed and Brown96 eliminated 
spurious wells in the asymptotic region of the surface 
by modifying the Morse functions for the HaHb and 
HbHc interactions such that they die off to zero more 
rapidly. Rashed and Brown achieved excellent agree­
ment with the ab initio data for reactant and product 
properties, the saddle-point barrier height, and zero-
point energy. However the ab initio saddle-point ge­
ometry is still not well reproduced, and the resulting 
surface also has problems far from the saddle point.96 

The latter problems are due in part to lack of ab initio 
points in the regions in question and also to the in­
flexibility of the functional form. This illustrates the 
need for functional forms that allow one to adjust se­

lected regions of the PES without affecting (or with 
minimal effect on) the rest of the surface. The OH + 
H2 reaction will be discussed again in section III.A. from 
the point of view of reaction-path potential techniques. 

The method of Murrell and co-workers,6 discussed 
briefly in section ILA., has been used by Carter et al. 
and by Halonen et al. to obtain PESs for both H2CO97 

and C2H2.
98'99 For both of these systems the PES was 

written as a many-body expansion which includes terms 
for each of the one-, two-, three-, and four-body inter­
actions. With this type of formulation each three-body 
term is a correction, for the energy of a triatomic sub­
system, to the sum of the one- and two-body interac­
tions, and the four-body term vanishes when any one 
atom is removed. One hope (as yet unrealized) with this 
type of formulation is that a library of these various 
terms can be accumulated so that the terms for a new 
system can be taken from this library and used with 
only minimal adjustments. Formaldehyde has also been 
extensively studied using RPP techniques; these studies 
will be discussed in section III.A. 

The surface of Murrell and co-workers for H2CO has 
been criticized by Swamy and Hase,100 who pointed out 
that it does not give a good representation of the saddle 
point. 

The surface of Halonen et al.98 for acetylene, which 
is designed to be valid at all dissociation limits as well 
as regions close to the equilibrium geometry, was ad­
justed using both ab initio (self-consistent electron pairs 
calculations101 using a double-zeta-plus polarization 
basis) and experimental information. In this case the 
expansion included six two-body interaction terms, one 
for each of the possible atomic pairs in C2H2, four 
three-body terms, two of which are for C2H subsystems 
and the other two of which are for CH2 subsystems, and 
a four-body term to describe the intrinsically acetylenic 
interactions. 

Stine and Muckerman102 presented an 8 X 8 DIM 
treatment of the two lowest electron states of H2

+ + H2 

-*- H3
+ + H. They also discussed the charge-transfer 

reaction H2
+ + H2 — H2 + H2

+. 
Wolfsberg and co-workers have presented two PESs 

for NH3.103'104 Although the present review is not in­
tended to cover nondissociative PESs for isolated sim­
ple (i.e., nonisomerizing) molecules, the inversion mode 
of NH3 may be viewed as a prototype isomerization, and 
the techniques employed in their work may also be 
applicable to more complicated isomerizations. They 
started with a quadratic-cubic-quartic expansion about 
the equilibrium point and replaced the potential in the 
wide-amplitude inversion mode by a globally defined 
term with a double-minimum character. Brown et al.105 

have used these surfaces to study the rate of intercon-
version of the ammonia invertomers and the magnitude 
of the tunneling splitting of the energy levels. Another 
simple isomerization system which has been treated 
similarly is the hydrogen-bond switching reaction 
H F - H F — F H - F H . Hancock et al.106 calculated the 
tunneling splitting due to this degenerate rearrange­
ment with a PES by Barton and Howard.107 This 
surface treats each HF molecule as a rigid rotor. A later 
surface by Michael et al.,108 which was fit to coupled-
cluster ab initio calculations, includes the HF stretches 
but is restricted to planar geometries. 

In early work, Raff109 developed a general potential 
for four-body systems of the type A + BCD —- AB + 
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CD. Specifically, Raff was concerned with the reaction 
K + CzH5I -* KI + C2H5 where the C2H5 radical was 
approximated as two bricks, one with mass 14 u and the 
other with mass 15 u. (Note: I u = I atomic mass unit.) 
This surface was based on a three-body surface for K 
+ CH3I — KI + CH3 by Bunker and Blais110 as modi­
fied by Karplus and Raff.111,112 The three-atom po­
tential is a sum of two Morse potentials and an atten­
uated exponential. Raff added a Morse potential to this 
to describe the CH3-CH2 interaction and an exponential 
function for the repulsion between K and the center of 
mass of the C2H5 group. 

C. Five-Atom Systems 

The PES for O3 + NO has been modeled by both 
Chapman113 and Viswanathan and Raff.114 This system 
is particularly complex in that a variety of excited-state 
NO2 products can be formed. In each of the two studies 
more than one surface was developed in an attempt to 
understand the system better. In the first case, Chap­
man113 developed two potential functions, one for the 
reaction in which an oxygen is abstracted from either 
end of O3 and one for the abstraction of the middle 
oxygen. Both of these functions have the same basic 
form, namely, they consist of a sum of Morse functions 
to model the stretches, functions of cosines of the angles 
for the bend potential, and pairwise nonbonding re­
pulsive interaction terms for nonbonding atoms. With 
each of these functions Chapman calibrated several 
surfaces representing various electronic states of NO2 

and various classical barrier geometries. For the sur­
faces representing the abstraction of one of the end 
oxygen atoms, the classical barrier height was kept at 
3.5 kcal/mol, while for the surfaces representing ab­
straction of the middle oxygen the barrier height is 3.0 
kcal/mol. 

The second study of O3 + NO, by Viswanathan and 
Raff,114 concentrated on the abstraction of a center 
oxygen in O3 to form two of the possible electronic 
states of NO2. The various surfaces they calibrated 
were designed to study the effect of barrier height and 
location on the dynamics of the system. These surfaces 
were built from the following terms: two three-body 
LEPS-type potentials for the interaction of the nitrogen 
with two oxygen atoms of O3, a three-body interaction 
potential for O3, and various two-body interactions and 
angle-dependent terms. Viswanathan and Raff gener­
ated five PESs, four of which have identical barrier 
locations but different barrier heights, and the fifth of 
which has a different barrier location. They found that 
the best agreement with experimental reaction cross 
sections occurred when they performed classical tra­
jectory calculations on the fifth surface which has a 
barrier height of 3.5 kcal/mol. 

As is typical of many of the surfaces discussed in this 
review, it is not known whether any of the O3 + NO 
surfaces is qualitatively correct. 

Recently Duchovic et al.115 have designed an analytic 
polyatomic PES for the dissociation of methane. The 
method they used is both very general and very complex 
in terms of the fitting function used. In the formalism 
they used, the potential is written as a sum of Morse 
potentials for the stretches and a sum of Taylor series 
expansions for the various bends. These potentials are 

optimized using a least-squares fit to ab initio data and 
available spectroscopic information. A nice feature of 
this approach is that the necessary symmetry can be 
built in such that for methane all hydrogens are 
equivalent. In section III.C. further studies of the 
dissociation of methane using reaction-path potentials 
are discussed. 

A PES for another dissociation reaction, SiH4 -* SiH2 

+ H2, has been designed by Viswanathan et al.116 In 
this case the potential function is composed of a sum 
of Morse functions plus a sum of six harmonic terms 
to model the bending potentials. Switching functions 
are used to attenuate the various Morse functions. A 
major flaw in the surface is the discontinuity in the first 
derivatives at equilibrium SiH4. This kind of problem 
can occur whenever a potential is attenuated by using 
a variable like the longest bond length if one is not 
careful to explicitly ensure continuous derivatives at the 
point where two bond lengths switch. We recommend 
that potential builders go farther than guaranteeing 
continuous first derivatives. The potential should be 
continuous through second derivatives if it is to be used 
to generate a harmonic reaction-path potential, and it 
should be continuous through fourth derivatives if it 
is to be used for an anharmonic reaction-path potential, 
calculations of the vibrational mode couplings, or cal­
culations of reaction-path curvature components. The 
IRC for this system is discussed in section III.C. 

McDonald and Marcus117 presented four model sur­
faces, loosely representing CH4 and CH3Cl, and used 
them to study intramolecular energy redistribution in 
unimolecular processes. The analytic form used is 
flexible enough to have or not have a barrier to disso­
ciation and to have or not have a coupling between the 
dissociating bond and the spectator bonds. 

D. Six-Atom Systems 

A limited number of PESs have been designed for 
reactive polyatomic systems with six atoms.11&~124a For 
systems of this size the number of dimensions and 
possible reactions involved make it very difficult for 
surface builders to treat the entire surface with equal 
attention. A generally appealing approach in such a 
case is to concentrate on obtaining an accurate model 
for the reactants, products, and saddle point for the 
reaction of interest and then as accurately and smoothly 
as possible to connect up these regions to give a surface 
upon which the dynamics can be studied. Then, as 
information accumulates about the relation of the dy­
namics to PES features, one can attempt to improve 
the surface at specific intermediate geometries. 

The first six-atom PES to become available was that 
designed by Bunker and Pattengill118 for CH5. This 
surface was restricted to the abstraction reaction, e.g., 
T + CH4 ** HT + CH3, by the limitation that only one 
methane hydrogen was treated as reactive. The authors 
found that this limitation gave ah unrealistic surface. 
This surface was improved by Valencich and Bunk­
er119'120 so that the substitution channel, e.g., T + CH4 

*-* H + CH3T, is present. Further minor modifications 
were made by Chapman and Bunker.121 The final 
surface consists of a sum of Morse functions for various 
bonds, a specialized abstraction channel potential, a 
hydrogen repulsion term, and another function to give 
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the desired H-C-H bond angles throughout the reac­
tion. The additional term is the product of two 
switching functions and a tabular function, summed 
over H-C-H bond angles. The Morse depth parameters 
are also tabular. The main problem with this approach 
is that with tabular functions a whole new set of values 
has to be computed for each system to be modeled, 
whereas for analytic functions the goal is to be able to 
adjust a minimal number of parameters for each new 
system. With tabular functions one cannot easily build 
upon past experience to design a new PES. Another 
drawback to this type of scheme for angular adjust­
ments is that numerical difficulties can occur in inter­
polating between the tabular points as required to 
compute gradients and a RPP, especially if the spacing 
between the tabular points is much larger than the step 
size used in following the gradient. 

An apparent problem with the surfaces of Bunker 
and co-workers for CH 3 -H ' -H" is that the C-H ' -H" 
part of the potential yields an MEP that "cuts the 
corner" more than the MEP's obtained by semi-
empirical valence-bond theory, BEBO, or fits to ab in­
itio calculations. This leads to a lower maximum value 
of the reaction-path curvature. This apparent defect 
is also present in the HMF function used by Bunker 
and co-workers for A + BC reactions (see section ILA.). 
For CH3-H'-H", the C-H' and H ' -H" distances at the 
saddle point on the Valencich-Bunker-Chapman (VB-
C) surface are both larger than the best ab initio esti­
mates,12415 indicating that the VBC saddle point is not 
so much "earlier" or "later" than the ab initio one, but 
rather "farther out". 

At about the same time as the VBC surface was 
created Raff122 also designed a PES for both the ex­
change and abstraction channels of T + CH4. This 
potential is a sum of four three-body terms and an 
angle-dependent term to control the change of geometry 
from tetrahedral CH4 to trigonal planar CH3. This 
approach converts a six-body surface into a sum of 
potentials like those that have been modeled success­
fully for atom-diatom reactions. Since Raff used 
functions similar to the extended LEPS function to 
model each of the three-body interaction terms, addi­
tional flexibility could be built into his surface using 
techniques similar to those discussed above, although 
Raff did not do this. The method used by Raff is not 
applicable to systems for which three-body interaction 
terms do not correctly describe all the significant in­
teractions involved, but it is a legitimate approach for 
CH5 since the hydrogens on the methyl group are 
mainly spectator atoms. The major problem with this 
type of surface is that, as in most approaches, the ad­
justable parameters must be chosen with caution in 
order to get a realistic representation of the saddle 
point. 

A more specific problem with the formulation as 
given by Raff is that the first derivatives are discon­
tinuous just as in the SiH4 PES discussed above. As 
in that case, the CH5 PES involves a variable, R+ (the 
largest C-H bond length in methane), which gives a 
discontinuity at equilibrium methane. In his CH5 PES 
Raff also uses a switching mechanism to change the 
bond angles from tetrahedral methane to planar methyl. 
The formulation seems reasonable except that the de­
rivatives are discontinuous at the switching points. 
These problems are not insurmountable, but they show 

TABLE I. Saddle-Point Characteristics for CH3 + H 2 -
CH4 + H 

PoICI VBC Raff 

flC-H, ao 2.04 2.07 2.07 
flc-H.ao 2.78 3.48 3.04 
flH.-Hb.ao 1-74 1.71 1.48 
f', cm"1 974i 3672' 1478' 

that one must be careful when designing switching 
functions for PESs to insure that the surface is smooth 
and continuous everywhere. 

An important consideration to keep in mind when 
using sums of atom-diatom potentials, e.g., rotated 
Morse or extended LEPS functions, is that any flaw in 
the atom-diatom PES is most likely going to be present 
in the polyatomic PES. Since Valencich, Bunker, and 
Chapman119"121 and Raff122 modeled the PES for the 
same CH5 system but used different atom-diatom po­
tentials, it is instructive to see the effect of the choice 
of the HMF atom-diatom potential by VBC and the 
modified LEPS potential by Raff. Both surfaces can 
be judged by comparison to the PoICI calculations of 
Walch et al.124b '125 Table I gives the saddle-point 
characteristics for the PoICI calculations, the VBC 
surface, and the Raff surface. The labeling convention 
we use is CH3 + HaHb -»• CH3Ha + Hb; Rx-y is the x-y 
internuclear distance, and v* is the imaginary frequency 
of the unbound normal mode at the saddle point. (In 
order to locate the saddle point on the VBC surface we 
had to make some minor modifications to the surface 
to correct discontinuities in the second derivatives. A 
complete description of the modifications made and a 
more detailed analysis of the saddle point and other 
features of this surface and the Raff surface is available 
elsewhere.126) The first three rows of Table I give the 
saddle-point geometry, showing that the Raff and PoICI 
saddle points are similar except that the Raff one occurs 
earlier. As discussed above, the VBC saddle point oc­
curs in a different region. The last row of this table 
shows the imaginary frequency for these three saddle 
points, which characterizes the width of the barrier near 
its top. The VBC surface has an imaginary frequency 
that is over three times the value computed in the PoICI 
calculations, and as such has a barrier that is much 
thinner than the Raff surface. This stresses the im­
portance of using physically realistic fitting forms. Even 
if the barrier on the VBC surface were raised, the 
amount of tunneling that would be present would be 
so unrealistic that the surface would not give mean­
ingful results in dynamics studies. Various reaction-
path-potential studies have also been carried out for the 
CH5 system, and they are discussed in section III.D. 

Bunker and Goring-Simpson124a have developed a 
general six-atom empirical potential energy surface for 
M + CH3I -* MI + CH3 reactions where M is an alkali. 
Their potential consists of a three-body interaction term 
for the alkali-I-CH3 interaction, a three-body hydrogen 
interaction term (the same as used by Bunker and co­
workers for CH5) that controls the geometry change of 
the methyl moiety, and an alkali-hydrogen repulsion 
term. The potential is written in terms of various 
general parameters which they then adjusted for the 
reaction Rb + CH3I using molecular beam data. 

Another six-atom PES that has been studied is that 
for the isomerization reaction CH3NC ** CH3CN, which 
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was modeled by Bunker and Hase.123 Several surfaces 
were designed, the basic form being a sum of Morse 
functions and harmonic potentials. They added quartic 
anharmonicity and torsional terms to the basic form. 

E. Seven-Atom and Eight-Atom Systems 

Bunker and Hase and their co-workers also designed 
PESs for the hydrocarbons C2H5

127 and C2H6
128 by using 

similar techniques to those mentioned above for CH3-
NC. An example of this approach is provided by the 
surface of Sloane and Hase129 for C2H5 ^ H + C2H4. 
The analytic surfaces Hase and co-workers have con­
structed both for this reaction and for CH4 -* CH3 + 
H (discussed above) use BEBO ideas. For the C2H5 

surface the procedure employed was to connect the 
saddle-point region, whose properties were computed 
using single-configuration SCF calculations, to the 
product region whose properties are known from a 
combination of calculations and experiment. This was 
accomplished by expressing the potential energy along 
the reaction path as a sum of four terms. This work 
was later extended to the chemical reaction F + C2H4 

— H + C2H3F by Hase and Bhalla.130 These workers 
found that the previous surface for ethylene could be 
used as a starting point by considering the reaction to 
occur in two stages, F + C2H4 -* C2H4F -* H + C2H3F, 
and using a separate surface for each. Only slight 
modifications of the previous surface were necessary to 
substitute a fluorine atom for a hydrogen atom. In 
employing this procedure care must be taken such that 
the joining of the two surfaces occurs smoothly. 

F. Ten-Atom and Larger Systems 

An important general step in creating PESs for 
polyatomic systems is the modeling of internal vibra­
tions. One example of success in this area is the mod­
eling of the vibrations of benzene. Hase and co-workers 
found that the vibrations in benzene could be modeled 
by attenuating the force constants in the various 
H-C-C bends.115,127'131-133 Benzene vibrations have also 
been studied by Sibert et al.134,135 In another interesting 
study on a hydrocarbon, Steele showed that the tor­
sional potential of n-butane can be calculated by a 
small-basis-set ab initio method, and little accuracy is 
lost if this is carried out with fixed C-H bond lengths 
and bond angles.136 

Parts of potential energy surfaces have been modeled 
for even larger systems using similar techniques as well 
as more specialized ones that are often discussed under 
the general heading of "molecular mechanics".137"150 For 
example, substituent effects on internal rotation bar­
riers have been studied widely and a systematic store 
of information is available.139'140 For constructing po­
tential energy surfaces of reactive systems though we 
require information about how such barriers depend on 
large-amplitude extensions of bond lengths, and there 
is much less information available on this topic. Re­
cently Singh and Kollman151 have presented a technique 
for treating the reactive part of a molecule by quan­
tum-mechanical-electronic-structure techniques and the 
nonreactive or spectator part by molecular mechanics. 
Further applications and refinements of such methods 
could be very useful for modeling multidimensional 

potential energy surfaces of reactive systems. A diffi­
culty, however, in using the molecular mechanics par-
ameterizations for reactive potential energy surfaces is 
that the former were not usually intended by their or­
iginal authors to deal with the very wide-amplitude 
distortions that must be considered in reactive systems. 

Although the goal of this review, as stated above, is 
to consider potential energy surfaces for intramolecular 
and intermolecular interactions in reactive systems, we 
should keep in mind that most degrees of freedom in 
larger systems are nonreactive. Hence techniques for 
studying intermolecular interactions in nonreactive 
systems can provide a valuable starting point for 
modeling these degrees of freedom. This is too large 
a field to review completely here, but we mention two 
approaches. One is the multiproperty empirical fitting 
of multiparameter empirical forms. A good example is 
the He-CO2 potential of Keil and Parker.152 In this 
potential CO2 is treated as rigid, and the goal is to 
obtain the radial and angular parts of its interaction 
energy with He. For this purpose an empirical potential 
is simultaneously fit to nine different types of experi­
mental data. Although the resulting potential is not 
transferable, it could be used to test transferable 
models. A second general approach not mentioned yet 
is the electrostatic model.153"156 Electrostatic models 
can be made very systematic, and there is a large body 
of literature delineating their successes and failures and 
sometimes proposing extensions. Like the intramo­
lecular molecular mechanics models though, this tech­
nique requires further development to be used in con­
junction with other methods for reactive degrees of 
freedom. 

/ / / . Reaction-Path Potentials 

The previous section considered global representa­
tions of potential energy surfaces, sometimes with em­
pirically adjusted parameters and frequently based on 
ab initio calculations or aided by them at key points on 
the surface. Ideally, when using electronic structure 
calculations to compute potential energy surfaces, one 
would use them to calculate the entire surface. Un­
fortunately the expense for such an undertaking is 
usually prohibitive. In many cases though, where the 
calculation of a full surface is impractical, it is possible 
to calculate the minimum energy path (MEP) con­
necting a particular set of reactants and products and 
passing through the classical transition state. Several 
authors157"164 have noted that a particularly convenient 
definition for the MEP is the union of a path starting 
at the saddle point and following the steepest descents 
curve through mass-scaled or mass-weighted coordi­
nates to products with another such path from the 
saddle point to reactants. The appropriate mass scaling 
for a cartesian coordinate of an atom of mass mA is any 
constant proportional to VmA. In quoting numerical 
results below, we will evaluate VmA in atomic mass 
units (u), resulting in a mass-weighted reaction coor­
dinate with units of u1/2A or U1^a0. Generalizations to 
reactions with zero or two or more saddle points are 
available.26'70b'165,166 The reason for using mass-weighted 
coordinates is that the same reduced mass factor ap­
pears in front of every squared momentum term in the 
Hamiltonian, i.e., the coordinates are "isoinertial". The 
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use of mass-scaled coordinates also has the consequence 
that each downhill segment of the MEP corresponds 
to an infinitely damped classical trajectory along which 
an infinite frictional force continuously damps the local 
kinetic energy to zero.164 The MEP defined this way 
has been termed the intrinsic reaction coordinate (IRC) 
by Fukui and co-workers,161"163 and we will use the 
terms interchangeably. 

Simple methods for determining an approximate 
MEP include the linear least motion167,168 (also called 
linear synchronous transit) and distinguished-coordi­
nate169-171 approaches. Both methods are often used as 
the inital stage in a saddle point search, but may also 
be considered as reaction paths in their own right. In 
the former one connects reactants with products by 
using a grid of linearly interpolated points, while in the 
latter one chooses a "distinguished coordinate", usually 
a bond length, bond angle, or dihedral angle, and allows 
all other coordinates to adjust as the reaction coordinate 
is varied from its value at reactants to that at products. 
A difficulty with both of these reaction paths is that, 
except for the simplest reactions, they are not guaran­
teed to pass through the transition state, nor will they 
necessarily correspond to the correct minimum-energy 
path. The linear-least-motion method also suffers from 
an ambiguity in the definition of reactants or products 
when applied to bimolecular or dissociation reactions. 
The distinguished-coordinate approach may lead to a 
reaction path that is not smooth. 

The systematic starting point for a calculation of the 
full MEP is the determination of the transition state 
or saddle point for the reaction of interest. Several 
approaches are available for locating stationary 
points.167"185 The most effective of these rely on 
knowledge of at least the first derivatives of the energy 
with respect to 3iV cartesian or 3N - 6 internal coor­
dinates for an N atom system. These first derivatives 
supply the information necessary to determine the ge­
ometry corresponding to a minimum norm of the gra­
dient, which is one condition for a saddle point. A 
second criterion for a saddle point is the existence of 
one (and only one) negative eigenvalue of the force 
constant matrix at the saddle point; thus the availability 
of the second derivatives of the energy is important as 
well. The second derivatives are also helpful in pro­
viding initial search directions182'183 and are required at 
several points along the minimum-energy path if one 
is to use the MEP as the starting point for a reaction-
path potential™'82-157'158'160'186-189 or a variational tran­
sition-state-theory calculation. Evaluation of the 
leading terms in the anharmonicity or of matrix ele­
ments that couple different vibrational modes and allow 
energy transfer between them requires third derivatives 
of the energy.70b'188-190 Thus, the availability of ana­
lytical expressions and algorithms for energy derivatives 
are necessary both for the efficient and accurate de­
termination of MEPs and also for their use in dynam­
ical calculations. Algorithms that generate energy de­
rivatives as well as energies from electronic structure 
calculations are now routinely available for both first 
and second derivatives of restricted closed-shell Har-
tree-Fock (RHF)167'191 and unrestricted Hartree-Fock 
(UHF)192 wave functions and for first derivatives of 
multiconfigurational self-consistent-field (MSCSF)193'194 

and restricted open-shell Hartree-Fock (ROHF) wave 
functions.195 Analytical expressions for second deriva­

tives for the latter two types of wave functions196 and 
for configuration-interaction (CI) wave functions197'198 

have also been developed, as have the third derivative 
expressions for RHF and UHF wave functions.199 The 
corresponding first derivatives for RHF, UHF, and 
MCSCF wave functions based on pseudopotentials are 
also available.200 Very recently a computational pro­
cedure was proposed for gradient calculations based on 
multireference configuration interaction (MRCI) wave 
functions.201 These developments are expected to play 
an increasingly important role in facilitating the in­
terfacing of ab initio electronic structure calculations 
with modern theories for the prediction of reaction 
rates. 

Once the saddle point for a reaction has been found, 
the next step in calculating a reaction-path potential 
is to determine the minimum-energy path. The most 
straightforward approach is simply to follow the 
mass-scaled steepest descent path by successively gen­
erating the gradient in mass-weighted cartesian coor­
dinates and making a small move in the negative of this 
direction. Truhlar et al.190 have demonstrated the ne­
cessity of using small (0.001-0.05 a0) step sizes in the 
negative gradient direction in order to ensure that one 
remains on the true MEP in this numerical procedure. 
Of course, the smaller the step size, the more costly the 
calculations become; thus some efforts have been un­
dertaken to obtain more accurate results with larger 
steps by attempting to correct for possible deviations 
from the path in such steps. Ishida, Morokuma, and 
Komornicki,202 for example, demonstrated that the 
minimum-energy point along a line bisecting two suc­
cessive gradient vectors on the numerically determined 
steepest descent path will be closer to the correct MEP 
than a point obtained from the simple negative gradient 
following (Euler) procedure. Schmidt, Gordon, and 
Dupuis203 suggested a method for making this inter­
polation procedure more efficient by reducing the 
number of function evaluations required. An important 
question with regard to such schemes is whether the 
computer time required to carry out the interpolation 
(or extrapolation) technique is greater or smaller than 
that which is saved by allowing larger step sizes. This 
question is currently being addressed in this laborato­
ry204 by a systematic analysis of the accuracy of pre­
dicted rate constants as a function of step size and by 
employing various improved procedures for integrating 
the differential equation that yields the MEP. 

Once the minimum-energy path has been determined, 
either qualitative or quantitative investigations of the 
reaction dynamics can be carried out. The general 
approach to be taken in the remainder of this section 
will be to consider in turn each of the reactions whose 
MEP has been studied and to discuss the calculations 
leading to this MEP and related theoretical develop­
ments for the reactions so studied. For background on 
the use of the MEP in dynamics calculations, the reader 
is referred to a series of papers on dynamics, including 
generalized-transition-state theory, in terms of reac­
tion-path Hamiltonians (RPH) by Miller and co-work­
ers188'189 and by Truhlar and co-workers (ref 25, 26, 44, 
47, 48, 70a,b, 82,93-95,126,160,165,166,190, 205-211). 
These papers also contain references to related work 
by other groups. 

Generalized-transition-state theory, including the 
special case of variational-transition-state theory, pro-
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vides a systematic means to improve on conventional-
transition-state theory and also to extend it to reactions 
of vibrationally excited species. A fundamental aspect 
of the theory is that it attempts to estimate the location 
and properties of true dynamical bottlenecks, e.g., free 
energy maxima, without assuming that they are located 
at the saddle point. In the work of Truhlar and co­
workers the search for the true multidimensional dy­
namical bottlenecks is made practical by examining a 
sequence of trial bottlenecks parameterized by their 
location along the one-dimensional MEP. Interpolation 
models210 have been developed to reduce the number 
of ab initio energy functions and derivatives that are 
required. Tunneling contributions may be included by 
multidimensional approximations that take account of 
the curved nature of the MEP in mass-scaled coordi­
nates. For small curvature of the MEP it is sufficient 
to know the MEP and the potential in its vicinity to 
perform such calculations,70b'211 but for large reaction-
pa th curvature one must know a wider 
swath.26-70W90'211-215 Two quantities that play important 
roles in variational-transition-state theory and in 
multidimensional-tunneling calculations are the vibra­
tionally adiabatic ground-state (VAG) potential curve 
and the reaction-path curvature. The vibrationally 
adiabatic potential curve is defined as 

Va
G(s) = VMEP(S) + eG(s) (D 

or 

AVa
G(s) = Va

G(s) - Va
RG (2) 

Here s and VMEP(s) are the distance and Born-Op-
penheimer potential, respectively, measured along the 
MEP, £G(s) is the local zero point energy of the bound 
vibrational modes along the MEP, and Va

RG is the 
reactant value of Va

G(s). It is conventional to take 
VMEP(s) = 0 at reactants, in which case Va

RG becomes 
the reactant zero-point energy. Within an additive 
constant, Va

G(s) is the generalized free energy of acti­
vation at 0 K, and its maximum determines the location 
of the variational transition state at 0 K. The calcu­
lation of either the vibrationally adiabatic potential 
curve or the generalized free energy of activation re­
quires the calculation of generalized normal mode fre­
quencies for the vibrational modes orthogonal to the 
reaction path and, optionally, anharmonic force con­
stants for these modes. The reaction-path curvature 
is a scalar for collinear three-atom systems and a vector 
in other cases. The components of this vector along the 
generalized normal modes are called B^is), where m 
denotes a particular normal mode and F denotes the 
reaction coordinate, and the magnitude of the curvature 
is 

K(S) = { E [Bn^s)]2}1/2 (3) 
m = l 

where F = 3N - 6 for nonlinear reaction paths and 3iV 
- 5 for linear paths. Because reaction-path curvature 
plays an important role in dynamics calculations based 
on RPP's or RPH's , we shall reserve the word 
"curvature" for curvature of the reaction path. Use of 
the word "curvature" to refer to the second derivative 
of the potential can be confused with references to re­
action-path curvature and hence is discouraged. 

The same quantities also occur in Rice-Ramsper-

ger-Kassel-Marcus (RRKM) theory, which, for the 
purposes of this review, may be considered simply to 
be the special case of transition-state theory for a 
unimolecular reaction.216'217 More general dynamical 
procedures employing MEP-based descriptions of the 
system, including Va

G(s), have been considered by 
Miller and co-workers.188'189 

Even when full dynamics calculations are not per­
formed, much can be learned by studying the vibra­
tional frequencies and the geometrical changes along 
the MEP, or by just studying the MEP and its curva­
ture.187'218"220 An even simplier way to combine elec­
tronic structure calculations with dynamics is to use 
conventional-transition-state theory to predict reaction 
rate constants, perhaps incorporating simple models for 
tunneling corrections. These calculations require at 
most the determination of structures, energies, and first 
and second energy derivatives for reactants, products, 
and saddle point, and they will not be reviewed here. 
Several papers have described the evaluation of the 
minimum-energy paths for the purpose of qualitative 
descriptions of either bond breaking and forming pro­
cesses or reaction dynamics. These applications do not 
require evaluation of the second derivative matrix at 
points other than the transition state, and they will not 
be exhaustively reviewed here. Nonetheless, because 
such calculations are the first step in the predictions 
of reaction rates and because they can provide some 
insight into reaction dynamics, several of them will be 
mentioned briefly in the following discussion. 

Because electronic structure calculations play a large 
role in this section and because such calculations may 
be performed at a variety of levels, we conclude this 
introduction by quickly reviewing the electronic struc­
ture methodologies to be mentioned below. Rather than 
give an exhaustive list of basis sets and computational 
methods, this review will be limited to those approaches 
which have been used in the papers to be discussed 
below. 

With the exception of a few semiempirical poten­
tial-energy surfaces, based on variants of CNDO221 or 
MINDO,222 most of the calculations to be discussed 
have used ab initio wave functions with gaussian basis 
sets. The types of basis sets used include minimal, 
double zeta, split valence, and extensive basis sets. In 
minimal basis sets the number of gaussian subshells 
employed for each atom equals the number of occupied 
or partially occupied subshells in the free atom. The 
most commonly used minimal basis set is STO-3G,223 

in which a Slater type function is approximated by a 
linear combination of three gaussians. In double zeta 
(DZ) basis sets, each minimal basis function is replaced 
by two functions, one with a smaller and one with a 
larger exponential parameter. The most commonly 
used DZ basis sets are those developed by the groups 
of Huzinaga224 and Dunning.225'226 Split-valence basis 
sets, primarily developediby Pople and co-workers, are 
double zeta for the valence shells and minimal for the 
inner shells. The most common notation for split va­
lence basis sets is N-MlG. This means that each inner 
shell basis function is expanded in N gaussians, each 
inner valence basis function is expanded in M gaussians, 
and each outer valence basis function is represented by 
a single gaussian, where inner and outer refer to the 
spatial extent of the basis function. Using this notation, 
the most popular basis sets of this type have been 3-



Potential Energy Surfaces Chemical Reviews, 1987, Vol. 87, No. 1 227 

21G,227 4-31G,228 and 6-31G.229 Extensions of the fore­
going, such as triple zeta (TZ), are obvious. For the 
atoms in the first two periods of the periodic table, a 
triple split-valence basis set, 6-31IG,230 has been de­
veloped. In polarized basis sets, one adds atomic sym­
metry types to the basis set that are unnecessary for the 
description of the ground-state atomic electronic 
structure at the Hartree-Fock level but allow for the 
polarization of the local electron density when an atom 
is placed in the vicinity of another (polarizing) atom. 
In simplest terms, this corresponds to adding functions 
with the next higher 1 quantum number to an atom (p 
functions on hydrogen, d functions on carbon or silicon, 
for example). Normally, polarization functions are 
added only to basis sets of split valence or double zeta 
quality or higher, so common notations are, for example, 
DZP and TZP for double zeta or triple zeta plus po­
larization. For the split-valence basis sets the types of 
polarization functions are indicated in parentheses, with 
the heavy atoms appearing first. Thus, 6-31lG(d,2p) 
indicates that the 6-311G basis set has been augmented 
by a set of d functions on each non-hydrogen and two 
sets of p functions on each hydrogen.231 (An older no­
tation used one or more asterisks to denote added po­
larization functions.) It is also often necessary to add 
basis functions which are more diffuse (that is, have 
smaller exponents) than those ordinarily present in a 
doubly or triply split basis set. Such functions are 
denoted by a + for heavy atoms and a +-1- if they have 
been added to hydrogen atoms as well. Thus, the + + 
in 6-311+-l-G(d,2p) suggests that a set of s and p diffuse 
functions has been added to the basis for each heavy 
atom, and a set of diffuse s functions has been added 
to each hydrogen.232 

Once the one-electron basis set is chosen, one must 
consider the form of the many-electron wave function. 
The simplest general procedure is the single-configu­
ration self-consistent-field method (SCF), including the 
special cases of restricted Hartree-Fock (RHF),233 in 
which all spatial orbitals are doubly occupied, unres­
tricted Hartree-Fock (UHF),234 in which different or­
bitals are used for different spins, and restricted 
open-shell Hartree-Fock (ROHF),235"237 in which some 
orbitals are doubly occupied and some are singly oc­
cupied. However to obtain a realistic potential energy 
surface, it is generally necessary to go beyond the sin­
gle-configuration SCF approximation in order to ap­
proximate at least part of the correlation energy. 

The two general methods used to include correlation 
energy are based on the variational principle and per­
turbation theory. The first of these includes conven­
tional configuration interaction (CI),238 in which con­
figurations are built out of (single-configuration) SCF 
orbitals, and multiconfiguration self-consistent-field 
(MCSCF)239 methods, in which the orbitals are reop-
timized in a multiconfigurational context. 

The most systematic MCSCF approach is one in 
which the configurations included in the MCSCF are 
all those which can be formed by distributing the va­
lence electrons among a set of 'active" orbitals, subject 
to spin and symmetry considerations. Such an MCSCF 
is called a complete active space self-consistent field 
(CASSCF).240'241 If one includes all occupied valence 
orbitals and their antibonding counterparts as active 
orbitals, this is referred to as a fully optimized reaction 
space (FORS)242'243 calculation. A simplier version of 

the FORS model is to include in the active space only 
those orbitals which are directly involved in the reaction 
to be described. One might, for example, neglect the 
methyl CH electrons in the reaction CH3 + H 2 - * CH4 

+ H. In general the orbitals included in the active space 
must be carefully chosen to provide a consistent de­
scription of the system at all geometries of interest. 

A widely employed level of CI is to include all doubly 
(CID) or all singly and doubly (CISD) excited configu­
rations relative to an SCF reference configuration or to 
a reference set of configurations. A single-reference CI 
is frequently corrected for the neglect of unlinked 
quadruple excitations using a formula due to David­
son.244 This will be referred to below as the Davidson 
quadruples (+Q) correction, leading to CID+Q or 
CISD+Q. Because a single configuration often does not 
provide an equally valid reference over the whole re­
action path, a large CI calculation is often preceded by 
a smaller MCSCF calculation. A multireference CI may 
then be performed, including some subset of excitations 
relative to the reference configurations included in the 
MCSCF. A particularly accurate wave function is ob­
tained, for example, if one includes all single and double 
excitations relative to the FORS reference set. This is 
sometimes referred to as a second-order CI (SOCI).245 

Other workers use the SOCI description for a CI al­
lowing all possible occupations of up to two holes in the 
valence space and up to two electrons in the virtual 
space. A very effective smaller CI, referred to as 
(PoICI),246 restricts the double excitations to those for 
which only one electron leaves the active space. The 
PoICI approach is usually used with a special case of 
the MCSCF wave function, namely the generalized-
valence-bond (GVB)247'248 approximation. 

Perturbation theory methods have largely been de­
veloped by the groups of Bartlett249 and Pople.250 The 
most popular approach is the nth-order Moller-Plesset 
method (MPn), where n typically is 2, 3, or 4.250 The 
perturbation theory results may be extrapolated to 
higher orders by the use of Pade approximants.251 Both 
CI and perturbation-theory calculations may be ex­
trapolated to the limit of a complete basis set and in­
finite-order correlation by scaling the correlation en-
erffv. 

Coupled cluster (CC) methods108'254"258 provide a third 
alternative (to CI and MBPT). Although they have not 
been applied to calculate full polyatomic potential 
surfaces as yet, such applications should be expected. 
Coupled cluster methods, like MBPT and unlike CI, are 
size extensive. 

It is convenient to use the notation X/ Y to describe 
the level of electronic structure where X denotes the 
form of the many-electron wave function and Y denotes 
the one-electron basis. A common procedure is to de­
termine the energetics of a reaction at a more accurate 
computational level, say A/B, than that used to de­
termine the structures at the stationary points or along 
the reaction path, say C/D. This will be indicated by 
the notation A / B / / C / D , which has become a standard 
description. 

A. Three-Atom Systems 

As a test of their IRC approach, Ishida, Morokuma, 
and Komornicki202 investigated the isomerization of 
HCN to HNC, at the SCF/ST0-3G level. While these 
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authors did not calculate rate constants or vibrational 
frequencies along the reaction path, a more extensive 
calculation by Gray et al.259 did address these issues. 
The latter authors determined the MEP for the isom-
erization at the SCF/DZP level. A rather large step size 
along the reaction coordinate, 0.1 u1/2A, was used, fol­
lowed by a manual smoothing of the resulting oscilla­
tions. The SCF frequencies along the reaction path 
were scaled by a factor chosen to reproduce CI fre­
quencies calculated at the saddle point, in order to 
better represent Va

G(s). The adiabatic potential func­
tion resulting from CI energetics and scaled SCF fre­
quencies was then fit to an Eckart function. The vi­
brational coupling matrix elements are strongest be­
tween the reaction coordinate and the H-CN stretch. 
From calculations based on the reaction-path Hamil-
tonian, the authors concluded that tunneling yields 
observable rates at energies as much as 8 kcal/mol 
below the classical threshold. Over the physically sig­
nificant energy region, the nonseparable vibrational 
coupling elements did not appear to influence the 
tunneling probability to a large extent. This reaction 
and the related isomerization of methyl nitrile have also 
been studied with perturbation theory by Redmon, 
Purvis, and Bartlett,260'261 and Saxe et al.262 also in­
vestigated the methyl nitrile system, but no reaction 
paths were determined by these authors. 

B. Four-Atom Systems 

Because of its importance as a prototypical photo­
chemical, as well as thermal, system, formaldehyde has 
been the subject of a large number of electronic struc­
ture and dynamics calculations. A global PES for this 
system is discussed in section ILB. Jaffe, Hayes, and 
Morokuma263 carried out calculations on this system at 
the CI/4-31G level for more than 200 geometries as a 
function of the distance between the CO and H2 frag­
ments for the ground state and the first excited singlet 
and triplet states; however, neither an MEP nor a force 
constant matrix was calculated. Jaffe and Morokuma264 

subsequently located the ground-state saddle point for 
the H2CO decomposition with a small MCSCF using 
the same basis set. Based on a previous calculation by 
Goddard and Schaefer,265 Miller266 used Va

G(s) to in­
vestigate the tunneling corrections for the decomposi­
tion reaction and demonstrated that tunneling has a 
dramatic effect at energies well below the classical 
barrier. 

The first MEP calculations for the formaldehyde 
decomposition reaction were performed by Fukui and 
co-workers. A MINDO/3 IRC for this reaction267 was 
followed by an SCF/4-31G study.268 In the latter study 
it was found that the variation in the vibrational fre­
quencies and the coupling between the generalized 
normal modes along the minimum energy path are both 
significant. By following the character of the general­
ized normal modes from the reactant to the transition 
state, the authors suggest that the 1377 cm"1 antisym­
metric deformation mode of H2CO, which is strongly 
coupled to the CH symmetric stretch, initially promotes 
the reaction. The vibrational frequencies along the 
decomposition pathway were compared graphically to 
those for the isomerization reaction leading to HCOH. 
Both the variation in the generalized normal-mode 

frequencies and the intermode couplings were found to 
be much smaller for the isomerization, but once again 
it appears that the reaction is originally promoted by 
the 1377 cm"1 antisymmetric deformation. 

The most accurate set of calculations on the form­
aldehyde surface are those by Gray et al.,269 who em­
ployed both DZ and DZP basis sets and a CISD wave-
function. The authors investigated 20 evenly spaced 
points along the MEP between s = ±0.21 u1/2A. These 
points were fit to an Eckart potential270 chosen to have 
the same curvature and barrier height as the ab initio 
calculations. The force constants, excluding the out-
of-plane bend, were calculated at the two end points 
and combined with those at the saddle point to evaluate 
the vibrational coupling matrix elements. In contrast 
with the conclusions of Yamashita, Yamabe, and Fu­
kui,268 these authors concluded that the intermode 
couplings are small. The calculated rate constants were 
found to be sensitive to the level of ab initio calculation, 
but not to small errors in the vibrational frequencies. 
Semiclassical tunneling calculations indicate that, as 
one would expect, tunneling increases the calculated 
rate constants at low energy. Incorporation of inter­
mode coupling has the opposite effect. Although no 
MEP or rate constant calculations were carried out, the 
most accurate values for the classical barrier heights for 
both the decomposition and isomerization reactions 
have recently been calculated by Frisch, Binkley, and 
Schaefer,271 by using fourth-order perturbation theory 
and extensive basis sets. The two barriers are found 
to be greater than 80 kcal/mol and within 1 kcal/mol 
of each other. 

Harding and Wagner272 calculated MEP's for the 
reactions H + HCO — H2 + CO and H2CO at the 
CASSCF/DZP level. Both reactions appear to proceed 
without a barrier so the MEP must be followed in "from 
infinity", as done previously166 for atom-diatom colli­
sions. These calculations were used then as a starting 
point for full VTST calculations, which include the 
effect of orbital orientation constraints as entropic 
factors.272'273 

Two molecules closely related to formaldehyde have 
also been investigated. Morokuma, Kato, and Hi-
rao2i8,274 n a v e probed the decomposition and isomeri­
zation reactions of HFCO at the CISD+Q/6-3lG(d,-
p)/ /SCF/4-3lG level of computation. In contrast with 
formaldehyde, the decomposition is predicted to have 
a 25 kcal/mol lower barrier than the isomerization. 
Analysis of the decomposition IRC suggests that the 
fluorine moves away first, followed by a large motion 
of the hydrogen, but neither force constants nor rate 
constants were evaluated. 

Tachibana and co-workers275 have studied the anal­
ogous reactions for H2CS at the CID+Q/6-3lG(d,p)/ 
/SCF/6-3lG(d,p) level. As noted above for form­
aldehyde, the two calculated barriers are large and only 
separated by a few kcal/mol. For the decomposition 
reaction, the out-of-plane frequency becomes imaginary 
along the MEP, leading to a valley-ridge inflection point 
that reduces the symmetry of the reaction path from 
C8 to C1. This increases the amplitude of vibrational 
fluctuations about the symmetry-restricted MEP and 
broadens the dissociation channel. Unimolecular rate 
constants were obtained using RRKM theory276 in­
cluding tunneling corrections. Again tunneling was 
found to be substantial at energies below the classical 
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Figure 1. Classical potential energy along the reaction coordinate 
for OH + H2 -*• H2O + H. The variables plotted and zero of 
energy are defined below equation 2. 
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Figure 2. Internuclear distances along the reaction path for the 
reaction HaO + HbH0 —• HaOHb + Hc as a function of the reaction 
coordinate. 

barrier height. In very recent work Tachibana et al.277 

have studied the decomposition H2SiO —• H2 + SiO. 
They found that as the molecule dissociates the force 
constant for the out-of-plane bend becomes negative, 
and they discussed the consequences of this for the 
barrier shape for dissociation by tunneling. 

Two calculations have been carried out by Schaefer, 
Miller, and co-workers278,279 on the rearrangement of 
vinylidene (H2C=C) to acetylene. Experimentally, the 
isomerization appears to occur rapidly, with a vinylid­
ene lifetime estimated to be on the order of picoseconds. 
Equilibrium and transition-state structures were de­
termined at the CISD/DZP level with analytical CI 
gradients. Single points calculated with a larger basis 
set, a Davidson correction, and an estimate for re­
maining errors resulted in a predicted barrier of 4 
kcal/mol.278 This is somewhat higher than expected 
based on the experimental results; however, the calcu­
lations suggest that tunneling causes a large increase 
in the calculated rate. This results in a predicted vi­
nylidene lifetime in good agreement with experiment. 
In a more sophisticated calculation,279 the energy de­
rivatives were obtained at the CISD/TZP level. Using 
a quadratic interpolation scheme, the authors estimated 
the matrix elements coupling the reaction path to the 
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Figure 3. Components of the reaction-path curvature (see 
equation 3) along the reaction coordinate. Note that each com­
ponent is arbitrary within an overall sign. The signs have been 
chosen for clarity of display. 
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Figure 4. Generalized normal mode frequencies for vibrational 
modes orthogonal to the reaction path as a function of the reaction 
coordinate. 

remaining SN - 7 orthogonal vibrational modes and 
then constructed a reaction-path Hamiltonian. For a 
4 kcal/mol barrier the vinylidene lifetime was found to 
be significantly affected by these coupling terms, in 
agreement with the results of the earlier paper. Tun­
neling was again found to be important, and one 
quantum of vibrational excitation in the vinylidene 
scissor mode is predicted to reduce the lifetime by a 
factor of 2. 

Isaacson and Truhlar93'95 have investigated the reac­
tions OH(M0H = 0,1) + H2(nHH = 0,1) — H2O + H, 
where nQH and nHH are vibrational quantum numbers, 
using a reaction-path potential based on the global 
potential energy surface90-92 discussed in section ILB. 
In the notation used here this is an analytic fit of a 
PolCI/TZP potential energy surface. Figures 1-4 
present some reaction-path properties computed from 
this global surface, with each figure having the same 
reaction-coordinate scale to aid in the comparisons. 
Figure 1 shows the reaction-path potential as a function 
of distance along the MEP. The change in the inter­
nuclear distances along the reaction path are shown in 
Figure 2. In this figure the hydrogen atoms are labeled 
such that H8O + HbHc — HaOHb + Hc. The reaction-
path curvature components are given in Figure 3. The 
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final figure of this series, Figure 4, shows the generalized 
normal-mode frequencies for vibrational modes or­
thogonal to the reaction path. Figure 1 shows that the 
reaction is exoergic so the bulk of the barrier occurs to 
the left of s = 0. Figure 2 shows that one bond distance, 
OH3, is a spectator. The frequency for this mode is 
nearly constant at about 3500 cm"1, except for two 
avoided crossings. The other nonzero frequency of the 
reactants is associated with the breaking HbHc bond, 
and as the system progresses along the reaction path, 
it becomes associated with the forming OHb bond. The 
HaHb next-nearest-neighbor distance decreases mono-
tonically, and the OHc next-nearest-neighbor distance 
shows a local minimum. The dynamics calculations 
using this data were based on variational-transition-
state theory, with tunneling included, using the 
small-curvature approximation. Neglect of reaction 
path curvature would result in much smaller quantal 
effects for the ground-state reaction. Anharmonicity 
was incorporated with Morse and quadratic-quartic 
models, and was also found to be important. The rate 
of decrease of the OHbHc stretching frequency was 
found to be very important in determining the bottle­
neck location and the magnitude of the enhancement 
for vibrational excitation of H2. Thus, conventional 
transition-state theory is not adequate for this excit­
ed-state reaction, but variational transition-state theory 
provides reasonable predictions. 

Other examples where the MEP for a polyatomic 
system has been found by following the negative of the 
gradient of an analytic surface with a numerical inte­
grator include H + CH3 — CH4

280 and Li+ + H2O — 
Li(H2O)+.281 

Russegger has studied the photoisomerization of 
imines using methyleneimine as an example.282"284 In 
his model, Russeger separates the coordinates into 
"relevant" and "non-relevant" subsets. For methyle­
neimine, the former are chosen to be the inversion and 
rotation motions. The first and second derivatives for 
the remaining 3N - 8 coordinates were calculated as a 
function of these two for both the S0 and T1 states, 
using an SCF/DZ wave function, and strong coupling 
between the inversion and CH and NH stretching 
motions was found in both states, whereas the coupling 
between the rotation and stretches is weak. The two 
"relevant" modes are strongly coupled. 

Swanson et al.285 have provided an interesting 
semiempirical study of the dissociative reactions of BF3 

and SO3. This study illustrates how information about 
the coupling of internal coordinates in the vicinity of 
a potential minimum, as determined by vibrational 
spectroscopy, can be extrapolated to give information 
about the dissociation pathway, especially if augmented 
by electronic structure calculations. This approach had 
been applied earlier to the dissociation of several tria-
tomics by Machida and Overend.286 

C. Five-Atom Systems 

Besides the global surface discussed in section ILC, 
the potential energy surface for the decomposition of 
methane to methyl + H has been the subject of two 
recent calculations, one at the MP4/6-31G(d,p)287 level 
and the other at the FORS-SOCI/6-311++G(df,p)288 

level. While neither calculation involved the evaluation 

of force constants along the reaction path, they are 
important to mention here because, while both calcu­
lations predict the net reaction energetics with reason­
able accuracy, the potential at intermediate CH bond 
lengths does not appear to be well represented by the 
MP4 surface.288,289 Pade extrapolation of the pertur­
bation theory results287'290 gave significant improvement, 
and it also appears that projection of spin-contaminated 
components of the UHF reference state leads to sig­
nificant improvement in perturbation theory calcula­
tions of potential curves along bond dissociation coor­
dinates.291 The bond distance and dissociation energy 
of CH4, but not other points on the surface, had also 
been calculated in an even larger multireference CI 
calculation, involving 613941 configurations.292 

Another dissociation reaction of methane is the mo­
lecular elimination of H2 to form closed-shell methylene. 
The reverse of this reaction is a prototype for carbene 
insertion reactions. Wang and Karplus293 generated a 
minimum energy path with CNDO and then investi­
gated classical trajectories for this system by integrating 
the equations of motion. This process was also inves­
tigated by Bauschlicher et al.294 These authors calcu­
lated more than 600 points on the surface at the CI/DZ 
level. These calculations were the first to establish that 
the non-least-motion path is monotonically downhill, 
even though the least-motion path is symmetry for­
bidden. Gordon and co-workers295 have analyzed the 
analogous SiH4 surface. (A global PES for the decom­
position of SiH4 is discussed in section ILC.) The IRC 
generated with a FORS/6-31G(d) wavefunction leads 
smoothly to silane at one end and SiH2 + H2 at the 
other. However, single points along this path with 
larger basis sets and either SOCI or fourth-order per­
turbation theory indicate the presence of a long-range 
minimum on the surface between the saddle point and 
the separated fragments. Refinements with MP2 and 
a TZP basis set verify the existence of the second 
minimum, and single points with MP4 and a very large 
basis set predict that the classical barrier, which in fact 
separates the second minimum from silane, is actually 
below the completely separated fragments. This finding 
agrees well with the most recent experimental estimates 
that the barrier is 1 kcal/mol or less. Minimum energy 
paths have also been calculated at a somewhat lower 
computational level (MP3/6-31G(d)//SCF/3-2lG) for 
the insertions of CH2 and SiH2 into methane and si­
lane.296 

Two calculations have recently been carried out on 
the ground-state rearrangement of the methoxy radical 
to CH2OH.297,298 This surface has an interesting feature, 
since methoxy and the transition state both have Cs 

symmetry, whereas the isomerization product 
This means that a second imaginary frequency must 
appear at some point on the (Cs-constrained) minimum 
energy path. Apparently, this occurs far enough along 
the MEP that reaction rate calculations are not seri­
ously affected by it. In the first paper, Colwell297 used 
FORS wave functions with both STO-3G and DZ basis 
sets. A gradient following algorithm was used to follow 
the MEP, with a step size of 0.1 u1/2a0. Although a 
smooth MEP was obtained, the use of such a large step 
size may mean that the MEP is not well converged. 
Tunneling, calculated assuming zero reaction-path 
curvature, is predicted to be important for the micro-
canonical rate constant down to 7000 cm"1 below the 
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classical threshold. The temperature-dependent rate 
constant increases by several orders of magnitude at low 
temperatures when tunneling is included. In the second 
paper,298 reaction-path curvature effects were incorpo­
rated into the calculation using the RPH formalism. 
Here, the step size along the MEP was reduced to 0.05 
u1|/2a0 from the saddle point down to 8000 cm"1 below 
the saddle point. Below this, the original 0.1 U1^a0 step 
size was retained. In addition to the force constants, 
dipole moments, polarizabilities, dipole-moment de­
rivatives, and vibrational-coupling-matrix elements were 
calculated at each point on the reaction path. With 
tunneling included, but assuming zero curvature, the 
microcanonical rate constant was calculated to increase 
slowly as the energy is increased from 8000 cm"1 below 
the barrier. Incorporation of curvature reduces the 
calculated rate constant at very low energies, but in­
creases the rate as the barrier is approached. Tem­
perature-dependent rate constants calculated with 
tunneling included are much greater than those in 
which tunneling is neglected. Curvature has a similar 
effect as it does for the microcanonical rate constant. 

Yamashita and Yamabe299 used SCF/4-31G wave 
functions to investigate the IRCs for the decomposition 
of formic acid to two sets of products: H2 + CO2 via 
a 4-center transition state and H2O + CO via a 3-center 
transition state. For the 3-center transition state, 
coupling between the IRC and perpendicular vibra­
tional modes is small, as is the curvature of the reaction 
path. On the other hand, the curvature of the mini­
mum-energy path for the elimination of CO2 is large, 
as a consequence of coupling with the OH and CH 
stretching modes of HCOOH. This suggests that energy 
transfer into these modes will be significant. 

D. Six-Atom Systems 

The most frequently studied six-atom surface is that 
for the reaction CH3 + H2 -*• CH4 + H. Semiempirical 
global PESs for this reaction are discussed in section 
ILA. The first ab initio investigation of this surface was 
the calculation by Morokuma and Davis.300 These au­
thors used both minimal and DZ Slater basis sets within 
the ROHF formalism. Geometries at the SCF level 
were followed by single-point PoICI calculations. Both 
the abstraction and substitution reactions were inves­
tigated, and a number of points were calculated for each 
reaction surface. Fukui and co-workers301,302 used the 
STO-3G basis set and a small CI to demonstrate the 
decomposition of the gradient along the IRC into 
physically meaningful components. These authors also 
used the Hellmann-Feynmann theorem to partition the 
gradient into polarization, exchange, and derealization 
contributions. More recently, Yamashita and Yam­
abe299 generated the IRC and vibrational frequencies 
along the IRC for the abstraction reaction at the 
SCF/4-31G level. The authors concluded that the IRC 
consists primarily of relative translational motion of 
methyl and H2 in the reactant region and relative 
translational motion of H and methane in the product 
region. The curvature of the IRC has two sharp peaks, 
one before and one after the saddle point, due to strong 
coupling with the H-H and C-H modes, respectively. 

(The double peaked character of the reaction-path 
curvature has been observed for many atom-diatom 
reactions in our VTST and semiclassical tunneling 
calculations.303) The most extensive calculations on the 
forward and reverse barriers for CH3 + H2 -»• CH4 + 
H are the PolCI/DZP calculations of Walch124b and the 
MP4/6-31H-+G(3df,2pd)//SCF/6-31G(d) calculations 
of Gordon and Truhlar.243 The PoICI forward and re­
verse barriers are too high by about 1-2 kcal/mol, re­
spectively, while the MP4 results are too high by about 
4-5 kcal/mol. There is little difference between the 
SCF/6-31G(d) saddle-point geometry and a more ac­
curate MP2/6-311G(d,p) one.253 

The related H" + CH4 nucleophilic substitution re­
action was used by Ishida, Morokuma, and Komor-
nicki202 to demonstrate their procedure for determining 
the IRC. The same reaction was used by Joshi and 
Morokuma304 to demonstrate their scheme for decom­
posing the force along the IRC into several components. 
Both calculations were at the SCF/STO-3G level. 

Kato and Morokuma218-220,305 analyzed several elim­
ination and isomerization reactions of vinyl fluoride in 
its (closed shell) ground state and first excited triplet 
state at the SCF/4-31G level. (The SCF calculations 
were performed at the RHF level for closed shells and 
at the UHF level for open shells.) They also performed 
two-configuration MCSCF calculations for the internal 
rotation in the singlet case. Minimum energy paths 
were determined for the 3- and 4-center eliminations 
of HF on the singlet surface, and unimolecular rates 
were calculated with RRKM theory, including tunneling 
corrections. Tunneling has a larger effect on the 
four-center elimination, for which it can increase the 
rate by a factor of 3 near threshold. Since the two 
reactions are found to have similar classical barriers, 
the four-center elimination is predicted to be faster in 
the low energy region, while this is reversed at higher 
energies. The distribution of the excess energy among 
the vibrational modes was estimated in the weak and 
strong (statistical) coupling limits. 

Yamashita, Yamabe, and Fukui306 determined the 
minimum energy path for the four-center elimination 
of HF from CH2F-OH, at the SCF/4-31G level. The 
energetics of the reaction were obtained at the CISD+Q 
level. At early stages of the reaction the IRC is dom­
inated by the CF stretching and OCF bending motions. 
As the transition state is approached, the COH bending 
contribution becomes important. As the reaction pro­
ceeds to products, the IRC looks increasingly like the 
relative translational motion of the fragments. The OH 
stretch of the parent becomes the HF stretch in the 
product. The lifetime of the reactant, which is assumed 
to have been formed by an insertion, 0(1D) + CH3F -* 
CH2F-OH, and to decay by HF elimination, was taken 
to be the reciprocal of the RRKM rate constant and was 
calculated as a function of the total energy E of the 
system. Near the threshold energy of 50 kcal/mol, the 
lifetime is 10"5 s, but for E = 140 kcal/mol (estimated 
to be the energy available experimentally) the lifetime 
is <10"12 s, roughly the period of a vibration. Thus, 
randomization of energy is more likely near threshold. 
In the absence of randomization, the OCF bend and OH 
stretch lead to rotational and vibrational excitation of 
HF, respectively. For longer lifetimes, coupling in the 
exit valley will play an important role. 
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E. Systems with Seven-Ten Atoms 

Although the minimum energy path was not obtained 
directly, Hase et al.127 used UHF/STO-3G calculations 
to generate about 2000 points on the H + C2H4 surface. 
The attacking H*- -C distance was chosen to be the 
distinguished coordinate, with other selected internal 
coordinates being optimized as a function of R(H*—C). 
The harmonic force constants were calculated as a 
function of R ( H * - C ) and R ( C - C ) . Global fits to the 
C2H5 surface are discussed in section II.E. In a related 
paper, Kato and Morokuma307 used UHF/4-31G wave 
functions to investigate the decomposition of H2CCH2F 
to vinyl fluoride + atomic hydrogen. As for the previous 
work, R(C--H*) was chosen to be the distinguished 
coordinate, with all other parameters being optimized 
as a function of this bond length. Extensive mixing is 
found to take place among all of the vibrational modes 
on going from the reactant to the loose transition state. 
Thus, nearly all of the modes can participate in energy 
transfer during the dissociation process. At the tran­
sition state, the reaction coordinate is mainly composed 
of the relative translational motion of the fragments. 
Three of the CH stretching frequencies have about the 
same values at the transition state as in the product, 
and these are regarded as adiabatic. On the other hand, 
the CC stretch is strongly coupled with the CH2 bend 
and the CH planar deformation, while the out-of-plane 
bend couples with the CH2 rock. Redistribution of 
kinetic energy among these coupled modes is most 
likely. Tunneling was estimated using a transmission 
coefficient for an inverted parabolic potential barrier 
in one dimension. Tunneling is predicted to have a 
large effect on the rate and the reactant lifetime at low 
energies. More recent calculations have demonstrat­
ed308,309 that an accurate treatment of radical reactions 
with ethylene requires the use of either MCSCF or 
spin-projected UHF-based wave functions. 

The molecule formamidine (methanimidamide) has 
generated some interest because its degenerate rear­
rangement, H N = C H N H 2 ^ H 2 NCH=NH, is a pro­
totype for hydrogen transfer between bases in biosys-
tems. Yamashita and co-workers310 studied the IRC for 
this proton transfer at the SCF/4-31G level, and they 
predicted a large (59 kcal/mol) barrier. In a later paper, 
they calculated that the addition of a water molecule 
to the system311 reduces the barrier substantially, since 
the proton transfer is aided by two hydrogen bonds 
between the two molecules and a double proton ex­
change. They also calculated the semiclassical tun­
neling probability for H and D transfer as a function 
of the energy available to the system. This leads to a 
significant isotope effect which was attributed to the 
difference in the effective masses for hydrogenic motion 
along the MEP. In particular, in non-mass-scaled co­
ordinates, the effective mass for the protonated species 
is approximately constant along the IRC, whereas there 
is considerable variation for the deuterated species. 
This conclusion, however, was obtained without in­
cluding the effect of reaction-path curvature, which may 
be significant. More recently, two of the authors have 
reinvestigated the proton transfer, with and without the 
water present, at a number of computational levels.312 

At the highest level, MP4/6-311G(d,p)//SCF/6-3lG(d), 
the barriers with and without the water are 25 and 48 
kcal/mol, respectively. The formamidine IRC has been 

calculated at the SCF/STO-3G level with a very small 
step size, in preparation for semiclassical tunneling 
calculations to study the effect of including reaction-
path curvature effects. 

Kato and Morokuma187 have developed an analysis 
of the IRC which is based on classifying of the vibra­
tional motions into statistical and dynamical modes. 
The former are essentially observer modes with small 
reaction-path curvature components along the entire 
IRC, while the latter participate directly and strongly 
in the reaction dynamics. This allows the energetics of 
the reaction to be partitioned into a statistically de­
termined factor (depending only on the normal fre­
quencies at the transition state and product) and dy­
namically determined factors (depending on the de­
tailed nature of the potential energy surface). The 
method was demonstrated187,218"220 for the decomposi­
tion of ethyl fluoride into ethylene + HF. Geometries, 
force constants, and the IRC were determined at the 
SCF/4-31G level, while the energetics were obtained at 
the CISD+Q/4-31G level. Near the transition state, the 
IRC is mainly composed of the HF stretching motion. 
As the reaction proceeds, the relative translation of the 
fragments becomes more important. Interchange of 
these two components in the intermediate region of the 
IRC results in large reaction-path curvature in this 
region. Most of the excess energy from the transition 
state is predicted to end up in the vibrational motion 
of the fragments. The HF stretch is a dynamical mode 
and interacts strongly with the IRC. Four other vi­
brations, including the CC stretch and CH2 wag, couple 
weakly with the IRC. Energy transfer into these modes 
becomes important late in the reaction. The remaining 
12 modes are classified as statistical. 

Fukui and co-workers313 analyzed the hydrogen 
transfer reaction in malonaldehyde using the semi-em­
pirical CNDO/2 method. A reaction-path Hamiltonian 
was obtained within the zero-curvature vibrationally 
adiabatic approximation, using generalized normal co­
ordinates calculated at several points along the IRC. 
The potential along the reaction coordinate was fit to 
the sum of an eighth-order polynomial and a gaussian 
function, and a vibrational basis set consisting of 20 
harmonic functions was used to obtain the vibrational 
eigenfunctions and eigenvalues. As the temperature is 
increased from 0 to 500 K, the equilibrium density 
profile along the reaction coordinate is transformed 
from a double-humped function to one with a single 
central maximum. The proton transfer rate was cal­
culated quantum mechanically from the time evolution 
operator of the double-well eigenstates. This reaction 
was also studied by Miller, Schaefer, and co-work­
ers.314"316 In the first study314 they calculated only the 
stationary points using a double-zeta basis set with p 
functions on the migrating hydrogen, with the barrier315 

height estimated using CISD+Q method. In a later 
paper they used minimum basis set SCF calculations 
scaled to an MP4/6-31G(d,p)//MP2/6-31G(d,p) barrier 
height316 to obtain a two dimensional fourth-order-
polynomial representation of the PES, which was used, 
in conjunction with an adiabatic treatment of the other 
modes, to semiclassically estimate the tunneling split­
ting in the ground vibrational state. 

Ohmine and Morokuma317,318 have investigated the 
photoisomerization of polyenes. The IRCs for the 
ground and lowest triplet states of butadiene and longer 
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polyenes and the protonated Schiff base of butadiene 
were analyzed using the UHF/STO-3G, UHF/4-31G, 
and MINDO/3 methods. Classical trajectories were 
determined by integrating the classical equations of 
motion. Decay of the CC torsional motion, by trans­
ferring its energy into other internal modes, was found 
to be very slow. Many torsional oscillations occur before 
the system decays to its lowest torsional state. If 
enough energy is added to the system one torsion can 
couple with and transfer energy to another, inducing 
double torsional motion before dissipation into other 
modes. 

Yamabe et al.319 performed IRC analyses for the 
unimolecular dissociations of C2H5OH to yield C2H4 or 
CH3CHO. The IRC was calculated at the RHF/4-31G 
level, and reactants and products were investigated at 
the CI/4-31G//RHF/4-31G level. The IRC analysis 
was used to discuss the coupling of vibrational modes 
to the reaction coordinate. 

IV. Concluding Remarks 

Theoretical polyatomic reaction dynamics is at a 
significant stage of development. The tools of electronic 
structure theory and dynamics methods have both 
matured considerably in the last few years, and in­
creased computing power is becoming available to ex­
ploit these tools. The techniques of fitting potential 
surfaces are not as well developed though, and each new 
fit still appears to require very much specialized at­
tention. Nevertheless, by a combination of both glob­
al-surface fits and reaction-path potentials, we expect 
dramatic progress to result from the combination of 
electronic structure calculations and dynamics tech­
niques in the next few years. 
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