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/. Introduction 

Some four decades ago, in a much-quoted contribu­
tion to Chemical Reviews, David Grahame1 summarized 
what was then known about the electrical double layer 
at the interface between mercury and aqueous electro­
lyte solutions. Through the work of Lippmann, Gouy, 
Frumkin, and Grahame, this system had become the 
paradigm of the electrified interface, a role that it has 
retained to this day. The picture sketched by Grahame, 
and since repeated in more recent reviews such as those 
of Parsons,2,3 Damaskin,4 Delahay,5 and Mohilner,6 was 
essentially that of a static interface, which is formed 
faster than can be resolved experimentally and follows 
the laws of thermodynamics. 

To be sure, there had been some notable exceptions 
to such a static picture. Gouy, to whom we owe most 
of our insights in the structure of the double layer, 
already in 1900 reported that some electrolyte mixtures 
exhibit "electrocapillary viscosity"7 and, subsequently, 
gave its interpretation in terms of diffusion-controlled 
ion exchange.8 Later, Frumkin and Melik-Gaikazyan 
described diffusion-controlled desorption-adsorption 
peaks.9 Still, apart from a few cases in which mass 
transport to and from the electrode was implicated, the 
general picture for the mercury-solution interface was 
essentially one of equilibrium. 

The earliest indications of the existence of slow 
double-layer processes came from the work of Lorenz, 
who reported the phenomenon of capacitive hysteresis 
in the presence of near-saturated concentrations of 
nonanoic acid, CH3(CH2)7COOH, and interpreted this 
in terms of film condensation.10 Shortly thereafter, 
unusual capacitance "pits" of low, concentration-inde-
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pendent value were observed with several neutral or­
ganic substances, including camphor derivatives1112 and 
a number of purines and pyrimidines.22,23 Soon, many 
more systems exhibiting symptoms of two-dimensional 
condensation of neutral compounds were found. The 
list now includes fatty acids,10 camphor and related 
compounds,11-21 purines, pyrimidines and their deriva­
tives,22"73 pyridine and bipyridines,74,75 thiourea,76"81 

quinolines,82"95 ouabine,96 tribenzylamine,97 lipids,98"103 

and coumarin.104"106 

Shortly after the Lorenz paper, Frumkin and Da­
maskin107 reported a slow but pronounced lowering of 
the interfacial capacitance of mercury in contact with 
tetrabutylammonium iodide in aqueous 1 M KI solu­
tion. Subsequent reports have included, in addition to 
tetrabutylammonium salts,107"109 those of tetraphenyl-
phosphonium110,111 and tetraphenylarsonium.112 

Recently, some of the above systems have been 
studied in greater detail by Gierst, Buess-Herman, and 
others in Brussels and by my co-workers at Georgetown 
University. A coherent picture has now emerged of 
two-dimensional phase formation, including the kinetics 
of phase formation, its statistical mechanics and ther­
modynamics, and some properties of the films so 
formed. 

Below we will summarize the most salient of these 
findings, to complement the static picture of the elec­
trified interface painted earlier.1"6 Most of our examples 
will deal with the adsorptive behavior of neutral organic 

© 1988 American Chemical Society 



600 Chemical Reviews, 1988, Vol. 88, No. 4 de Levle 

0.4 

C/Fm"2 

0.3 

0.2 

O.I 

LJ ' 
i 

1 1 1 1 > i 

i 

i 

• 

i 

* \ 
' ^ - - - . 

TABLE I. Molecular Areas Reported for Condensed Films 
As Determined from (Maximum Bubble Pressure) 
Measurements of the Interfacial Tension 

-0.4 -0.6 -0.8 -1.2 -1.4 -1.6 
- E / V 

Figure 1. The interfacial capacitance of mercury in contact with 
0.1 M NaClO4 + 0.01 M coumarin, as measured at 15 0C at 1.2 
kHz, while scanning the bias voltage at a rate of 4.5 mV s'1 in 
either direction. (In the regions of hysteresis, the scan direction 
is indicated.) The dashed line indicates the (metastable) capa­
citance measured immediately after a voltage step from outside 
to inside the pit region. Potentials measured with respect to a 
mercury/mercurous sulfate electrode in 0.5 M Na2SO4. After ref 
105. 

compounds, dissolved in aqueous electrolyte solutions, 
at the interface of such solutions with mercury. Sub­
sequently we will briefly describe similar behavior ob­
served with hydrophobic ions. 

Some of the stochastic aspects of electrochemical 
phase formation were summarized recently.113 The 
subject of the present review has also been considered 
by Buess-Herman114 from a somewhat different per­
spective. 

/ / . General Aspects of Film Condensation 

Some typical features of capacitance pits and the 
associated hysteresis are illustrated in Figure 1. Usu­
ally, the transitions leading into the pit depend on the 
rate at which the potential is changed, are clearly uni­
directional, and exhibit kinetics characteristic of nu-
cleation and growth of a two-dimensional phase. On 
the other hand, the transitions leading out of the pit 
are independent of the scan rate and can be traversed 
in both directions, as long as one does not entirely leave 
the pit, i.e., as long as at least one cluster remains 
present. These outer edges of the capacitance pit thus 
reflect regions of coexistence between the "normal" 
metal-solution interface and that containing a con­
densed film. The outer edges of the capacitance pits 
delineate the region of stability of the condensed film 
and will be considered in the discussion of the statistical 
thermodynamics (see section VII). 

The capacitance in the pit region is usually quite low 
and is essentially independent of the concentration of 
the adsorbate (except near its very edges). Often, the 
capacitance in the pit is also virtually independent of 
the applied potential and of temperature. In those cases 
in which a thermodynamic analysis has been made, 
interfacial excesses of about (2.0-2.5) X 1018 molecules 
per m2 have been found (see Table I). Such values are 
consistent with monolayer films. The width of the pit 
region depends very strongly on adsorbate concentra­
tion and temperature, as well as on the nature and 
concentration of the electrolyte used. 

adsorbate 
camphor 
borneol 
adamantol 
uracil 
5-methyluracil (=thymine) 
5-methyluracil (=thymine) 
1,5-dimethyluracil 
5,6-dimethyluracil 
1,5,6-trimethyluracil 

"Limited precision. 

molecular 
area, A2 

42 
39 
42 
40 
39 
45 
43 
52 
48° 

MHIOI 

per m2 

4.0 
4.25 
4.0 
4.2 
4.2 
3.7 
3.9 
3.2 
3.5" 

ref 
17 
19 
19 
38 
38 
69 
38 
46 
46 

Figure 2. Schematic representation of "normal" adsorption, in 
which the adsorbate molecules (here depicted as cubes) are 
randomly oriented in the interface and are surrounded on five 
sides by the solution (left), and of a two-dimensional condensed 
adsorbate film (here shown as a small cluster only), in which the 
adsorbate molecules have up to four adsorbate molecules as 
nearest neighbors (right). 

In the "normal" adsorption of an organic compound 
at the metal-solution interface, the organic molecule 
makes contact with the electrode but is, otherwise, still 
mostly surrounded by the solvent. When we depict the 
adsorbate molecules schematically as cubes on a flat 
electrode surface, then they will share one side with the 
electrode and five with the solvent and its electrolyte 
ions. In such a situation, the first layer of molecules 
at the interface still contains both solvent and electro­
lyte ions, and the interfacial excess of the organic ma­
terial never quite reaches a value in which all solvent 
has been displaced from the interface. On an atomically 
smooth metal such as liquid mercury, the adsorbed 
organic molecule probably has considerable mobility in 
the adsorption plane. 

In contrast, when a monolayer film is formed through 
a two-dimensional phase transition, then the organic 
molecules (still considered schematically as cubes) are 
most likely surrounded on four sides by similar mole­
cules, while making contact with the electrode and the 
solvent on one side each (see Figure 2). This is not to 
imply that solvent molecules (or even electrolyte ions) 
may not be incorporated in the monolayer but, if they 
are, it will be like water of crystallization, serving as 
bridges between adsorbed organic molecules and/or as 
space fillers, with a more or less defined stoichiometry. 

The difference between condensed monolayer films 
and those formed by polymerization is, of course, that 
the condensed films do not have covalent bonds be­
tween their constituent molecules; i.e., the two-dimen­
sional molecular aggregation is based on weaker cohe­
sive forces, such as hydrophobic and dipole/dipole in­
teractions or, at most, hydrogen bonding. On the other 
hand, a condensed phase sandwiched between two li­
quids can be expected to have relatively few structural 
defects or "pinholes", especially if the film itself is also 
fluid or, at least, monocrystalline. 
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/ / / . Stochastic Observations of the Phase 
Transition 

Depending on the relative rates of the condensation 
process and on experimental conditions such as elec­
trode area,57 the phase transition can show determin­
istic or stochastic behavior. In a typical stochastic 
response, a single nucleus is formed, which then ex­
pands to cover the entire electrode-solution interface. 
The formation of the single nucleus must be a suffi­
ciently rare event, and subsequent growth sufficiently 
fast, to reduce the probability of formation of a second 
nucleus while there is still bare metal-solution interface 
available. Since the probability of forming a nucleus 
is directly proportional to the bare interfacial area, the 
probability of nucleation decreases with decreasing 
electrode size. Furthermore, the smaller the electrode, 
the faster it can be covered by a growing nucleus, so that 
the "window of opportunity" for subsequent nucleation 
can be closed more quickly. Since both effects work in 
the same direction, it is sometimes sufficient to reduce 
the interfacial area by just 2 orders of magnitude to 
change the observed behavior completely from deter­
ministic to stochastic.57 

Stochastic phenomena occur without strict repro­
ducibility. For good reasons, chemists have learned to 
distrust nonreproducible observations; yet here they 
occur not as the result of some poorly controlled ex­
periment but as the inherent characteristic of observing 
rare events. However, even though the observations 
themselves are stochastic, the underlying probabilities 
are perfectly deterministic and well defined. It is 
therefore imperative to use statistical analysis to find 
these probabilities, in order to make sure that experi­
mental artifacts are not dominating the results. 

Nucleation, like radioactive disintegration, involves 
a continuous experiment (i.e., it can occur at any time) 
with a discrete outcome, and can therefore be expected 
to follow a distribution based on Poissonian statistics. 
This is in contrast to, say, throwing dice, where both 
the experiment and its result are discrete: one can 
neither throw 2.5 times nor throw that many eyes. In 
that case, the statistics must be modeled after the 
binomial distribution. Nucleation statistics are, also, 
quite distinct from those involved in measuring one 
continuous property (such as a current or an absor-
bance) as a function of another continuous parameter 
(e.g., voltage, concentration, or time), in which case the 
Gaussian distribution is the appropriate prototype. 

Quantitative stochastic observations are time-con­
suming because they require a large amount of exper­
imental repetition in order to yield sufficient data for 
valid statistics. When simple Poissonian statistics ap­
ply, the relative standard error in the result is equal to 
the inverse square root of the number of observations, 
so that 100 repeated observations still yield relative 
standard errors of 10%! One might think that the 
remedy is simple: automate the measurements and 
repeat them 10 000 times instead. Unfortunately, such 
a strategy often fails. The reason we can sometimes 
observe stochastic behavior in the first place is, of 
course, that nucleation is a kinetically highly hindered 
process. Any spurious pathway that facilitates it will 
lead to faster nucleation and, hence, will obscure the 
sought statistics. Quite often, the support of the elec­
trode (e.g., the capillary from which the mercury is 

t / s 
Figure 3. A sampling of capacitance transients obtained during 
400 repeat voltage step experiments on individual mercury drop 
electrodes, following a potential step from -0.7 to -1.0 V. All other 
conditions are as in Figure 2. From ref 105. 

suspended) will provide an edge that can function as 
a site for faster nucleations, often especially after some 
time has elapsed in the experiment. It is not clear 
whether the extra nucleation center is a dust particle 
stuck between the mercury and the glass capillary, a 
rough spot in the glass edge, a persistent remnant of 
a previous film, or what, but one often observes that the 
nucleation process gradually, or suddenly, becomes 
faster. This effect can be reduced, although often not 
eliminated entirely, by rigorous purification of the cell 
and of all chemicals used and, in the case of mercury, 
by repeated drop formation and dislodgment between 
repeat experiments. We have found that the data 
quality is often noticeably improved by charcoal 
treatment of the electrolyte solution and, if feasible, 
sublimation of the organic compound. 

Since the systems discussed here exhibit no faradaic 
reactions, with their telltale electric currents, the only 
available experimental "handle" on the condensation 
kinetics is the measurement of the interfacial capaci­
tance, interfacial charge density, or interfacial tension. 
Of these, the capacitance is the more readily measurable 
and has mostly been used, although the Brussels group 
has demonstrated that charging currents can yield fully 
equivalent results. Figure 1 illustrates a typical capa­
citance-potential curve for a system exhibiting film 
condensation, and Figure 3 shows a corresponding ca­
pacitance-time transient following a potential step from 
outside to within the region of film stability. Imme­
diately after the potential step, the capacitance exhibits 
a "virtual" level that seems to continue the "normal" 
capacitance in the absence of a pit. This virtual capa­
citance is observed as long as nucleation has not yet had 
time to occur. Once a nucleus is formed, it will quickly 
expand and cover the interface, thereby reducing the 
capacitance. The resulting capacitive transient stops 
once the entire interface has been covered with a 
monolayer, except when subsequent polylayer forma­
tion occurs, an occasional complication discussed in 
section IX. 

In order to extract the moment of nucleation from 
a transient such as shown in Figure 3, the growth 
transient must be analyzed. First, the capacitance C 
is used to calculate a partial film coverage 

6 = (C0 -C ) / (C 0 - CJ (D 
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Figure 4. Nomogram showing the number of measurements (out 
of a total of 400) at which nucleation started in a given interval 
of 50-ms width. Data from voltage step measurements illustrated 
in Figure 3; Jn values obtained with eq 2. From ref 105. 

where C0 and C„ are the capacitance values before and 
after the transient, respectively. Using a simple model 
for film growth proportional to the length of the pe­
riphery of a growing spherical cap,88 one can derive the 
linearized expression 

arccos (1 - 20) = (tn - t) vg/r (2) 

Since a hanging mercury drop is near-spherical, with 
radius r, and essentially edge free, the experimental 
data thus yield both the film growth rate vt (from its 
slope V1Jr) and the moment of nucleation tn (from its 
intercept, i.e., by back-extrapolation to 6 - 0). 

The growth transient is deterministic, because a 
macroscopically observable capacitance change during 
growth must involve the incorporation of many thou­
sands of molecules. Thus, the growth curves of repeat 
experiments should all yield the same growth rates as, 
indeed, they do. However, the moments of nucleation 
vary, and these are the ones that must be analyzed 
statistically. The bar graph of Figure 4 illustrates a set 
of raw nucleation data resulting from the analysis of 
some 400 capacitance transients, and Figure 5 shows the 
resulting probability P0 that no nucleus has yet been 
formed at the interface after a given time t. (Since the 
formation of a second or third nucleus can be masked 
by the first, and thus may escape experimental detec­
tion, it is safest to base the statistical analysis exclu­
sively on P0.) 

The resulting probability curve of Figure 5 exhibits 
two linear regions, one with zero slope. The intercept 
of the two linear sections defines an induction time, and 
the slope of the second linear segment the steady-state 
nucleation rate. The induction time is a characteristic 
property of a nucleation process, reflecting the in­
volvement of a number of aggregation steps before a 
viable nucleus can be formed. For mathematical details 
of such statistics the reader is referred to a recent re­
view.113 

The model implied in the above analysis assumes that 
nucleation can occur with equal probability at any place 
in the interface. However, as mentioned earlier, spu­
rious nucleation sometimes appears during the mea­
surements. In its most blatant incarnation, it obliter­
ates all stochasticity by causing virtually instantaneous 
nucleation; in a more pernicious form, it may add a 
nonzero slope to the initial segment of the curve in 
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Figure 5. Plot of -In P0 versus time t, where Po represents the 
probability of no nucleation up to the time t, as calculated from 
the data shown in Figure 4. After ref 105. 

Figure 5, for which correction must be made.70 

Even when the nucleation occurs at a spurious nu­
cleation center, masking all stochasticity, useful data 
on the growth rate may still be obtainable. With a 
hanging mercury electrode, the only special place that 
remains from drop to drop is the edge where the glass 
capillary meets the exposed electrode-solution interface. 
For the usual hanging mercury drop electrode, the area 
covered by this edge, i.e., the cross-sectional area of the 
capillary, is much smaller than the total exposed in-
terfacial area and, therefore, acts much like a point 
source for nucleation. Multiple nuclei formed at that 
edge will quickly merge as they grow and cover the 
region around this edge, so that subsequent growth is 
indistinguishable from that of a single nucleus. This 
allows one to obtain the growth rate constant, which, 
under favorable conditions, can be combined with the 
results of deterministic measurements to deduce the 
nucleation rate.64,137 

In order to obtain nucleation and growth rate con­
stants rather than their respective rates, one must know 
the interfacial concentration (or excess) of the adsorbate 
at the potential used. This requires interfacial tension 
data, which are difficult to obtain for film-forming 
systems, and which could, conceivably, be gotten from 
chronocoulometric experiments when the adsorbate is 
either reducible or oxidizable at some other potential. 

IV. Deterministic Observations of the Phase 
Transition 

Although deterministic behavior has been observed 
much more often, we describe it only now, after a dis­
cussion of the stochastic response, because it is inher­
ently somewhat more complicated. The additional 
complexity stems from the competition of numerous 
growing nuclei for the limited interfacial area and, often, 
also from the continued formation of new nuclei. 
Whether the second complication arises depends, at 
least partially, on the experimental conditions: the 
distinction between "instantaneous" and "progressive" 
nucleation115 often merely reflects the experimental 
protocol used, in which case it conveys no information 
regarding the system studied. 

The simplest situation is one in which one generates 
a fixed number of nuclei at a given moment and then 
observes the subsequent growth of these nuclei. Such 
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instantaneous nucleation can readily be achieved with 
a double potential step which, starting at a potential 
E1 outside the range of film formation, first brings the 
potential to a value E2 where nucleation is rapid, and 
then backs off to a potential E3 at which nucleation is 
highly unlikely but growth of already-formed nuclei is 
still favored. The dwell time at the nucleation potential, 
E2, can be chosen to be so short as to be insignificant 
on the time scale of the resulting capacitance transient, 
so that this transient exhibits neither the capacitance 
at the nucleation potential E2 nor a delay time at the 
development potential E3. When the nucleation pulse 
is also short enough, so that growth at that potential 
is still insignificant, all resulting nuclei will grow as if 
they were born at the very same moment. 

The data analysis now must take into account the fact 
that there are numerous nuclei expanding simultane­
ously until they touch and mutually inhibit further 
growth. A mathematical analysis of the overlap of 
randomly placed circular nuclei was first given by Ca­
nac116-120 and can be used to correct for such overlap. 
The Canac equation 

0 = 1 - expHJ (3) 

shows that the experimentally accessible covered frac­
tion 8 of the interface can readily be converted into that 
area fraction, Bx, that would have been covered in the 
absence of overlap. The resulting double-logarithmic 
Avrami plot of the extended area fraction Sx versus time 
t then contains the product of the number of nuclei 
generated during the nucleation pulse at JS2 and the 
growth rate at the development potential E3. 

In the absence of a separate nucleation pulse, nu­
cleation and growth will occur side by side during the 
entire transient. The corresponding capacitance tran­
sient will display a delay time resulting from nucleation, 
similar to that in Figure 3, although the entire curve 
will now be perfectly reproducible. The Canac equation 
is still applicable, as it is independent of time and of 
the relative sizes of the nuclei, and the Avrami plot will 
now reflect the combined time dependences of nuclea­
tion and growth. As already mentioned, it may some­
times be possible to resolve the corresponding nuclea­
tion and growth rates by using growth rates determined 
independently from experiments showing edge nuclea­
tion. 

V. Film Composition 

The above kinetics of interfacial condensation are 
compatible with the formation of two-dimensional films 
but do not provide any direct information on film 
composition or molecular orientation. Often, the film 
capacitance is independent of the nature and concen­
tration of the electrolyte used, suggesting that the film 
does not contain electrolyte ions. Similarly, the film 
capacitance is usually independent of adsorbate con­
centration, as one would expect for a condensed mon­
olayer. However, these observations would not exclude 
either the inclusion of a stoichiometric amount of sol­
vent or the formation of polylayers. Additional ex­
periments are therefore required to settle the nature of 
the film. 

Interfacial tension measurements have been made, 
using the maximum bubble pressure method,121-124 

which may be somewhat more trouble-free than the 

Lippmann electrometer in the case of film formation. 
Nevertheless, it is often difficult to obtain reproducible 
interfacial tension measurements, even when special 
precautions are taken to nucleate the film. (The very 
small electrode area exposed in a maximum bubble 
pressure capillary, with a typical radius of less than 10 
mm, may make nucleation of the film stochastic. During 
the early phase of the measurement, the electrode is 
therefore best kept at a potential in the middle of the 
capacitance pit, where the nucleation rate is maximal, 
in order to ensure film formation.) 

In those cases for which interfacial tension mea­
surements have been reported, they have clearly indi­
cated the formation of a monolayer (see Table I). The 
precise molecular orientation in such a layer poses a 
more difficult problem. While the distinction between 
a monolayer and a polylayer is, essentially, a binary 
question, which does not require very high data pre­
cision, the determination of molecular orientation from 
interfacial excess alone is a tricky business, relying 
heavily on the precision of the interfacial excess data 
and, also, on the methods used to estimate molecular 
area. For example, Brabec et al.38 determined the 
molecular area of thymine in the pit region as 39 A2. 
Comparison with the dimensions of a tightly fitting 
rectangular box, drawn around a molecular model based 
on van der Waals radii, then led them to conclude that 
thymine is adsorbed with its plane perpendicular to the 
interface. We redetermined the molecular area as 45 
A2 and concluded that thymine was lying flat on the 
electrode,69 based on comparison with a published 
crystal structure in which thymine forms hydrogen-
bonded planes in which each thymine molecule occupies 
44 A2.125 Molecules seldom pack as rectangular boxes. 
Moreover, in cases in which the possibility of multiple 
hydrogen bonding must be anticipated,126 use of van der 
Waals radii can lead to further overestimation of the 
spatial requirements. 

There still remains the question of the intermolecular 
forces responsible for film condensation. In the case 
of camphor, a rather rigid, near-spherical molecule with 
a single carbonyl group, or that of the essentially planar 
coumarin with both a ring oxygen and a carbonyl group, 
dipolar interactions are the most plausible; in the case 
of thymine, hydrogen bonding is likely if the orientation 
is as envisioned by Saffarian et al.69 

Whether a condensed film should be considered a 
two-dimensional liquid or solid is not so easy to de­
termine: it depends, of course, on how one defines 
liquidity or solidity in this case. A possible distinction 
might be found by considering the shape of a growing 
nucleus: does it tend to minimize its periphery, as a 
drop of liquid, or does it show facets reflecting a mo­
lecular lattice, as a crystal? Unfortunately, the growth 
transients are rather insensitive to the difference be­
tween a growing circle or square, and it would be even 
more difficult to distinguish a circle from, say, a regular 
hexagon or octagon. We note in this context that the 
earlier mentioned method to correct for overlap116"120 

applies, strictly speaking, only to patches that retain 
their original shape upon contact, i.e., to "solid" films. 
It is not known how much different the predicted result 
would be if, upon contact, the patches were to coalesce, 
retaining their area while reducing the lengths of their 
growing peripheries. Therefore it is impossible to judge 
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whether the good adherence of the experimental data 
to the Canac formalism can be used to distinguish be­
tween solid and liquid films. 

Another criterion to distinguish between a liquid and 
a solid film might be found in the dissolution kinetics. 
We have not yet discussed these, but they are often 
either exponential or follow the equation for mononu­
clear growth. If the film were liquid, one might antic­
ipate that film dissolution would require the 
"nucleation" of an opening in the monolayer, in which 
case the dissolution transients would run polynuclear 
growth in reverse. No such transients have yet been 
reported, but neither has a satisfactory explanation 
been found for the most prevalent, exponential disso­
lution transients. If the edge near the capillary can act 
as a nucleation center, dissolution might exhibit the 
transient behavior of reverse mononuclear growth, as 
sometimes observed. For a solid, on the other hand, one 
would expect that monolayer films grown in determin­
istic nucleation experiments, i.e., from multiple nuclei, 
would still retain their original molecular orientations 
and form crystal domains. The grain boundaries in 
such films would be expected to be the places where 
dissolution could start.127 However, it is not clear why 
such dissolution along grain boundaries should lead to 
exponential dissolution transients. An exponential 
dissolution transient would, of course, result when the 
molecules in a liquid film were to leave it randomly, in 
which case the dissolution rate would simply be pro­
portional to the area fraction covered by the film, but 
it would seem unlikely that molecules at edge sites 
would not dominate the dissolution process. 

Finally, at a more conceptual level, the question un­
der discussion here may not even be answerable in 
principle. The basic difference between a liquid and 
a solid lies in the long-range order of the solid. 
Peierls128'129 and Mermin130 have argued that conven­
tional long-range order in a two-dimensional solid 
cannot exist, and this argument should apply also to 
supported films as long as these are noncommensurate 
with their supporting substrate.131 Thus, the question 
whether the condensed monolayer film behaves as a 
solid or a liquid may not have a general answer and, at 
any rate, is as yet unresolved. 

Regardless of the above question, condensation 
phenomena depend not only on molecular interactions 
but also on considerations of molecular packing. Thus 
it is perhaps not surprising that an example has recently 
been reported in which the nature of the electrolyte 
cation is critical for the formation of a condensed film.72 

In this case, sodium ions (but neither Li+ nor K+) ap­
pear to be incorporated in a condensed monolayer of 
6-methyluracil, possibly structuring it through hydrogen 
bonding by its coordinating water. This example in­
dicates that one must be careful not to overstate the 
apparent independence of pit capacitance on electrolyte 
concentration: the film may always contain a fixed 
amount of solvent molecules and electrolyte ions, in 
which case its capacitance would not vary with salt 
concentration. 

VI. Thermodynamics 

The thermodynamics of the electrified interface, in 
the absence of charge transfer, go back to Lippmann132 

and can be based solidly on Gibbsian principles.133,134 
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Figure 6. Three independent measurements of the interfacial 
tension <x, the charge density Q, and the interfacial capacitance 
C of mercury in contact with 1.0 M NaCl + 24.7 mM thymine 
(circles) or 15.0 mM thymine (crosses) at 25 0C. All potentials 
are with respect to an internal Ag/AgCl electrode. The interfacial 
tension was determined with a maximum bubble pressure in­
strument, the charge density from the polarographic charging 
current, and the capacitance with hanging mercury drops and 
voltage step measurements with a superimposed 300-Hz sine wave. 
The onset of interfacial condensation at a and a', respectively, 
is barely discernible from the interfacial tension; it should show 
as smooth transitions at b and b' in the charge density (but is 
not seen here because the data analysis method used is not valid 
in the coexistence region) and as sharp peaks at c and c' in the 
capacitance (if the latter were measured at a sufficiently low 
frequency). After ref 69. 

They relate the three principal thermodynamic quan­
tities, interfacial tension a, charge density Q, and in­
terfacial capacitance C, through 

C = -(dQ/dE)P<Till = -(<92<x/d£)p,7> (4) 

where E is potential, P pressure, T temperature, and 
H chemical potential. C, Q, and a can be determined 
from independent measurements,69 and the relations 
of eq 4 are then found to hold in the pit region as well 
as outside it (see Figure 6). This may come as a sur­
prise because, in the pit region, we have three physically 
distinct phases: the metal, the monolayer film, and the 
aqueous solution. However, a two-dimensional film is 
not a separate phase in a thermodynamic sense, since 
it has no bulk properties. This apparent applicability 
of classical thermodynamics, even when an interposed 
condensed monolayer separates the two bulk phases, 
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has made it possible to determine the monolayer nature 
of the film by calculating the corresponding relative 
interfacial excess T of the adsorbate A with respect to 
the solvent S as 

T = -(oV/dMA)p,7\£,«*A,s ^ 

The thermodynamically most intriguing regions are 
those of partial film coverage, in which the condensed 
film coexists with an interface exhibiting noncondensed 
adsorption. Such coexistence regions are found near 
the pit edges, which, as mentioned already, are not 
infinitely sharp but have a measurable width (of the 
order of 0.01 V in the case of thymine). The interfacial 
tension is a direct measure of the interfacial energy and 
must, therefore, be a continuous function of potential 
as, indeed, it is (see Figure 6). There is no problem 
relating Q and a in Figure 6 through eq 4. The dynamic 
method used to measure Q is not applicable to the 
coexistence regions, so that the precise shape of the 
charge density-potential curve in those regions has not 
been determined so far. However, even when what 
appear to be discontinuities at b and b' in Figure 6 are 
connected smoothly (as they must be, in view of the 
continuity of the interfacial tension curve) in the region 
of coexistence of noncondensed and condensed phases, 
the differentiation of the charge density should lead to 
very pronounced peaks on the capacitance curves of 
Figure 6 at c and cf. The reason such capacitance peaks 
are usually not observed is the following. 

When one moves from one potential to another inside 
a coexistence region, the capacitance (as measured with 
an audio-frequency signal) follows, but relatively slowly. 
Even though no nucleation limitation is involved, film 
growth or shrinkage (negative growth) can still be a 
relatively slow process, especially in the coexistence 
regions, where it typically exhibits characteristic times 
of the order of a few to many seconds. The corre­
sponding peaks can therefore be expected to be ob­
servable mostly at quite low (typically, subhertz) fre­
quencies and are, consequently, lacking from audio­
frequency capacitance measurements such as those of 
Figures 6 and 7. 

Nucleation is often so slow that it is possible to ob­
serve, at potentials in the pit region, the capacitance 
or charge density before appreciable condensation has 
taken place. These metastable, "virtual" capacitance 
values can be integrated to yield the corresponding 
metastable interfacial tension (see eq 4), which subse­
quently, at least in principle, can be differentiated to 
give the metastable interfacial excess, using eq 5. 

When the difference Aa in interfacial tension between 
the condensed and the noncondensed states (at con­
stant potential, temperature, pressure, and solution 
composition) is introduced in the classical nucleation 
theory,135-138 the nucleation rate J can be expressed as 

J = J„ exp(ire2/feTA(r) (6) 

where «/„ would correspond to the nucleation rate for 
ACT -* - <=, e is the line tension between condensed and 
noncondensed regions, and the factor TT reflects the 
assumption of circular clusters. Here, then, the inter­
facial tension gap Aa is seen as a driving force in the 
nucleation kinetics.127'139 As just mentioned, this in­
terfacial tension gap can be estimated by integration 
from the difference between the stable and metastable 

charge densities, starting from a potential of coexist­
ence, Ec, where Aa must be zero. 

Usually, both charge density-potential curves are 
near-linear over small ranges of potential. In that case, 
Aa is directly proportional to the potential difference 
E - Ec. When one ignores the dependence on potential 
of the metastable interfacial excess, which only affects 
the preexponential term J„ in eq 6, then a linear de­
pendence of In J on 1/(E - Ec) is predicted, as indeed 
observed with quinoline.64 

VII. Statistical Mechanics 

There have been several attempts to describe the 
formation of two-dimensional condensation in terms of 
adsorption isotherms,140-143 e.g., starting from the 
Frumkin isotherm,144 which explicitly incorporates a 
phenomenological term for adsorbate-adsorbate inter­
actions. Here we will describe a quite different ap­
proach based on statistical mechanics. 

One of the simplest statistical-mechanical models 
used to describe phase transitions is that first posed by 
Lenz145 and solved, in one dimension, by Ising146 in 
connection with ferromagnetism. In approaches of this 
type, now generically called Ising models, all lattice 
positions are described in terms of a limited number of 
discrete "states", each associated with a particular 
"spin" which, in our case, would reflect its occupancy. 
Usually, one considers spin-spin interactions between 
neighboring molecules only. It was shown by Ising that 
such a one-dimensional two-state model could not ra­
tionalize the ferromagnetic phase transition.146 Onsager 
subsequently derived under what conditions a two-di­
mensional two-state Ising model predicts a phase 
transition,147 while the mathematical complications 
associated with three-dimensional Ising models seem 
to have precluded their quantitative study so far. There 
has been a consequent mismatch between the mathe­
matics of Ising-type phase transitions, which are 
available for two-dimensional systems, and experi­
mental observations of phase transitions, which, so far, 
have been confined to three dimensions. Thus the 
two-dimensional condensation at the metal-solution 
interface provides an interesting test of the applicability 
of Ising models. 

In an Ising model, one first formulates the Hamilto-
nian describing the molecular interactions. We consider 
the simplest possible Ising model, by using only two 
states: sites are assumed to be occupied by either ad­
sorbate or solvent. Thus we neglect the presence of 
electrolyte ions and, also, the possibility of different 
adsorbate and solvent orientations. For molecular ad­
sorption at an electrified interface, where electric field 
strengths can be extremely high, the primary interac­
tions involve molecular dipole moments and polariza-
bilities. Furthermore, the chemical potential of the 
adsorbate reflects the variable adsorbate concentration 
in solution. Thus, the Hamiltonian H will contain two 
terms involving the electric field F at the center of the 
adsorbed molecules, one reflecting the molecular dipole 
moments p and one depending on their polarizabilities 
a, as well as one term containing the adsorbate con­
centration c, which derives from its chemical potential. 
Furthermore, there are a number of terms which are 
essentially independent of the major experimental 
variables, applied potential E, and adsorbate concen-
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Figure 7. The capacitance pits (measured by very slowly scanning 
the voltage from the middle of the pit, near the arrow, to avoid 
hysteresis) in aqueous 1.0 M NaCl + 13 mM thymine at 1 0C 
temperature increments from 15 through 26 0C. From ref 146. 

tration c, and which can therefore be combined in a 
constant K, so that 

H = 1Z2AaF2 - ApF + kTlnc + K (7) 

where Ap and Aa reflect differences in dipole moment 
and polarizability, respectively, between adsorbate and 
solvent, and k is the Boltzmann constant. 

As Onsager showed, the phase transition occurs when 
H is zero. At constant temperature and concentration, 
this yields 

Ap ± \/(Ap)2 - 2Aa\kT In c + K] 
F = (8) 

Aa 
When (Ap)2 > 2Aa{kT In c + K], there must be two field 
strengths, F+ and F., at which a phase transition occurs, 
and these must be symmetrically located around Ap/ 
Aa. Moreover, the square of the difference F = F+-
F- should be a linear function of In c. 

When a plausible relation is used to relate the electric 
field F to the externally applied potential E, a quadratic 
dependence of the transition potentials (such as illus­
trated in Figure 7) on temperature and on the logarithm 
of the adsorbate concentration is obtained, in agreement 
with experimental evidence.14'17'66,62,148 Moreover, all 
experimental data at various temperatures and con­
centrations can be combined into a single linear relation 
between the square of the pit width Et and In c.148 An 
example of such a plot is shown in Figure 8. 

The above model is based exclusively on the inter-
facial properties outside the pit region and, therefore, 
does not "sense" the nature of the condensed film. 
Consequently, the model is applicable even when the 
anodic and cathodic transitions lead to different con­
densed phases, as in the case of 4,6-dihydroxy-2-
methylpyrimidine.73 When the adsorbate orientations 
on the anodic and cathodic side of the pit region differ, 
two distinct sets of parabolas are obtained for the pit 
edges as a function of temperature or log (concentra­
tion).106 

VIII. Inhibition 

The rates of most electron-transfer reactions at the 
electrode-solution interface are quite sensitive to the 

Figure 8. The square of the pit width AEt is a linearly related 
to k T In c, where c denotes the thymine concentration (in M) in 
aqueous 1.0 M NaCl solution in contact with mercury. Composite 
representation of all 119 values of AEt determined for a range 
of temperatures and thymine concentrations. B and C are con­
stants. From ref 148, with permission. 

presence of adsorbates in the very region in which the 
electron transfer takes place. Adsorbates can act to 
enhance the electron-transfer rate, e.g., by forming an 
electron-conducting "bridge" between the electrode and 
the electroactive species,149,150 or to slow them down, e.g., 
by blocking access to the interface. Moreover, the mere 
presence of adsorbates will, in general, affect the in-
terfacial charge density and, hence, the potential dis­
tribution in the interface and, consequently, the elec­
tron-transfer rates.151 Finally, the interface may be 
quite inhomogeneous in the presence of noncondensing 
adsorbents, and one may have to consider different 
reaction pathways, some involving adsorbate and some 
not. The combination of these various effects often 
makes an unambiguous interpretation difficult if not 
impossible. The situation is somewhat easier in the 
presence of a condensed monolayer, in which case the 
interface is, at least, homogeneous. So far, there have 
only been reports of inhibition of electrode reactions 
by such films, although rate enhancement may well be 
observable with the proper choice of adsorbates. 

With "simple" electron-transfer reactions, such as the 
one-electron reductions of Eu(III) or V(III), there is 
considerable inhibition by an adsorbed condensed 
thymine monolayer. The interesting aspect here is that 
this inhibition is independent of the aqueous thymine 
concentration, as long as the latter is sufficiently high 
to maintain the condensed film. This is as one might 
expect, because the composition of the inhibiting film 
is constant. However, under similar conditions, the 
inhibition of the two-electron reductions of Pb(II) and 
Cd(II) increases with increasing bulk thymine concen­
tration. 

The distinguishing feature here is not that between 
one- and two-electron transfers, but between the for­
mation of water- and mercury-soluble reaction prod­
ucts:95 the lead and cadmium nuclei must cross the 
monolayer, since their reduced forms disolve as amal­
gams, whereas only electrons need to cross the film 
(most likely by tunneling) for the reduction of europium 
and vanadium. Work must be performed in order to 
make an opening in the monolayer for the passage of 
the metal nuclei. Even though the film composition is 
constant, the film pressure is not, and this causes the 
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variation of inhibition with thymine concentration. (In 
this respect, the thymine film seems to behave as if it 
were a liquid.) The dependence of the inhibition on the 
thymine concentration leads to quite plausible estimates 
of the cross-sectional areas involved.68 

The inhibition of the one-electron reduction of co-
balt(III) hexaammine in the presence of a condensed 
thymine film also depends strongly on thymine con­
centration,68 indicating that its electrode reduction re­
quires that an opening be made in the monolayer. In 
this case there is, apparently, a need to make physical 
contact with the electrode before electron transfer can 
take place. The qualitative dependence of inhibition 
by a condensed monolayer on the inhibitor concentra­
tion thus appears to provide a simple, qualitative cri­
terion for distinguishing between what might be called 
outer- and inner-sphere interfacial electron-transfer 
reactions.68 It remains to be seen whether the above 
approach has general applicability. 

IX. Polymorphism and Polylayer Formation 

In several instances, more than one condensed phase 
can be formed, depending on the applied potential. 
Sometimes, the two regions in which the corresponding 
capacitance pits are formed are separated by regions 
of noncondensed adsorption whereas in other examples 
(or, sometimes, merely in the presence of a higher ad-
sorbate concentration), the pit regions are adjacent to 
each other. Transitions from one pit region to the other 
in the latter case can, again, involve nucleation, indi­
cating that quite different molecular orientations are 
obtained in the two pit regions.71'73 Figure 9 illustrates 
that one can sometimes observe the successive forma­
tion of two different condensed phases at a single ap­
plied potential.71 On some occasions, a metastable film 
may be sufficiently long-lived to allow a comparison 
between the inhibitions caused by the metastable and 
stable films. Indeed, the two films may inhibit electrode 
reactions differently.73 

In saturated and supersaturated solutions one can 
also observe deep capacitance depressions, which appear 
to correspond to the formation of polylayers rather than 
monolayers.71 The distinguishing feature here seems 
to be that no stationary capacitance can be reached. It 
is possible that a monolayer is formed first, which then 
forms the substrate for continued three-dimensional 
growth. Polylayer adsorption had, of course, been 
recognized much earlier.152 The observation is men­
tioned here only to warn the reader that not all capa­
citance depressions, even those with hysteresis, need to 
correspond to condensed monolayer films. 

X. Ionic Films 

The formation of condensed monolayers is not re­
stricted to neutral adsorbates: several examples have 
recently been found in which similar observations are 
made in solutions containing adsorbable hydrophobic 
ions.107-112 One would expect that, in these cases, salt 
layers are formed, i.e., that the ionic charges of the 
hydrophobic ions are compensated by coadsorption of 
counterions. This tallies with the experimental obser­
vation that such condensation processes are very de­
pendent on the nature and concentration of the 
"supporting" electrolyte present. An interesting aspect 
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Figure 9. Capacitance transients following voltage steps from 
-1.100 to -0.950 V (top) and -0.955 V (bottom) in a solution of 
aqueous 1.0 M NaCl + 26 mM thymine in contact with mercury, 
at 20 0C, showing two successive nucleation transients, first from 
the noncondensed state a to the condensed film b and then on 
to the condensed film c. After ref 71. 

is the observation of two slow phase-transformation-like 
processes at relatively low concentrations of the hy­
drophobic ions, which might possibly reflect the suc­
cessive formation of two salt monolayers.109 There is 
also chronocoulometric evidence for monolayer salt 
adsorption153-156 and for the formation of two mono­
layers.156 

In single electrolytes, the strong electrical driving 
force associated with deviations from electroneutrality 
is responsible for the rapid establishment (typically well 
within 1 ^s) of the double layer. In electrolyte mixtures, 
electroneutrality requirements can be met by the most 
abundant ions, while fine-tuning of adsorption inter­
actions can take place at a much lower pace. Most of 
the above examples of two-dimensional condensation 
of hydrophobic ions involve electrolyte mixtures of a 
hydrophobic and a nonhydrophobic salt, with the latter 
in significant excess. In that case, as in the KI + KCl 
mixture studied by Gouy,7,8 the interfacial electroneu­
trality requirements are met initially by the more 
abundant ions, which can be exchanged subsequently 
for the more strongly adsorbed ions. Recently, however, 
an example has been found of phase transitions in a 
solution of a single hydrophobic salt, in the absence of 
a "supporting" electrolyte.111 It is possible that, in this 
case, the transition occurs at an interface that already 
carries a salt monolayer,157 in which case electroneu­
trality considerations would not affect the condensation 
process. 
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XI. Concluding Remarks 

We have reviewed the abundance of recent evidence 
showing that the double layer is not always a static, 
near-equilibrium system but, sometimes, shows inter­
esting dynamic behavior, associated with two-dimen­
sional condensation, Le., with the nucleation and growth 
of monolayer films. Because interfacial concentrations 
can be controlled with exquisite precision and speed by 
changing the applied potential and because changes in 
interfacial structure can be measured simultaneously 
with great resolution, this relatively recent method of 
studying nucleation phenomena is among the most 
powerful ones, especially since it can sometimes provide 
both deterministic and stochastic measurements. 

The usual double-layer thermodynamics for polariz-
able electrodes appear to apply, despite the presence 
of an additional third phase: the adsorbed monolayer. 
The two-dimensional phase transformation also pro­
vides an example of the applicability of Ising statistics. 

The condensed monolayers inhibit many electrode 
reactions. Such inhibition appears capable of providing 
a qualitative criterion to distinguish inner- from out­
er-sphere electrode reactions. If condensed monolayers 
can be found with catalytic properties, a most useful 
model system for studying so-called "modified 
electrodes" would become available. 

The processes discussed here provide many analogies 
with faradaic processes that involve nucleation, such as 
underpotential deposition, oxidative film formation 
such as that of calomel, and electrocrystallization. For 
example, there are several reports of electrode reactions 
that proceed only after a monolayer film of reaction 
intermediates or products has been formed.158-161 Such 
systems are, almost inevitably, quite complex. Concepts 
established with the nonfaradaic and, in many respects, 
simpler systems described here may well be transferable 
to their faradaic counterparts and, therefore, helpful in 
unraveling them. 
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