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1. Introduction 

Computational chemistry encompasses a growing 
number of fields and corresponding techniques. The 
traditional techniques for stationary-state quantum 
chemistry and equilibrium Monte Carlo1 and Molecular 
Dynamics2 are being expanded with Quantum Monte 
Carlo,3 Quantum Molecular Dynamics,4 Microdynamics5 

but also by research and computer programs on data 
base, interactive animation, artificial intelligence, and 
chemical knowledge processing.6 

This very vigorous expansion should, however, not be 
taken as indication that the problems characteristic in 
the traditional areas have been overcome. Indeed, some 
new avenues have been introduced to complement, if 
not bypass, some of the previous ones. 

Presently, we are at the end of the IVth computer 
generation,7"9 where we have witnessed not only in­
creased MIPS performance, but especially MFLOPS 
performance, either because of vector or parallel ar­
chitectures. From personal computers, to workstations, 
to mainframes and supercomputers, the advances have 
been on a very broad front. 

The next computer generation7"9 is the VIst and, 
eventually, we shall make use of the products of the 
much heralded Vth generation. In the VIst generation 
we have already announcements of supercomputers 
with peak performance of about 20-30 GFLOPS; thus 
it is expected we shall grow between 100-500 GFLOPS, 
partly by decreasing the clock speed, mainly because 
of multiprocessing. We already see workstations with 
the same speed as the old CRAY XMP (single pro­
cessor) and the disk storage is being addressed by 
channels working in parallel, with optical fibers of one 
or more miles in interconnected distances. Slowly, also 
the Vth computer generation will appear, since artificial 

f Permanent address: ICQEM del CNR, Via Risorgimento 35,56100 
Pisa, Italy. 

The group members are as follows: The bottom row, left to right 
is Dr. Aleksandra Preiskorn, Dr. Gkxgina Corongiu, and Dr. Enrico 
ClementJ. The top row, left to right is Dr. Dileep Bhattacharya, Dr. 
Bradley Feuston, Dr. Weige Xue, Dr. Daniel Frye, and Dr. Antonio 
Rizzo. 

Dr. Clementi, manager of Scientific Engineering Computations— 
IBM Data Systems Division in Kingston, after his doctoral degree 
from the University of Pavia, Italy, was a postdoctor with G. Natta 
(Milan), M. Kasha (Tallahasee), K. S. Pitzer (Berkeley), and R. S. 
MuIliken (Chicago). He joined the IBM Research Laboratory in San 
Jose, CA in 1961 and stayed there until 1966; he was a visiting 
professor at the University of Chicago in 1966, manager of Large 
Scale Scientific Computations in San Jose, CA from 1967 to 1974, 
manager of "Dipartimento Calcoto Chimico", Montedison, Novara, 
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Italian Ministry of Education in 1975. He was awarded Teresiana 
gold medal in 1984, named Fellow of the American Physical So­
ciety in 1984, named Distinguished Research Professor at Rens­
selaer Polytechnic Institute, New York in 1986, and received the 
DIRAC golden medal by the World Association of Theoretical 
Organic Chemists in 1987. His work, published in about 400 pa­
pers and 4 monographs, deals with theory and computer simula­
tions of atoms, small and large molecules, liquids, solutions, 
macromolecules, microdynamics and fluid dynamics, and computer 
architecture, particularly parallel computers. 

intelligence and expert systems are becoming ubiqui­
tous, especially in complex chemical systems, where 
correlation rather than understanding is all one can 
obtain. 

In the conclusions of this review paper we shall as­
sume today's computational techniques but with the 
availability of systems with up to 100-500 GFLOPS and 
capability of retrieving from disk storage hundreds of 
gigawords at 100-500 Mbytes/s transmission. These 
predictions are "reasonable" from a technical viewpoint. 
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Clearly, the average computing availability will trail 
behind these limits, even if one can be confident that 
everybody will experience much improvement. 

We shall limit this review to work carried out mainly 
at our laboratory, since in this way we can compare 
amply different techniques which, however, are execu­
ted on the same hardware and system software; thus, 
because of the above common computational basis, it 
is feasible to extrapolate future performances on dif­
ferent fields. Indeed, it is well realized that comparative 
performance analysis on different architectures (scalar, 
vector, coarse-grain parallelism, massive parallelism) is 
becoming harder and harder. 

We shall start by considering one of the first tech­
niques introduced in quantum mechanics11 and later 
adapted within the configuration interaction (CI) 
framework: Hylleraas CI. The examples will deal with 
the simplest chemical systems but at the highest accu­
racy level, and the question we shall pose is on the 
feasibility to extend it from 2- to 3- or 4-electron sys­
tems. 

Next, we shall move away from the goal of 0.1 to 10 
cm-1 (i.e. 0.0000005 to 0.00005 au) accuracy in absolute 
energy and move to the millihartree accuracy, again 
using CI, but with a more standard expansion of det-
erminantal functions. The examples analyzed are the 
isoelectronic series for He (1S), Li (2S), Be (1S), and Ne 
(1S). Here we ask the question on how to improve on 
the accuracy and how to move to second and third row 
atoms with the present accuracy. 

We shall not consider methods like Moller-Plesset 
perturbations. There is a tendency in today's literature 
to overclaim the accuracy one obtains using MPx. In­
deed, we note that some authors compare, for example, 
binding energies in a molecule with atomization prod­
ucts, which are far from the limit of the adopted ap­
proximation. For example, it is very common to pro­
ceed to post-Hartree-Fock corrections before reaching 
a near-Hartree-Fock limit value (which is very seldom 
obtained in today's literature). In addition, basis set 
superposition (BSS) corrections are often neglected and 
molecular interaction computations with zero BSS error 
are essentially unknown. In this way ab initio tech­
niques are used "semiempirically" with calibrated basis 
sets, which we are becoming accustomed to seeing being 
discarded, because of their unreliability, every four to 
five years! A different situation occurs in the use of 
MBPT, where the methodological rigor is superior,10 but 
where the same obstacles are often present. 

Much of chemistry, though, is interested in such large 
systems where even a MP2 computation would become 
computationally much too expensive. This is the area 
where the appropriate techniques are either the Har-
tree-Fock approximation with correlation corrections 
by density functional, or ab initio molecular dynamics, 
or quantum molecular dynamics. To maintain our 
discussion on a very concrete level, we shall consider 
two systems: the first is a 60-carbon atom system, the 
C60 cluster, and the second is liquid water in a simula­
tion of 1000 molecules. Some of these examples have 
required very extensive time on today's best facilities. 
Thus, by reasonable extrapolations from today to about 
five years from now we will discuss a situation that most 
chemists will start to experience at the end of the cen­
tury. 
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Figure 1. Connectivity between different models in mechanics. 

Next, we ask the question on the feasibility of simu­
lations not only for large systems, but also for long time 
periods, namely from picoseconds to nanoseconds. A 
preliminary answer is provided by stochastic dynamics 
and BPTI in solution is our example. 

There are two objectives in this review; the first is to 
discuss the above models currently used in computa­
tional chemistry; the second is to analyze their inter­
dependence. Ideally chemistry needs to have many 
specialized techniques organized, however, into a global 
approach, such as to be truly capable of solving the 
complexity faced daily in a laboratory. In Figure 1 we 
attempt to convey this idea by connecting a number of 
models and approximations within an unifying view­
point. We focus on deterministic mechanics, thus 
neglecting in this review the statistical approaches like 
Fokker-Planck and Boltzmann equations, or cellular 
automata and lattice Boltzmann gas dynamics, all very 
important to describe fluids and the chemical reaction 
aspect of fluid dynamics.7"9 In Figure 1 we stress the 
evolution of quantum chemistry which deals today 
mainly with Schrodinger representation; we recall that 
because of computational difficulties, an equivalent 
level of development could not be reached in the Dirac 
representation (either Fock-Dirac or multiconfigura-
tional Fock-Dirac). The different approximations in 
the figure are indicated as H-F (Hartree-Fock), MB 
(many body, inclusive of multireference configuration 
interaction, perturbative approaches, and valence 
bond), SE (semiempirical, as distinct from ab initio), 
DF&EF or DFT (density functional theory with and 
without external fields). The arrows show how models 
can be linked to models which can deal with more and 
more complex systems, i.e. they show the flow from 
small to large, and from zero to short to longer time 
scales. It is only one part of a larger picture where 
empirical knowledge, correlations, and artificial intel­
ligence have their role. This broader picture, only partly 
covered in this review, can be appreciated from the 
volumes of MOTECC-897 and MOTECC-90,8 and will 
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be expanded in a forthcoming volume, MOTECC-91.9 

2. Very Few Electron Systems 

The traditional approach to quantum mechanical 
descriptions of many-electron systems is to optimize 
linear combinations of one-electron functions. This 
approach leads then to the description of the correlation 
in an implicit manner, and hence these techniques 
converge rather slowly, mainly because of the difficulty 
associated to the representation of the Coulomb hole 
cusp. 

An alternative approach is one where interelectronic 
coordinates are built explicitly into the wave function. 
Hylleraas did so and calculated the energy and wave 
function of the helium atom with great success.11 James 
and Coolidge12 extended this method to the hydrogen 
molecule, and Kolos and Wolniewicz13 have shown that, 
to date, it is the most reliable method capable of such 
accuracy as to even challenge experimental spectro­
scopic data, "a great triumph of ab initio calculations" 
to quote R. S. Mulliken.14 However, due to the nu­
merical complications introduced by the inclusion of 
interelectronic coordinates in the wave functions, 
Hylleraas' approach was limited to simple cases such 
as the helium atom and the hydrogen molecule. We 
have posed ourselves the question whether with the 
advent of supercomputers and a more general formu­
lation, the method could be extended from 2- to 3- or 
4-electron systems. This more general extension of the 
Hylleraas method15-22 consists of multiplying standard 
many-electron wave functions by powers of the intere­
lectronic distance r,,. This approach is completely 
general, it can be applied to many-center, multi-electron 
systems of any type. The "only" limitation, as is gen­
erally the case in computational chemistry, is imposed 
by computational resources. 

The HCI approach expands the wave function in 
powers of the interelectronic distances rtj weighted by 
the original configuration state functions (CSF), $k, i.e. 

N JVCSF 

*„ci(l, 2,..., N) = E E E (V&*fc(l, 2 N) (1) 

This expansion in the interelectronic distance is gen­
erally assumed to be a power series expansion,23 and it 
has been shown by Kutzelnigg24 that of the possible 
nonzero v values, v - 1 is the most important and our 
discussion will be limited to the v = 0 (normal CI) and 
v = l (what we term HCI) terms. Among the different 
techniques for including the r^ factors leaving the wave 
function totally antisymmetric, we have chosen the 
simplest,25 obtained by restricting in eq 1 the values of 
v to 0 and 1. 

A computer package has been created that performs 
HCI calculations for many-center, 2- and 3-electron 
molecular systems26"27 by using cartesian Gaussian basis 
sets. Expansion to the most general 4-electron integrals 
has not yet been done. This package is called HYCOIN 
(Hylleraas configuration interaction)26 and it has been 
used successfully to calculate a number of molecular 
states.27"33 

The natural system to test our Gaussian code is the 
ground-state of H2, two electrons and two protons. 
Table I summarizes the effect of basis set size for HCI 
calculations on this state.28,30,34 The "exact" variational 

TABLE I. Effects of the Basis Size in H, at an 
Internuclear Distance of 1.4011 Bohr (Total Energies are 
Given in Hartrees) 

conventional hylleraas 
basis set 

(13s) 
U3s7p)/[13slp] 
(13s7p)/[13s2p] 
(13s7pld)/[13slpld] 
U3s7pld)/[13s2pld] 
(13s7pld) 
(13s7p2d) 
(14s7p2dlf) 
(15s7p2dlf) 

SCF 
-1.128532 
-1.133561 
-1.133561 
-1.133610 
-1.133618 
-1.133618 
-1.133619 
-1.133622 
-1.133622 

CI 
-1.154881 
-1.170495 
-1.171378 
-1.171661 
-1.172596 
-1.173306 
-1.173858 
-1.173987 
-1.173987 

CI 
-1.168870 
-1.174334 
-1.174380 
-1.174399 
-1.174456 
-1.174467 
-1.174473 
-1.174474 
-1.174475 

i 1 1 1 1 1 1 1 r 
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Figure 2. Comparison of the ground-state wave functions, *(xi, 
V1, Z1, X2, y2, Z2), of the hydrogen molecule obtained from the 
Hartree-Fock (HF), the conventional CI, and the HCI calculations. 
The nuclei are located along the * axis at -0.700 55 and 0.700 55 
bohr, whereas one of the two electrons is located at the origin (i.e., 
X2, y2, and Z2 = O). 

limit for this state was established by Kolos et al.,35 who 
used a specialized elliptical coordinate basis set with an 
explicitly correlated wave function, at -1.1744757 
hartree. The largest basis set of our calculation, 
(15s7p2dlf), produces an HCI energy that is less than 
0.3 cm"1 above this variational limit. If spectroscopic 
accuracy is defined as having an error of less than ~ 1 
cm"1, Table I indicates that it can be achieved with a 
basis set of size as small as (13s7p2d). 

Compared with conventional CI, the HCI method is 
much superior in terms of convergence to a given ac­
curacy in energy. For example, addition of the first 
contracted p Gaussian lowers the conventional CI en­
ergy by 0.016614 hartree, but brings down the HCI 
energy by only 0.005 464 hartree. Similarly, one d-type 
function added to the (13s7p)/[13slp] basis set has an 
effect of 0.00116 hartree in conventional CI, compared 
with 0.000 65 hartree in HCI. All of these seem to be 
due to the fact that most of the correlation energy has 
already been picked up in the s-function basis set, 86% 
with HCI compared to 52% with conventional CI. For 
example, the HCI energy obtained with (13s7p) con­
tracted to [13slp], -1.174334 hartree, is already better 
than CI employing 5s3p3d2f Slater functions, -1.174142 
hartree.36 Addition of one d function lowers our cal­
culated energy to -1.174399 hartree, which is slightly 
better than a calculation employing uncontracted 
Gaussians with angular momenta up to g: 
(12s6p5d4f2g).37 

One of the most interesting results we have obtained 
can be seen in the comparison of the HCI wave function 
with the conventional CI wave function. We see from 
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TABLE II. Selected ab Initio Calculations for the 
Ground-State Equilibrium Energy of H8

+ 

authors method**' R *> B(M 
Salmon et al.39 (1973) 
Mentch et al.39 (1981) 
Preiskorn et al.40 (1984) 
Burton et al.41 (1985) 
Meyer et al.42 (1986) 
Anderson43 (1987) 

CI, 18 SP 
random walk 
SCC, 24 CGLO 
CI, 108 PNO 
CI, 104 CGTO 
random walk 

Traynor et al.44 (1988) random walk 

Urdaneta et al.28 (1988) 
Huang et al.46 (1990) 

HCI, 48 CGTO 
random walk 

1.6500 
1.6500 
1.6504 
1.6525 
1.6504 
1.6500 

1.6500 

1.6504 
1.6500 

Alexander et al.48 (1990) RTO, 700 GTG 1.6504 
Frye et al.32 (1990) HCI, 138 GTO 1.6499 

-1.34335 
-1.3439 
-1.343422 
-1.34272 
-1.34340 
-1.34376 ± 

0.00003 
-1.34387 ± 

0.00005 
-1.343500 
-1.3433 ± 

0.0005 
-1.3438220 
-1.3438279 

0SP = singer polynomial; CGLO = contracted Gaussian lobe 
orbitals; PNO = pseudonatural orbitals; CGTO = contracted 
Gaussian-type orbitals; RTO = random-tempered optimization; 
GTG = Gaussian-type geminal; GTO = Gaussian-type orbitals. 

Figure 2 that although the CI wave function agrees 
almost everywhere with the HCI wave function, it lacks 
the interelectronic cusp as r12 goes to zero.30 Thus the 
reason that the CI energy is higher than the HCI energy 
by ~100 cm-1 seems to be this missing of the Coulomb 
hole cusp. It is difficult to estimate quantitatively the 
effect of this limitation, but judging from the fact that 
the (12s6p5d4f2g) calculation just mentioned still leaves 
more than 16 cm"1 unrecovered, one would be surprised 
if spectroscopic accuracy can be achieved by the con­
ventional CI approach. 

The next obvious step toward more complicated 
molecules is to increase the number of centers from two 
to three while keeping only two electrons, this means 
the study of the nonlinear Hj molecule, a problem that 
cannot be tackled by the less general elliptical coordi­
nate methods. We have recently examined both the 
equilibrium energy and calculated a number of points 
on the potential energy surfaces of both the ground xA'j 
state and first excited 3 ^ J state of H3.

32,33 The lowest 
energy obtained by us for the equilateral triangle ge­
ometry of the ground state was -1.343 8279 hartree at 
the internuclear distance of 1.6500 bohrs with the use 
of a 13s5p3d basis set on each site (a total of 138 basis 
functions). This energy is compared in Table II with 
other recent ab initio calculations on the equilibrium 
energy. From Table II we can see that this energy is 
lower than the previous best published variational 
calculation of -1.343 500 hartree,28 and is in excellent 
agreement with the results of the latest quantum Monte 
Carlo calculations, -1.34387 ± 0.00005 hartree44 and 
-1.3433 ± 0.0005 hartree.45 The energy is also below 
the soon-to-be published result of Alexander et al.,46 

who used a random-tempered optimization method 
with Gaussian-type geminals (also a variational calcu­
lation with an explicitly correlated wave function), and 
obtained -1.3438220 hartree at an equilibrium sepa­
ration of 1.6504 bohrs. 

From here, we can continue on to H3. Now, with 
three electrons the complexity of the integral calcula­
tions goes up dramatically and, commensurately, so 
does the need for increased computational resources. 
In fact, at this juncture, only small basis set calculations 
have been performed with the HCI method. An exam­
ple of this is a 3slp basis set calculation for linear H3 
with internuclear distances of 1.75 b.27 The SCF energy 

for this configuration was -1.584 909 3 au, the CI energy 
was -1.621700 5 au, and the HCI energy was 
-1.636 637 9 au. This result should be compared with 
the result of Liu36 who obtained an energy of -1.658 743 
au at the same saddle point with a CI calculation using 
a Slater-type function basis set containing orbitals up 
through 5f. A good computation for H3 would require 
the same type of basis set used above for H2. For ex­
ample, using the MELD program of Davidson47 with a 
(15s5p2d)/[lls5p2d] Gaussian basis set, we obtained 
a saddle point energy of-1.658323 au, which is 0.000423 
au above the best results of Liu. This basis would be 
a more than sufficient starting point for an HCI cal­
culation on H3 to ensure a few centimeter-1 accuracy in 
the total energy. Below, we attempt to extrapolate from 
our CPU timing for this possibility. 

It should be noted that the following timings were 
found with a very recently implemented code that has 
not yet had extensive optimization; therefore the tim­
ings and, more importantly the extrapolations, should 
be taken as indicative rather than concrete predictions 
as effort to date has concentrated on "correctness" 
rather than "performance". To begin, a trivial basis set 
of a single s-type orbital on each center takes 359 s on 
an IBM ES/3090-J/VF to calculate the integrals. A 
basis set of lslp on each center (12 total orbitals) takes 
191 h on the same system and a basis set of 3slp re­
quires approximately 1000 h. Notice that the number 
of integrals required to be calculated goes as N6 where 
N is the number of basis functions. 

It is intriguing, and somewhat depressing, to specu­
late what would be required to perform a H3 calculation 
that would be accurate to within 10 cm-1 of the "exact" 
value, which is not yet known as it is for H2.

35 If the 
lessons learned from H2 are valid, then a full HCI 
calculation with a basis set of (13s7p)/[13slp] should 
provide approximately 10 cm-1 accuracy. Scaling from 
3slp to 13s7p by N6 would call for somewhere around 
3500 years on a similar system, not counting the six-
index transformation which scales as N7. This is clearly 
not yet approachable without fundamental improve­
ments in either, and probably all, theory, implementa­
tion, and hardware. Assuming a significant improve­
ment in the numerical analysis and its corresponding 
code, at best we could reduce the task to 10-20 years. 
This could be reduced further if a more efficient nu­
merical integration is found and if integrals smaller than 
a given threshold are ignored and/or approximated. 
Indeed the latter is regularly achieved in SCF compu­
tations where savings of a factor of 103 are well-known 
and documented.7 Most recently a series of papers by 
Kutzelnigg48-50 have shown that the Coulomb hole cusp 
can be "added on" to simpler techniques, like MPx: it 
is too early to extrapolate from the new result, but the 
molecular complexity reached in the above recent pa­
pers is encouraging, and the above extrapolation clearly 
points out the need. 

3. Few Electron Atoms 

Let us now consider a more traditional approach to 
the correlation energy problem, namely a linear com­
bination of Slater determinantal functions, i.e., the 
configuration interaction approach, which corresponds 
to v - 0 in eq 1. We shall start with 2-electron systems, 
and then expand up to 10 electrons. Thus from one side 
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TABLE III. Geometrical Basis Sets Employed in the Atomic CI Calculations 
system 

He 
Li+1 

Li 
Be+S 

Be+ 1 

Be 
Ne+ 8 

Ne+7 

Ne+8,Ne 
A r + " 
Ar+16 

Ar+",Ar+ 8 

Zn+28 

Zn+27 

Zn+26,Zn+2° 
Kr+34 

Kr+33 

K r + 3 2 K r + 2 6 

Xe+52 

Xe+61 

Xe+8O1Xe+44 

uncontracted* 

34,20,16,16 
34,20,16,16 
27,16,14,14 
34,20,16,16 
27,16,14,14 
25,16,14,7 
21,16,9,9 
27,16,14,14 
27,22,14,7 
19,13,10,10 
27,16,14,14 
22,16,13,13 
23,17,12,12 
27,16,14,14 
27,21,14,8 
23,16,12,12 
27,16,14,14 
27,20,14,8 
24,16,12,12 
27,16,14,14 
28,20,14,8 

contracted 

26,20,16,16 
26,20,16,16 
21,16,14,14 
26,20,16,16 
21,16,14,14 
21,16,14,7 
15,10,9,9 
21,16,14,14 
21,16,14,7 
15,11,10,10 
21,16,14,14 
18,14,13,13 
16,12,12,12 
21,16,14,14 
20,16,14,8 
16,12,12,12 
21,16,14,14 
20,16,14,8 
16,12,12,12 
21,16,14,14 
20,16,14,8 

«.» 
0.0048961 
0.0057248 
0.0011659 
0.0065534 
0.0065612 
0.0074340 
0.0252763 
0.0179866 
0.0252763° 
0.0263504 
0.0356071 
0.0263504 
0.2826468 
0.0594874 
0.2826468 
0.2199419 
0.1027229 
0.2199419 
0.1884644 
0.1946485 
0.1884644 

C 
1.74358051 
1.74816211 
2.08932430 
1.75274370 
2.10188821 
2.09753060 
2.13164810 
2.13344596 
2.1316481O0 

2.03066641 
2.15843347 
2.08675200 
1.91721335 
2.20674946 
1.91721335 
1.89026687 
2.23843166 
1.89026687 
1.98182357 
2.29752488 
1.98182357 

Jmia 

1,1,1,1 
1,3,5,5 
1,1,1,1 
1,5,7,7 
1,1,1,1 
1,1,1,1 
7,7,7,7 
1,1,1,1 
1,1,2,1 
10,10,10,10 
1,1,1,1 
6,6,6,6 
8,8,8,8 
1,1,1,1 
4,4,5,4" 
9,9,9,9 
1,1,1,1 
5,5,6,5« 
9,9,9,9 
1,1,1,1 
5,5,6,5« 

• Number of uncontracted and contracted GTO's. klt k2, k3, kt means Je1 functions of symmetry type s, k2 functions of symmetry type p, 
k3 functions in each of the symmetry types d, f, g, h, and kt functions of symmetry type i. b See text, j ^ gives the minimum value of the 
index ;'. "For the i symmetry Ct1 = 0.0538801 and C = 4.54392379. •" For the i symmetry only even values of ; were used. «For the i 
symmetry only odd values of ;' were used. 

TABLE IV. Electronic Correlation Energies and Total Energies in Atomic Units for Some Members of the 2, 3, 4, and 10 
Electrons Isoelectronic Series 

2(1S) 3(2S) 4(1S) 10(1S) 

-EtOt-^HF 
He 
Li 
Be 
Ne 
Ar 
Zn 
Kr 
Xe 

He 
Li 
Be 
Ne 
Ar 
Zn 
Kr 
Xe 

-0.04196 
-0.04339 
-0.04415 
-O.04551 
-0.04594 
-O.04616 
-0.04622 
-0.04630 

-2.90363718 
-7.27980759 

-13.65544522 
-93.90661793 

-312.90699489 
-881.40719686 

-1273.65724063 
-2882.407 30818 

-0.0450 
-0.0472 
-0.0509 
-0.0519 
-0.0523 
-0.0526 
-0.0528 

£tot 

-7.477 77253 
-14.32456489 

-102.68195335 
-346.49831600 
-982.22383604 

-1421.58688169 
-3225.67480824 

-0.0939 
-0.1793 
-0.2773 
-0.4200 
-0.4909 
-0.7028 

-14.66695980 
-110.29027801 
-377.81274563 

-1079.10012978 
-1564.74417918 
-3561.67666635 

-0.3800 
-0.3941 
-0.4051 
-0.4081 
-0.4125 

-128.92711270 
-506.36219429 

-1552.96347325 
-2292.30476143 
-5374.37557919 

this represents a notable increase in system complexity 
relative to the HCI approach, but on the other side we 
should expect some loss in the overall accuracy. The 
systems considered are atoms and ions, specifically, the 
neutral ground state of atoms and selected ions of the 
2, 3,4, and 10 electrons isoelectronic series performing 
single and double CI (SDCI) calculations.51 

We have used an atomic configuration interaction 
program ATOMCl62,53 based upon the powerful techniques 
developed in the early 1970's by Sasaki,84 and used by 
Sasaki and Yoshimine65'86 to compute correlation en­
ergies and electron affinities of the first row atoms. 

To decrease the effort in the orbital exponent opti­
mization we have used Gaussian-type orbitals of geo­
metrical basis sets (GBS);57 we recall that in the geo­
metrical basis set67 the orbital exponents a;- are related 
by the equality 

aj = Ct1C'-1 (/' m 1 n) (2) 

and therefore only two parameters need to be optimized 
for a given set of n elements, i.e. ax and C. The same 

set of exponents were used in orbitals with different 
angular momenta, and our basis sets included up to i 
functions. 

In Table III we report the final basis sets used to 
compute the energies of Table IV. In Table III each 
basis set is characterized by the number of primitive 
and of contracted functions of s, p, d through h and i 
type (in all the sets we have used the same number of 
d, f, g, and h functions). The values of ax and C are also 
given, together with ;'min, the minimum value for the 
index ;, again for the s, p, d through h and i symmetry 
types. 

In Table IV the correlation energies are reported, 
together with the total SDCI energies, for selected 
members of the He (IsVS), Li (IsW,2S), Be (ls22s2, 
S) and Ne (ls22s22p6,1S) series, up to the Xe ions. We 
give one more significant digit than physically mean­
ingful (to allow for roundoff) for the correlation ener­
gies, but maintain eight decimal figures, namely the 
numerical accuracy corresponding to the basis sets of 
Table III, for the total energies. 
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TABLE V. Li(1S) Ground State (Contributions from Each 
Symmetry to the Total and Correlation Energies and 
Comparison with the Results of Ref 64) 

basis 
s 
sp 
spd 
spdf 
spdfg 
spdfgh 
spdfghi 

total 
energy" 

-7.448667 
-7.473834 
-7.476760 
-7.477399 
-7.477485 

total 
energy* 

-7.4486658 
-7.4738004 
-7.4766756 
-7.4773817 
-7.4776244 
-7.4777252 
-7.4777725 

correlation 
energy* 

-0.0159390 
-0.041073 6 
-0.0439488 
-0.0446550 
-0.0448976 
-0.0449984 
-0.0450458 

"Limits reported for the MCHF calculation of ref 64. 'This 
work. See Table III for details on the basis set. 

For the 2-electron series, where we perform full CI 
(FCI) calculations, the correlation energy is accurate to 
about the fifth decimal figure, but the accuracy of the 
nonrelativistic total energy is 1 part per 106 au for He 
and goes up to 1 part per 109 for Xe+.52 As is well 
known, the most accurate computations on the two 
electron series are those by Pekeris,58,69 which have been 
often reproduced, because He is a test case for many 
models.60 

For the 3-electron series the accuracy remains nearly 
the same as for the 2-electron series, because, as realized 
long ago, the ls-2s interpair correlation energy is small61 

and thus SR-SDCI yields energies not much different 
from FCI. As far as we know, the best results for the 
Li ground state energy are those by Larsson62 

(-7.478025 au) and most recently those by Bunge63 

(-7.4780624 ± 0.000007 au). Notice that the total 
energy for the top member of the series, Li, compares 
very well to the very recent result of a large scale MCHF 
calculation by Sundholm and Olsen64 involving full scale 
CI within up to 85 orbitals of symmetries ranging from 
s to g, for a total of 11514 configuration state functions 
in Dwh symmetry (-7.477 773 vs -7.477 485 au). In Table 
V the contribution to the total energy and to the cor­
relation energy from each symmetry block are reported 
and compared with the analogous limits for the calcu­
lation of ref 64. Our values appear to be very close to 
Sundholm and Olsen's limits, and the inclusions of 
several g, h, and i functions seems to be effective in 
further improving the final result. 

For four electrons, the limitations of SR-SDCI being 
known, MR-SDCI calculations with two-configuration 
((ls)2(2s)2 and (ls)2(2p)2) MCSCF reference states were 
performed. For Be our MR-SDCI result for the total 
nonrelativistic energy (-14.666 960 au) compares well 
to Bunge's66 (-14.667 328 au including STO basis set 

and FCI truncation errors corrections). 
The computed SR-SDCI correlation energy for the 

10-electron isoelectronic series is about 95% of the es­
timated total.61 In an attempt to go beyond SDCI, an 
approximation which is not sufficiently adequate for the 
10-electron isoelectronic series, and thus to include at 
least partially the contribution of multiple excitations, 
all triple and quadruple excitations from the HF ref­
erence state orbitals to the lowest (i.e. with larger oc­
cupation numbers) two atomic natural orbitals of the 
s, p, and d symmetries obtained in the SR-SDCI cal­
culations were added to the set of singly and doubly 
excited configurations. These are what we label SR-(SD 
+ tq)CI calculations. The SR-(SD + tq)CI correlation 
energy for Be (-0.3800 au) is almost 98% of the Veillard 
and Clementi estimate61 and is 2.5% better than the 
SR-SDCI result. On the other end, the SR-SDCI cor­
relation energies were improved by only 0.4% in Ar+,8 

0.1% in Zn+,20 0.07% in Kr+,26 and 0.03% in Xe+,44 

respectively. This is a clear indication that for a given 
electronic configuration, the stronger the central field, 
i.e. the higher the nuclear charge, the less correlated are 
the electronic motions. 

Let us now comment on the computation time, fast 
memory, and auxiliary storage needed for these com­
putations in order to extrapolate, for example, to 18-
and 36-electron systems (Ar and Kr, respectively). We 
shall consider S states or even closed shells to make the 
estimate somewhat simpler. In Table VI we give the 
pertinent information on the CPU time, the total 
elapsed time, and the storage requirements for the at­
omic SR-SDCI calculations on the neutral members of 
the isoelectronic series taken into account here. Both 
the amount of memory required and the time depend 
strongly upon the number of the 2-electron integrals 
computed and stored and upon the number of config­
urations. While almost 80% of the time is consumed 
in computing and transforming the integrals for He, 
approximately 90% of the time is taken by the evalu­
ation of the energy matrix and by the solution of the 
diagonalization problem for Ne. Approximately the 
same percentages apply to the amounts of storage 
needed to store the integrals and the energy expression. 
As the number of configurations increases, so does the 
dimension of the CI matrix and the time to diagonalize 
it. In Table VI we report also a rough estimate of the 
time and storage requirements which can be extrapo­
lated for some larger systems. The SR-SDCI calcula­
tions with an equivalent basis set for argon and krypton 
would take approximately 25 days and 2.5 years, re-

TABLE VI. CPU Time (on an IBM 3090 V400) and Storage (Mbytes) Requirements for the Atomic SR-SDCI Calculations on 
the Neutral Members of the Isoelectronic Series Considered Here and Estimates for Some Larger Systems 

system 
He 
Li 
Be 
Ne 
Ar' 
Kr> 

GTOV 
126 
107 
100 
100 
124 
147 

CSFs* 
1241 
2526 
3037 

10573 
47000 

215000 

CPU time 
1300 s 

855 s 
1050 s 
4350 s 

21 W 
42Oh' 

elaps timec 

5760 s 
4320 s 
7800 s 

19.6 h 
59Oh' 

23000 h* 

2e intd 

21.0 
11.5 
8.3 
8.3 

19.0 
39.0 

virt mem 
200 
125 
100 
220 
70C 

370O1 

disk mem 
370 
230 
160 
410 

1200* 
700C' 

"Number of basis functions. See Table HI. * Number of configuration state functions. c Total elapsed time in seconds (s) or hours (h). 
dNumber of computed and stored 2-electron integrals (millions). 'Rough estimates for an hypothetical SDCI calculation involving 26s, 2Op, 
17d,f,g,h, and 1Oi GTO's. 'Estimated by quadratic extrapolation of the CPU data. 99% and 99.9% of the time would be taken by the 
generation of the Hamiltonian matrix elements and by its diagonalization for Ar and Kr, respectively. * Estimated by assuming a linear 
relationship between the ratio elapsed time vs CPU time and the number of electrons in the system. 'Estimated from the number of 
2-electron integrals and by a linear fitting of the data for the storage needed to compute and save on disk the energy matrix. ; Rough 
estimates for an hypothetical SDCI calculation involving 30s, 24p, 20d,f,g,h, and 13i GTO's. 
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spectively, and noticeable amounts of fast memory and 
disc space. 

4. Quantum Molecular Dynamics 

We will not report on small molecules since the cor­
responding techniques are not much different from 
those presented above for the neon isoelectronic series, 
with, however, an increasing emphasis on the need for 
multiconfiguration. Nor we shall comment on valence 
bond computations which are reappearing since com­
puters are finally sufficiently fast (as long one does not 
seek high accuracy). We would like to state that "small 
molecules" are the objects for molecular physics 
whereas large molecules are those for quantum chem­
istry in particular and computational chemistry in 
general. As done in the previous section, we discuss in 
some details a practical application, rather than using 
the more standard approach, namely to provide first a 
theory and then search for an application. • 

Below we consider the example of a relatively large 
molecular system, specifically a carbon cluster, C60, for 
which we wish to determine the equilibrium geometry 
and dynamical properties at room temperature. In 
addition we shall assume that the molecule has no 
symmetry, since the geometry determination is one of 
our goals. 

As it is known, both experimental and theoretical 
methods have been employed to explain the predomi­
nance of the 60-atom cluster in the mass spectra ob­
tained with the laser vaporization cluster beam tech­
nique.67"76 Experimental evidence has shown that (i) 
the dominance of C6O in the mass spectra increases with 
longer clustering times, (ii) both C60

+ and C60" are 
dominant clusters, (iii) there exist a special binding site 
for carbon-metal complexes, C60X (X = La, Ca, Sr, Ba), 
and (iv) the C60 cluster is not reactive.67 These results 
have led researchers to believe that a single structure 
is responsible for the experimental observations with 
the most probable candidate that of the truncated 
icosahedron. More recently laser ablation of graphite 
in an inert gas atmosphere has enabled researchers to 
accumulate 99% pure C60 in thin films for analysis.76 

Subsequently, results of Raman, IR, STM, and NMR 
experiments have been obtained.68"70 The existence of 
a single peak in the NMR data indicates all the carbon 
atoms are in identical chemical environments.70 This 
leaves little doubt that the structure of the most stable 
isomer of C60 is indeed that of the truncated icosahe­
dron, the so-called Buckminsterfullerene (Bf). Having 
the structure of a soccerball, this C60 configuration has 
12 pentagonal and 20 hexagonal faces with each atom 
identically bonded to 3 atoms. 

Theoretical investigations of the C60 fullerene have 
included Huckel molecular orbital theory, CNDO, 
MNDO, density functional theory, and Hartree-Fock 
calculations as well as molecular dynamics with em­
pirical interactions potentials.71"78 In this section we 
shall stress molecular dynamics techniques used to solve 
problems generally approached with quantum chemical 
methods. In the next section we will return on quantum 
chemical techniques. Classical molecular dynamics 
(MD) and Monte Carlo (MC) simulations with empir­
ical potentials were reported by Ballone and Miliani,79 

but since the parameters for Tersoff s potential80 are 
fitted to bulk properties its ability to describe carbon 

clusters has been questioned.80-83 On the contrary, a 
first principles approach by Car and Parrinello (CP), 
allows complete degrees of freedom while deriving the 
interaction potential directly from the electronic ground 
state.84 As it is known, the method combines density 
functional theory and classical molecular dynamics 
simulation, and below we apply it to a study of the 
structure and dynamics of the C60 fullerene. 

In principle, density functional theory (DFT) pro­
vides a method of investigating ground-state properties 
from first principle considerations alone, i.e. with no 
adjustable parameters. Hohenberg and Kohn have 
shown that the ground-state energy of a many-electron 
system is uniquely determined by the ground-state 
density.85 Practical applications of DFT became fea­
sible with the work of Kohn and Sham (KS).86 The 
assumption that the ground-state density for the in­
teracting electron system is the same for a noninter-
acting system in the presence of some effective poten­
tial, leads to a description of the interacting electron 
system by a set of N 1-electron (KS) equations: 

(-y2V
2 + V$)¥ | ° = « P * P (3) 

and the corresponding energy is 

E = -%Lnx fdr% + y2 fdrfdrf^l + 
E„[p] + £NN (4) 

where nx is the occupation number of the KS state 1^x, 
H0 is the bare nuclei Hamiltonian, and the remaining 
terms are the Coulomb energy, the exchange correlation 
energy, and the nuclear repulsion energy. The exchange 
correlation energy can be computed in several ways and 
in the local density approximation it is fitted to the 
exchange correlation energy, «xc(p), for a homogeneous 
electron gas of density p: 

Exc[p] = Jdrp(r)eIC(p) (5) 

The last approximation—in principle not essential to 
the DFT—makes the DTF an intermediate approach 
between ab initio and semiempirical. 

The density functional approach within the LDA has 
provided accurate results for crystals, surfaces, and even 
clusters and molecules. The interested reader should 
consult the detailed book by Kryachko and Ludefia87 

on this subject. The above formulation has been casted 
in a form most convenient to compare it with the ap­
proach, discussed in the next section, where the Har­
tree-Fock is complemented by Wigner's correlation 
corrections. 

The CP approach combines density functional theory 
with the molecular dynamics simulation technique,84 

making possible the determination of the atomic con­
figuration, dynamical properties, and the electronic 
structure with a single ab initio calculation. In the CP 
method, a Lagrangian of the form 

L(|*t), I*,), \Ri\, \Ri\) -

W 2 ) E f dr|*,(r)|2 + %tMfl] - E[W1], !*/}] " 

VaE L -JT- + E E A J J dr*'(r)* ;(r) - 8 J (6) 



686 Chemical Reviews, 1991, Vol. 91, No. 5 

is constructed for generating equations of motion for 
the atomic nuclei, [Rj\, and for the parameters in the 
wave function expansion. The first term in eq 6 is a 
kinetic energy associated with the electronic wave 
function with a fictitious mass M> which can also be 
considered as a variational scaling factor. The "mass" 
parameter n is carefully chosen to ensure that the dy­
namics of the wave function is decoupled from the real 
dynamics of the atomic nuclei, n « M7. In this way a 
wave function starting at the minimum will remain close 
to the Born-Oppenheimer surface. The last term in eq 
6 requires the wave function to be orthonormalized at 
each step. The equations of motion 

BE N 

M*<(r) = - — + EAy¥/r) (7a) 

dE ^Z1ZjRij 

W ^ ^ + ̂ -ET/r (7b) 

BRf j R]j Ru 
are numerically integrated, generating realistic trajec­
tories for the nuclei where the forces are derived ex­
plicitly from the electronic ground state. 

Several groups have successfully applied this tech­
nique to the study of small metal and semiconducting 
clusters.81"88 In particular, Andreoni and Scharf im­
plemented this technique in the study of small carbon 
clusters, C2, C4, and C10.

88 Their calculation utilized 
nonlocal, angular-momentum-dependent pseudopo-
tentials with a planewave expansion for the Kohn-
Sham orbitals.86-89 The Perdew-Zunger fit to the Cep-
erley-Alder exchange-correlation energy was used in 
the local density approximation (LDA).90'91 The results 
of their calculation showed that the LDA of density 
functional theory predicts the same structures as those 
obtained by an ab initio CI calculation.92 In addition, 
results of a MD simulation at T = 200-300 K found that 
C4 can have either a ring or linear structure with the 
corresponding local minima separated by a large barrier 
(104 K). The ground-state structure of C10 was found 
to have two degenerate enantimorphs of D51x symmetry. 
At low temperatures the dynamical path separating 
these two minima was investigated. Both C4 and C10 
were predicted to have linear structures at high tem­
peratures, as predicted by Pitzer and Clementi long 
ago.93 

Let us now discuss in detail the calculation of C60, 
which utilizes the same nonlocal pseudopotential and 
exchange-correlation energy mentioned above. A pla­
newave basis set was also used for the wave function 
expansion with a cutoff of 35 Ry. The simulation em­
ployed a supercell with FCC periodic boundary con­
ditions and a lattice constant of 17.5 A. Approximately 
32000 planewaves were required for each of the 120 
electronic states. The "mass", /*, was fixed at 500 au 
and the time step for integrating the equations of 
motion was 3 au. The simulation required 256 Mbytes 
of memory and 90 s per iteration on the IBM-3090/ 
600J. The wall-clock time was reduced by a factor of 
5 by running in parallel on 6 processors. To obtain the 
lowest energy structure, to achieve equilibration, and 
to study the dynamics about 700 h of a dedicated 
IBM-3090/600J were required. 

The initial C60 configuration had the structure similar 
to that of a soccerball with bond lengths close to that 
of graphite and bond angles within several degrees of 
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Figure 3. Vibrational density of states (VDOS) of Buckminst-
erfullerene. 

the correct angles of 108° and 120°. Once a self-consist 
solution to the KS equations had been achieved for the 
initial configuration, geometry optimization was per­
formed with the conjugate gradient method. The lowest 
energy Bf structure so obtained has two different bond 
lengths, a short bond, 1.389 A, on the edge between two 
neighboring hexagons and a longer bond, 1.445 A, on 
the edge between an adjacent pentagon and hexagon. 
An earlier quantum chemical calculation found similar 
results with short and long bonds of 1.369 and 1.453 A.74 

Bond angles in the pentagonal and hexagonal rings are 
108° and 120°, respectively. The radius of the ball from 
the present calculation, 3.538 A, also agrees with the 
experimental estimate of 3.5 A. 

The dynamics of the C60 fullerene were also investi­
gated. The nuclei were first heated by scaling their 
velocities to achieve the target temperature. Since 
heating the atoms this way caused the wave function 
to drift from the Born-Oppenheimer surface, periodic 
minimizations of the wave function parameters were 
required to regain the self-consistent solution to the 
Kohn-Sham equations. Once the velocity scaling was 
completed and a final minimization for the wave 
function performed, the atoms were allowed to evolve 
in time, while conserving the total energy. The CP 
equations ensured that the electron density minimized 
the quantum mechanical energy at each time step. 
After a short simulation for equilibration the atomic 
trajectories were analyzed and the vibrational density 
of states (VDOS) determined. A total of 1.4 ps (20000 
MD steps) were simulated. The average temperature 
for the Bf molecule, determined from the kinetic energy, 
was around 450 K, although the large amplitude os­
cillation of the symmetric breathing mode caused the 
temperature to fluctuate between 200 and 800 K. 

The VDOS is shown in Figure 3. The two symmetric 
breathing modes (A.), corresponding to the expansion 
and contraction of the 5- and 6-membered rings in and 
out of phase with each other, were identified in the 
recent Raman spectra of the C60 film at 496 and 1470 
cm"1, respectively.68 A simple analysis of the average 
radius of Bf molecule as a function of time yields the 
lower Ag mode at 454 cm"1, corresponding to the largest 
peak in Figure 3. A similar analysis of the lengths of 
the two different bond types, allows us to assign the 
small peak at 1364 cm-1 as the higher Ag mode. The 
normal modes of the C60 fullerene have been the object 
of several theoretical investigations.94"97 In Table VII, 
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TABLE VII. Symmetric A1 Breathing Modes (cm-1) for the 
B uckminster f ullerene 

present 
Brendsdal et al.M 

Wu et al.96 

Stanton-Newton97 

expt167 

"i 

1364 
1409 
1627 
1667 
1470 

"2 

454 
388 
548 
610 
496 

a comparison of the earlier attempts to determine the 
symmetric breathing modes as well as the present sim­
ulation are made with the experimental results. Overall, 
the present results compare quite well against the 
previous theoretical calculations. The lowest mode in 
the VDOS found in the present simulation is at 246 
cm"1 which is to be compared to 273 cm-1 in the Raman 
spectrum. In the Raman spectrum, this lowest mode 
corresponds to the Hg squashing mode.94 Results of first 
principles MD simulation of Bf indicate stability up to 
at least 800 K, the highest temperatures simulated. The 
calculated VDOS gives frequencies in fair agreement 
with experiment though consistently yielding lower 
values than the experimentally observed spectra. One 
area of difficulty in the present calculation is the at­
tempt to ascertain the VDOS from such a short simu­
lation time (1.4 ps). In addition, subsequent analysis 
of the dynamical trajectories indicates that not all of 
the vibrational modes were thermally excited during the 
equilibriation phase of the simulation. Longer simu­
lation times are required for both the equilibriation and 
data sampling phases, but would probably yield few new 
results to justify the additional expense. The present 
results, reported elsewhere in more detail,98 indicate 
that Bf is a very stable isomer of the C60 clusters. The 
close correspondence between the observed and calcu­
lated vibrational spectra contributes to the growing 
body of evidence that the experimentally observed C60 
cluster is indeed the Buckminsterfullerene molecule. 

This concludes our example, which has been given to 
illustrate that the CP method can, indeed, be used to 
solve structural and dynamical problems in medium-
large molecules. In the Conclusions section we shall 
discuss the computational cost of the CP method, some 
of its limitations and give some suggestions for im­
provements. 

5. Large Molecules from Quantum Mechanics 

In this section we return on Schrodinger quantum 
mechanics (see Figure 1), and we consider a relatively 
large molecule. To facilitate comparison with the 
previous section, we continue with the carbon cluster 
C60. Let us recall that the existence of an extended 
family of "carbon molecules, Cn" was proposed long ago 
by Pitzer and Clementi93 using semiempirical quantum 
chemistry methods. As above noted, after about 20 
years, in the last decade "carbon clusters" have become 
a rather hot subject and the carbon cluster's literature 
on laboratory data99-106 and computational experi-
ments74,78,98'107"124 is becoming larger and larger. 

Below we use Hartree-Fock functions; we recall that 
in the Hartree-Fock model one describes the N inter­
acting electrons by a set of N 1-electron (HF) equations: 

(-y2V
2 + H$)*?T = £HF^HF (8) 

and the corresponding energy is 

Chemical Reviews, 1991, Vol. 91, No. 5 687 

E = 2EHk + U2Jkl - Kkl) + f[2EHm + 
k kl m 

fL(2aJmn - bKmn) + 2L(2Jkm - Khm)\ + E^ (9) 
mn km 

where the indices k and I refer to orbitals of closed shells 
and m and n are open shell orbitals; the constants a and 
b are the vector coupling coefficients, / is the fractional 
occupation of the shell, and J and K are the Coulomb 
and the exchange energies. By comparing eqs 4 and 9, 
it is evident why often today's DFT is restricted to 
closed shell systems. By defining the correlation energy 
of the N electron and M nuclei system as the difference 
between the exact non relativistic energy and the 
Hartree-Fock energy of eq 9, we can write 

E(exact) = JE(Hartree-Fock) + £(corr) (10) 

and, as known since the early 1930's,125,126 the latter can 
be approximated as 

E(corr) = fdTpec(p) (11) 

where «c(p) is the functional of the Hartree-Fock den­
sity, assumed to be proportional to the correlation en­
ergy of the homogeneous electron gas of density p. By 
including U(corr) in eq 9, we have the Coulomb-Har-
tree-Fock (C-HF) approximation proposed by Clem­
enti,127 and eq 8 is now 

(-1Z2V
2 + HC-HF)̂ p-HF = £p-HF^p-HF Q2) 

A computer program to obtain C-HF functions for 
closed and open shell atoms has been available since 
long.128 It is not difficult to derive rules for the corre­
lation energy in terms of interacting electron pairs i and 
;', triplets i, j , and k, etc., and this leads for example to 
the Clementi-Chakravorty (Cl-Ch) electron pair ap­
proximation129 based on the expansion 

2?(corr) = Y,Vij + £*?;,* + -

Let us now return to the carbon cluster. Following the 
QMD simulation98 reported in the previous section, we 
did consider the electronic structure of the C6O neutral 
cluster. Very preliminary computations were performed 
with a (9,5) Gaussian basis set of geometrical-type57 

contracted to single-f [(9,5)/(2,l)]. In subsequent 
computations, however, we have used the (9,5) basis set 
of van Duijneveldt130 contracted to a double-f [(9,5)/ 
(4,2)]. The SCF-MO closed shell energies resulting from 
these computations are -37.767 and -37.845 au per 
carbon atom, respectively, which can be compared with 
the value of -37.819 au from Luthi and Almlof74 (as 
expected, better than our single-f, but inferior to our 
double-f). Since the correlation energy corrections are 
very important, but because accurate many-body com­
putations are very expensive we have used the Clem­
enti-Chakravorty electron pair approximation,126,129 

known to yield reliable estimates of the correlation 
energy for many molecules at minimal computational 
cost. From the (Cl-Ch) model the computed total 
correlation energy using the [(9,5)/(2,l)] basis set in C60 
is -13.109 au; for the [(9,5)/(4,2)j basis set we compute 
the value of -13.090 au, indicating that the correlation 
energy is indeed important in the C60 cluster. This way 
the cohesive energy per carbon atom in C60 is 139.74 
kcal/mol and 124.31 kcal/mol for the [(9,5)/(4,2)] and 
the [(9,5)/(2,l)] basis sets, respectively. These prelim­
inary computations yield only estimates of the binding 
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Doublet Qj 

TABLE VIII. Comparison of SCF and ToUl Energies for 
the CH Clusters Using the [(9,5,1)/(4,2,1)] Basis Set and for 
the C14-Li Complexes 

a-0.77 

-0.79 

-o.ai 

-0.93 

-o.as 

-0.87 

/ Singlet Q0 

\y 

~_ <K } Triplet q*-

v^y /Doublet Q0" 

V ~ " V Singlet Q0-

i i i i i i 
3.43 3.39 3.(5 . 3.73 

R(A) 
Figure 4. Energy surfaces for three different geometries for 
double- f basis set in C60. 

energy since the basis set is too small. Let us now 
expand the scope of our investigation and deal with two 
topics: first an analysis of the relative stability of C60 
and its ions, both positive and negative, then the in­
clusion of atoms, like Li and Ca, into the C60 cavity. In 
the following, for C60 we will use a geometry were the 
icosahedral symmetry is exact, rather than the "near" 
symmetry obtained from the molecular dynamics sim­
ulation.98 

Since in the following we will discuss C60 spectro­
scopic quantities, like ionization potentials, electron 
affinities, and other excitation energies we must, first 
of all, test the sensitivity of these quantities to geometry 
variations. In order to reduce the computational cost, 
we have assumed that the double/single bond length 
ratio (given by the quantum molecular dynamics sim­
ulation) remains constant, while for the value of R, the 
sphere radius enclosing C60, we have considered R = 
3.50 A, R = 3.536 A, and R = 3.57 A. From Figure 4 
it appears that for the different states of the C60 clusters 
the minima are not exactly the same, but nearly so. Our 
conclusion, obtained by performing 15 double-f basis 
set computations (three for each of the five states 
considered), should retain its over-all validity, even by 
expanding the basis set. From Figure 2 we predict for 
the three different geometries, an electron affinity of 
2.46-2.75 eV, to be compared with an experimental 
value of 2.8 eV.131 The computed values of the ioni­
zation potential remains, however, far from the exper­
imental value: it is either ~ 11.0 or 9.2 eV, by including 
or not the correlation correction. The average elapsed 
time for one of the above computation was about 15 h 
on an IBM-3090/600J used in parallel. 

As it is known, a double-f basis set, even of good 
quality, but without polarization is rather unreliable for 
energy determination aiming at about 5-10 kcal/mol 
accuracy; thus we have added a 3d polarization function 
to the [(9,5)/(4,2)] basis set for each carbon atom. 
Being now the computations are much more expensive, 
we limited our work to one geometry (R - 3.57 A); this 

cluster0 
energies, au 

cohesive 
energies, 
kcal/mol 

C60(S) 

C80
2" (s) 

C60
2" (t) 

C60" (d) 

C60
+ (d) 

complex" 
C60-Li+ (s) 

C60-Li (d) 

B(SCF) 
E(SCF + CC) 
E(SCF + B) 
B(SCF) 
E(SCF + CC) 
E(SCF + B) 
E(SCF) 
E(SCF + CC) 
E(SCF + B) 
E(SCF) 
E(SCF + CC) 
E(SCF + B) 
E(SCF) 
E(SCF + CC) 
E(SCF + B) 

energies, au 
E(SCF) 
E(SCF + B) 
E(SCF) 
E(SCF + B) 

-2271.7596 
-2284.8453 
-2285.0280 
-2271.7442 
-2284.9176 
-2285.0981 
-2271.7481 
-2284.8775 
-2285.0995 
-2271.8093 
-2284.9168 
-2285.1196 
-2271.4518 
-2284.4715 
-2284.6799 

111.36 
150.89 
145.76 
111.20 
151.65 
146.49 
111.24 
151.23 
146.51 
111.88 
151.64 
146.72 
108.14 
146.98 
142.12 

complex 
binding energies: 

-2278.9995 
-2292.3325 
-2279.1735 
-2292.5470 

IE, kcal/mol 
-2.37 

-14.27 
11.43 

-20.00 

° The notation s, d, and t refers to singlet, doublet, and triplet. 

should be acceptable for preliminary results since the 
double- f computations show nearly parallel potential 
energy displacements for the different electronic states 
and configurations (see Figure 4). 

We have considered C60 (singlet), C60" (singlet), C60" 
(triplet), C 0̂ (doublet), and C60 (doublet). We have 
used the Cl-Ch electron pair density approximation129 

to estimate the correlation energy, since it is rather 
reliable129 and computationally very fast (about 2 min 
of CPU time, in the LBM-3090/400 with vector features, 
for the C60 cluster with the double-f basis set, and as­
suming no symmetry). As an alternative and as a test 
we have made use of the Becke density functional al­
gorithm,132 which is of the type of eq 11 and has been 
proven to be quite reliable even if notable more ex­
pensive in terms of CPU time. The two algorithms to 
compute the total correlation energy agree to within 
98%. In Table VIII (top) we report the SCF energy, 
.E(SCF) and the total energy obtained by adding the 
correlation energy correction either with the Cl-Ch or 
the Becke algorithms, the latter are denoted as E-
(SCF+CC) and E(SCF+B), respectively. The SCF 
energy for the states and configurations in the order 
listed above are -2271.7596, -2271.7442, -2271.7481, 
-2271.8096, and -2271.4518 au, respectively. In Table 
VIII we report also the SCF binding energies per carbon 
atom, which are -111.36, -111.20, -111.24, -111.88, and 
-108.14 kcal/mol, respectively, to be compared with 
those corrected by adding the electronic correlation 
effect, given Table VIII. Two main features stand out: 
firstly the ionization potential decreases from 10.98 eV 
(double-f) to 10.17 eV and secondly the energy sepa­
ration between the C 0̂ (in the doublet state) and C60" 
(in the singlet state) is reduced to 0.02 eV from the 
previous value of 0.44 eV (obtained with the double-f 
without polarization). As a consequence, the new com­
puted value for the electron affinity is reduced from 2.75 
to 1.97 eV. Expanding the basis set even further and 
on the basis of pilot computations reported elsewhere78 
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0.20 

0.27 

0.25 

0.29 

Figure 5. Four electronic densities (0.20, 0.25, 0.27, and 0.29 
isocontours) for a fraction of the C60 (top half only) illustrating 
the C=C double and C—C single bonds. 

we conclude that the Hartree-Fock limit value for the 
ionization potential is 7.95 ± 0.05 eV, rather than 8.38 
eV obtained with the [(9,5,1)/(4,2,1)] basis set. Notice 
that the correlation effects can only increase this value; 
notice also that the ionization potential value has not 
been corrected for zero-point energy. This may suggest 
that the C-C to C=C bond length ratio obtained from 
the quantum molecular dynamics simulation needs 
some refinement. 

From these computations on the C60 carbon clusters 
at our geometry, we would like to conclude that, at 0 
K, the ionization potential, uncorrected for the zero-
point energy, is in the range 9.0 ± 0.5 eV, and that the 
electron affinity is in the range 2.2 ± 0.3 eV. Therefore, 
the computed ionization potential and electron affinity 
are in substantial agreement with the experimental 
data,133 keeping in mind the approximations adopted. 
In addition, the above computations on the C60 cluster 
confirm the value of R = 3.536 A, obtained with the 
Car-Parrinello simulation98 (we obtained a value of R 

= 3.528 A for the ground state and about equal values 
for a few different electronic configurations); both 
values are near to the experimental one106 of R - 3.55 
A. We have also offered preliminary predictions on the 
electronic spectra for a few electronic states. Finally, 
we have presented error bars on the computed data, 
providing the reader with the necessary information to 
assess the reliability of our computations. In Figure 5 
we report the electronic density for a fraction of C6O 
obtained from the (DZ + P) computation. 

We shall now discuss preliminary computations on 
a C60 cluster, at R = 3.57 A, with, at its center, either 
a Li neutral atom or its positive ion. Since the Cl-Ch 
approximation is not reliable for intermolecular inter­
actions, we will use the Becke algorithm only. In ad­
dition we recall that for molecular complexes the 
binding energy can be easily overestimated because of 
basis set superposition errors. In these computations 
we have used either the double-f [(9,5)/(4,2)] basis set 
for the carbon atoms or the double-f plus polarization; 
for lithium (either neutral atom or positive ion) we have 
used a [(9,1)/(4,1)] basis set with diffuse s and p 
Gaussian functions, with orbital exponents equal to 
(0.07,0.03) and (0.1) for the two most diffuse s and for 
the p functions, respectively, which yields for Li (2S) 
a SCF energy of -7.43214 au. The computation using 
the double-f plus 3d polarization (DZ + P) brings about 
an interaction for the C60-Li complex of +11.43 kcal/ 
mol at the SCF level and -20.00 kcal/mol by including 
Becke's correlation correction (see Table VIII). The 
Mulliken population analysis for the lithium atom 
yields an ionized lithium with a positive charge value 
of 1.23, namely Li+123, with the 1.23 electrons distrib­
uted onto the cluster. We safely predict a stable C60-Li 
complex. 

In a second computation, we have included a Li+ (1S) 
ion at the C60 cluster center. With the (DZ + P) basis 
set our computation yields an attraction of 2.37 kcal/ 
mol at the SCF level, and 14.27 kcal/mol by including 
Becke's correlation correction (see Table VlII). Notice 
that the Mulliken population analysis yields a net 

Figure 6. C60-Li complex. Top: orbital densities for the Is and 2s (left) and for the 2s electron of lithium in the cluster or in the 
free atom (right). Bottom: Electronic density at three isodensity contours (0.0001, 0.001, 0.002). 



690 Chemical Reviews, 1991, Vol. 91, No. 5 Clementl et al. 

charge of 1.22, namely Li+122, nearly the same value as 
in the previous computation. In Figure 6 we display 
the electronic density of the orbital where the electron 
from the lithium atom has migrated. 

Notice that the ionization potential for Na and K are 
5.14 eV and 4.34 eV, respectively, thus the corre­
sponding complexes with C60 are expected to be stable. 
With the (DZ) basis set, the ionization potential for the 
C60-Li complex is 5.41 eV by using Koopmans' theorem, 
and 5.20 eV by computing it from the SCF energy 
difference between the C60-Li+ and the C60-Li clusters. 
The corresponding values from the (DZ + P) compu­
tations are 4.74 eV and 4.96 eV, respectively. By in­
cluding also the correlation correction, we obtain an 
ionization potential of 6.32 eV for the (DZ) and 5.83 for 
the (DZ + P). Thus, we would like to predict that the 
ionization potential of metal-cluster complexes are near 
to those of the metal atom, especially for the case of 
alkaline atoms. Preliminary computations on the 
C60-Na complex seems to confirm this point. Prelim­
inary computations on the C60-Ca complex yield a small 
repulsion, which, however, we attribute to our choice 
of a cluster with a too small radius. 

Work is in progress to refine these computations, 
expanding the basis set and performing a more exten­
sive geometry optimization. This study is computa­
tionally very demanding, and it was made possible only 
because we used the parallel version of our code.126 

Inclusion of symmetry would have saved considerable 
computer time. 

Computationally, three features have been essential 
for this computation, namely (1) the use of coarse-grain 
parallelism,126 (2) a special feature of our quantum 
mechanics code, KGNMOL, called ADD feature,126 and 
(3) the availability of a number of density functional 
to be used after the Hartree-Fock computation.126 Let 
us explain in some details. Parallelism proved to be 
essential in the formation of the Fock matrix from the 
very extended 1- and 2-electron integral files, which 
averaged 96 Gbytes. Indeed, the bottleneck of large 
molecular computations is the large I/O time; iV-way 
parallelism reduces this time N-folds. The ADD feature 
allows us to retain and reuse all the 2-electron integrals, 
for example of the C60 cluster, in the computation of 
the C60-Li complex and one needs to compute only the 
2-electron integrals for the added basis set of lithium 
and those of the basis set of lithium and the one for C60. 
Typically, on an IBM-9000/720 the CPU time for the 
2-electron integrals of C60 is 96 h, but for the C60-Li 
complex is only 9 h with the ADD feature. The Cl-Ch 
density functional for the cluster required about 2 min 
of computer time; it yields correlation corrections within 
a few percent of the values obtained with more com­
puter-intensive density functionals, thus, is an ideal and 
very inexpensive addition for any Hartree-Fock com­
putation. We recall that the basis set for the C60 com­
plex is 1812 primitive functions contracted to 967. 

In the Conclusions section we shall extrapolate on the 
use of the techniques here adopted for the study of the 
C60 cluster, to larger molecules. 

6. Molecular Dynamics with ab Initio Potentials 

Sixty atoms, like in the carbon cluster, or even 348, 
as in the computation for 12 base pairs in DNA,126 fall 
much short of most chemistry, indeed much of bio­

chemistry and macromolecular chemistry. Thus we 
have to change once more approach and this brings us 
back to molecular dynamics simulations, but classical 
rather than quantum (see Figure 1). Here we count 
atoms, not electrons, and with an algorithm which grows 
with the second power of the number of atoms rather 
than the third (DFT) or higher powers (HF etc.) in the 
number of electrons. We assume point-like atoms with 
a mass subject to Newton's equation of motion ex­
pressed by some effective potential representing the 
interaction between pairs of atoms, the latter obtained 
either from experimental data or from ab initio com­
putations. Below, we will discuss simulations with an 
ab initio derived potential. 

However, the square power dependence on the num­
ber of atoms is good only for pair-wise additive inter­
actions. Unfortunately, the classical many-body aspect 
is very important and cannot be neglected, but this 
would bring back higher power dependence. In this 
section we present a technique which grows as a square 
power of the number of atoms but recovers the main 
fraction of the many-body correction. In addition, the 
example which deals with water molecules and hydro­
gen bonds, brings us into a chemical system of biological 
interest and complexity. 

There are many simulations on liquid water, but the 
one which we will describe is somewhat unusual. The 
novel features of this simulations are (a) the larger than 
usual number of particles, (b) the merging of two ab 
initio potentials, the n-body Nieser-Corongiu-Clementi 
(NCC) potential134,136 (an ab initio two body with ad­
dition of polarization) and of an ab initio flexible model 
to account for vibrations,136 (c) a discussion on a very 
large number of experimental data in the gas and liquid 
phases, all nicely reproduced. 

Let us start with a brief discussion on this new po­
tential.136 In general, the potential energy between two 
flexible water molecules can be written as a sum of two 
contributions arising from intermolecular and intra­
molecular motions: 

V0>9i) = Vintei(ra0;ak) + V^^) (13) 

where rajJ's are the intermolecular atomic distances and 
q/s the internal coordinates (as often done,136 we neglect 
the finer coupling between the n interacting molecules, 
i.e. we treat ak as constants). 

The intermolecular potential here discussed is the 
NCC ab initio potential,134'136 which consists of two 
parts: 

VW = E [Vtwo-bodyMl + P̂Ol (14) 

where the pairwise additive part of the potential is very 
similar to another ab initio water-water potentials, 
known as MCY and the second part of VNCC

 1S a P°" 
larization term. Previous computations, where three-
137,138-140 ancj four-body141 corrections were considered, 
have shown that the many-body corrections are nec­
essary for accurate quantitative predictions. 

In the NCC potential we chose an explicit repre­
sentation of the polarization effects142,143 by inducing 
dipole moments on every interacting molecule. The 
permanent dipole moments of the water molecules are 
represented by three point charges per molecule. The 
polarization on one molecule is hence primarily due to 
the global point charge distribution of the surrounding 
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TABLE IX. Comparison of the Most Stable Configurations 
of the Water Dimer as Predicted by the NCC, the MCYL, 
and the NCC-Vib Potentials (The Atoms Belonging to the 
Two Water Molecules Have Been Labeled Hl, H2, OS, and 
H3, H4, 06, Respectively) 

properties NCC MCYL NCC-vib 

Emln, kcal/mol 
Ao5-Oj- A 
a, deg 
0, deg 
^O6-H1. A 

D 5 "" 2 ' o x 
"O1-H3 ' 1MDe-Hi' A 
ZH1O6H2, deg 
^H3O6H4, deg 

-5.18 
2.97 
- 4 
- 3 5 
(0.9572)° 
(0.9572)" 
(0.9572)» 
(104.52)" 
(104.52)" 

-5.94 
2.87 
- 4 
- 3 7 
0.9564 
0.9665 
(0.9610) 
103.94 
104.46 

-5.15 
2.97 
- 1 
—28 
0.9520 (0.9500) 
0.9818 (0.9823) 
0.9596 (0.9595) 
103.60 
104.34 

' Experimental gas-phase geometry.146 

matter. These induced dipole moments in turn cause 
polarization on the other molecules and thus this effect 
must also be included in the polarization potential. The 
induced polarization is, as usual, taken as a linear re­
sponse to the electric field: 

Mjnd = W (15) 

where M™d is the X-th induced moment on molecule i 
and the polarizability 5,x is assumed to be a static 
property of molecule i. By expressing JSJ01 on molecule 
i in function of the point charges and induced dipole 
moments arising from the surrounding molecules, we 
obtain 

< - »/»<*%+f! W^) 
i - 1 Nm; X = I,.... Nd (16) 

where E ' is the electric field generated by the charges 
q on molecule i at the X position, Nm the number of 
molecules in the system, Nd the number of induced 
dipole moments on one molecule, and T the dipole-
dipole matrix. 

By using the above definitions, the induction energy 
is given by143 

NmN„ 
Vp01 = - V 2 E E M ! ^ (17) 

In the spirit of deriving a nonempirical potential to be 
used for liquid water simulations, all parameters of the 
NCC potential have been fitted to ab initio calculated 
data. We refer the interested reader to refs 134 and 135 
for additional details. 

The second term of our potential, see eq 13, is again 
an ab initio potential for the intramolecular motions, 
obtained from many-body perturbation theory calcu­
lation by Bartlett, Shavitt, and Purvis.144 The potential 
is expressed, up to quartic terms, in function of the 
three internal coordinates of water, the changes in the 
OH bond lengths S1 = R1 - Re and the HOH bond angle 
S3 = Re(8 - B,). 

Let us start by considering the water dimer. Some 
characteristics of the most stable dimer configuration 
predicted by the NCC, NCC-vib, and the MCYL po­
tential are given in Table IX. The three potentials 
predict that the most stable water dimer is of the open 
form with a nearly linear hydrogen bond. 

In the following we will discuss the results of a mo­
lecular dynamics simulation on 1000 water molecules 
carried out for 10.4 ps after equilibriation. The details 

TABLE X. Comparison of the Geometry for the Water 
Molecule (Distances are Given in A, Angles in Degrees) 

experimental 

gas phase 
(IR)" 

MD simulation 

liquid phase* MCYL NCC-vib 

<«OH> 

<^HH) 

<Afl0H>nn. 
<AflHH>rm. 
UHOH) 

0.9572 
1.514 

104.52 

0.966 ± 0.006 
1.510 ± 0.005 
0.095 ± 0.005 
0.090 ± 0.02 
(102.8)' 

0.975 
1.530 
0.023 
0.050 
103.5 

0.978 
1.509 
0.024 
0.051 
101.1 

"See ref 145. ^See ref 148. "Calculated from <fl0H) and (Rm>. 

of this simulation are given elsewhere.146 Let us start 
by commenting on the temperature, energy, and pres­
sure, namely static properties. In MD simulations the 
average kinetic energy, and therefore the temperature 
of the system, always fluctuates. In our MD simulation, 
the temperature was given as a target parameter and 
repeated normalizations of the kinetic energy were 
performed during the equilibriation period. The total 
potential energy, relative to infinitely separated water 
molecules, was -10.72 kcal/mol at the beginning of data 
collection and it varied by less than 0.006 kcal/mol 
during the whole simulation. Including the inter- and 
intramolecular zero order corrections, the above value 
falls in the range -9.9 kcal/mol to be compared with 
the experimental vaporization energy of -9.98 kcal/ 
mol.147 The absolute temperature of our system, 305.5 
K, was determined by averaging the kinetic energies of 
all the atoms over the whole data collection simulation 
period. From our simulation we obtain the average 
value of the pressure P = -2160 ± 364 atm, whereas it 
is P - -1180 ± 470 atm for the rigid model.135 We recall 
that water is a very noncompressible liquid and there­
fore a minimal deviation in the density away from ex­
periments brings about very large variation in the sim­
ulated pressure. 

Let us now compare the geometry of a water molecule 
in the gas145 and in the liquid phases. There are sub­
stantial changes in bond angle and bond length between 
the gaseous and liquid state in our simulation. These 
changes are not built into the potential but reflect the 
collective interactions in the liquid state. The average 
OH bond length in the liquid is computed as 0.978 A, 
about 0.020 A longer than the gaseous value, and is in 
good agreement with the "experimental" value148 of 
0.966 A. It should be noted that the "experimental" 
value is not a measured quantity, but rather a param­
eter adjusted to give a best fit in the "disentangling" 
of the experimental neutron scattering data. The sim­
ulated HOH bond angle, 101.1°, is found to be narrower 
then the experimental value of 102.8°. Also given in 
Table X are the root-mean-square changes, (Ar)0118, of 
the intramolecular OH and HH distances in the liquid; 
the simulated results are smaller than the experimental 
values, and of the same order as computed in the 
MCYL136 simulation. Due mainly to the elongation of 
the OH bond, and the narrowing of the bond angle, the 
average dipole moment of water as determined by the 
potential is 3.11 D, larger than the rigid water model 
which yields a value of 2.8 D.135 We recall that the total 
dipole moment for each molecule of water can change 
at each time step in the simulation and is recomputed 
with a self-consistent field procedure. 

Let us comment on the radial distribution functions 
(RDF), compared in Figure 7 with the goo(r)> Soti(r)> 
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Figure 7. Top: #OH and Soo- Middle: £HO and Dore' composition. Bottom: X-ray and neutron structure functions for liquid water. 

and §HH(r)> obtained from X-ray scattering by Nar-
ten,149 from a time-of-flight neutron diffraction exper­
iment by Soper,150 and from neutron data by Dore.161 

By comparing the pair correlation functions of Figure 
7 with those obtained with the rigid model potential 
(Figure 3 of ref 135) we notice that the inclusion of 
vibrations have changed the height of the first peak of 
the gooW which now is more pronounced, an indication 
that the water molecules in the first hydration shell are 
more localized, namely the hydrogen bond is stronger 
and the amplitudes of librations smaller. Being this 
peak shifted toward smaller distances, the pressure of 
the system is noticeably affected as previously reported. 
The difficulties in separating the three correlation 
functions in experimental data are well recognized.152 

It has been suggested161 that a more appropriate way 
to compare computed vs experimental pair correlation 
functions would be to compare the weighted sum of the 
three functions with the neutron data of Dore.161 From 
Figure 7 the remarkable agreement between the simu­
lated and experimental data is evident. 

Since the radial distribution functions are indirect 
experimental data, it is desirable to calculate the X-ray 
and neutron scattering intensities from our simulated 
radial distribution functions, and compare directly the 
simulated with the original experimental data. In 
Figure 7 the computed (from our gfAr) pair correlation 
functions) and the experimentally determined149 X-ray 
structure functions are plotted in function of k. The 
agreement is good. In the bottom insert of Figure 7 we 
compare the computed total structure functions of the 

neutron scattering with the most recent experimental 
results of Thiessen and Narten.148 The calculated H(k) 
curve in Figure 7 is obtained by using the MD simulated 
results of ga/3(r) as shown in Figure 7 and the intramo­
lecular parameters given in Table X. In the figure the 
agreement between the simulated and experimental 
H(k) is very good. 

However, the main aim of a molecular dynamics 
simulation is to obtain dynamic properties; indeed, most 
of the static properties, previously discussed, could have 
been obtained with Metropolis Monte Carlo. Let us 
start with the translational and rotational velocity au­
tocorrelation functions. Figure 8 (top left) shows the 
velocity autocorrelation functions (VACF), for the ox­
ygen and hydrogen atoms and for the center of mass 
(CM) of the water molecule. These functions are nor­
malized to (02W)). 

The Fourier transform of the velocity autocorrelation 
functions is called the spectral density. Our results 
obtained by fast Fourier transform163 of VACF are 
presented graphically in Figure 8 (top right). Because 
of their high frequencies, the band centered at 1756 
cm-1 is undoubtedly the intramolecular bending mode, 
while those at 3626 and 3694 cm-1 must be associated 
with intramolecular OH bond stretching. Comparing 
with the classical harmonic motions of the isolated 
molecules, which are obtained from the intramolecular 
potential we used and which are also shown in Figure 
8, we find that going from gas to liquid phase, there are 
an up shift of 71 cm-1 in the bending frequency and 
down shifts of 220 cm-1 and 261 cm"1 in the stretching 
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Figure 8. Top left: Velocity autocorrelation functions for oxygen and hydrogen atoms. Bottom left: Simulated infrared spectrum. 
Top right: Spectra density for the liquid and the gas. Bottom right: Detail of spectra density. 

frequencies. These shifts are all in good agreement with 
the experimental IR and Raman results of 50,167, and 
266 cm-1, respectively.154 

The bending mode band (̂ 2) is found at ~1638 cm-1 

in ref 157, and at ~1650 cm-1 in refs 155 and 156. The 
position of this band in our simulation results (at 1756 
cm"1) is overestimated because the intramolecular po­
tential overestimates this position for the gas phase 
(1685 cm"1 computed, versus 1595 cm"1 experimen­
tal),158,166 but both, computed and experimental, agree 
in the shift, for the liquid phase, toward higher fre­
quencies. In the Raman spectrum167 is also detected 
a combination band at higher frequencies than v2, at 
~2130 cm"1. This band, also present in our simulated 
spectrum in the region ~2230 cm"1 (see the bottom 
right insert of Figure 8, which enlarges the region 
1800-4400 cm"1), has been associated to a combination 
band (J»2 + "L) where L is a librational mode. It should 
be noted that the positions of the v2 and v2 + vL differ 
by ~500 cm"1, as found experimentally.157 

The bands at 3626 and 3694 cm"1 must be associated 
with the symmetric (P1) and asymmetric {v3) stretching 
modes, respectively. The resolution into vt and v3 is not 
well resolved in the Raman spectra,167 but a large band 
is observed at ~3400 cm"1. A small band is observed167 

at ~3230 cm"1 which is attributed to a bending-mode 
overtone (2v2) and its Fermi resonance with the 
stretching modes. Interestingly, we find a low intensity 
band at the same frequency, as it is evident in the 
bottom right insert of Figure 8. Also present in the 
same figure is an additional high frequency band at 
~4180 cm"1 also predicted in the MCYL spectrum, and 
later confirmed by neutron-scattering experiments.168 

This band has been interpreted168 as a combination 
band arising from simultaneous excitations of the 
stretch vibrational mode and a breaking of the adjacent 
hydrogen bond. 

Since the center of mass (cm.) of the water molecule 
is very close to the oxygen atom, the drastic intensity 

difference between the #(w)'s of hydrogen and oxygen 
in Figure 8 (top right) allows us to identify immediately 
that the broad band centered around 500 cm"1 is due 
mainly to the rotational motions of the molecules, 
whereas the band centered around 65 cm"1 and the large 
shoulder centered around 190 cm"1 arise from the hin­
dered translational motions. In the experimental IR 
spectra,154 there is also a prominent shoulder near 193 
cm"1 to be identified with the motions of oxygen atoms 
as Figure 8 (top right inset) shows. The peak (not fully 
reported) centered at 65 cm"1 in our simulated spectral 
density should correspond to the narrow band which 
appears at ~60 cm"1 in the Raman and inelastic neu­
tron scattering spectra.154 

Experimentally,164 there is a broad and intense band 
in the IR spectrum near 700 cm"1 and extends from 300 
cm"1 to above 900 cm"1. This can certainly be identified 
with the motions represented by the broad band ex­
tending from 300 to ~1100 cm"1 in our </>(w). However, 
as done for the NCC potential,135 if we compute this 
range of the spectrum not from the Fourier transform 
of the velocity pair correlation function, but from the 
Fourier transform of the single dipole moment corre­
lation function, we obtain the spectrum presented in 
the bottom left insert of Figure 8, where the band, is 
clearly centered around 700 cm"1, in very good agree­
ment with the experimental findings.164 This concludes 
the simulations carried out to test the NCC potential; 
we note that the above list of predictions is, to our 
knowledge, the most comprehensive one in literature 
to test the reliability of a potential—with the same 
model and parameters—in simulations of water in the 
gas and liquid phases. 

Similar and more standard MD simulations for liquid 
water, but without the intermolecular flexibility, have 
been reported from a periodic system of 512 water 
molecules, at 310 K, by using a sixth-order Gear-pre­
dictor corrector algorithm, Ewald-sums, a cutoff radius 
of 12.4 A, a time step of 0.5 fs, and a simulation length 
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of 32 ps after equilibriation. The computer time for this 
simulation is 53 h for equilibriation and 34 h for the 
collection of statistics on an IBM ES/3090-600J running 
in parallel with 6 processors. The entire calculation 
takes about 40 Mbytes of main memory. The simula­
tion with the flexible model takes 4 times longer, due 
to the smaller time step. Notice that by increasing the 
sample from 512 to 1000 molecules, the execution time 
increases by a factor of about 8. 

The by now spontaneous question relates to the 
feasibility to simulate liquids and/or solutions for 
hundreds or even thousands of picoseconds, possibly 
without a proportional increase of the already very 
substantial amount of computer time. This problem 
is discussed in the next section. 

7. Nanosecond Simulations with Stochastic 
Dynamic 

The dynamic fluctuations of proteins around their 
average conformations play an important role in many 
biological processes such as enzyme activity, macro-
molecular recognition, and complex formations. In the 
MD approach,15*"159,163 given the interaction force field, 
the dynamic evolution of the protein atoms are deter­
mined by solving Newton's equations of motion (see 
Figure 1). Molecular dynamic computations are now 
extensively used to refine the experimental X-ray or 
NMR structure and to calculate the free energy dif­
ferences which are essential to a correct evaluation of 
binding equilibria and the changes introduced by site-
specific mutagenesis. The success of MD simulations 
largely depends on the accuracy of the interaction force 
fields, and the ab initio quantum mechanical calcula­
tions have played a critical role in the determination 
of these interaction force fields.161,164 

In this section we shall concentrate on the effect of 
the solvent molecule on protein dynamics.165,167 Due to 
the complexity of the force field needed to describe the 
interaction between the protein atoms, protein-water 
molecules, and water-water molecules and due to the 
fact that the time steps used in the MD simulations are 
of the order of a few femtoseconds, in general, the total 
duration of the molecular simulation lies in the range 
of 10-200 picoseconds. To describe the protein dy­
namics in the nanoseconds and microseconds time do­
main and beyond, we have to seek new simulation 
strategies which can transcend the limitations inherent 
in the molecular dynamic approach. One possible al­
ternative is the stochastic dynamic simulation (SDS) 
methods168"174 wherein the dynamic evolution of the 
biomolecule is studied in a hierarchy of Langevin 
equations, on a time scale which gets progressively 
coarser. In SDS the effect of the dynamic modes not 
considered explicitly are taken into account by suitably 
defining friction and random forces. 

The computational techniques for stochastic dynamic 
simulations have evolved along three different path­
ways. One successful approach, due to Ermak and 
McCammon,169 is based on the assumption that the 
mass of the Brownian particles are sufficiently large so 
that the momentum relaxation phenomena can be ig­
nored and the dynamic trajectories can be obtained by 
solving a Fokker-Planck equation in a configuration 
space. The algorithm has been employed for investi­
gating the bending and twisting dynamics of short linear 

DNAs, the folding dynamics of two a helices connected 
by a flexible polypeptide, and the diffusion of a sub­
strate on an active site of an enzyme.170'171 The second 
approach is due to Ciccotti et al. and is based on gen­
eralized brownian dynamics wherein the coupled Lan­
gevin equations are solved.172 Due to the complexity 
inherent in the accurate determination of the memory 
functions, the application of this method has been re­
stricted to rather simple systems. The third approach, 
which we use below, is due to Allen173 and van Gun-
steren and Berendsen.174 In this approach of the sto­
chastic dynamic simulation, the random force, R, is 
presumed to have a white-noise character and thus the 
frictional force depends on the instantaneous velocity 
of the particle involved. The equation of motion then 
is written as 

Tn1V1 = - THiJ1V1 + F1 + Rt(t) 

(Ri(O)Rj(I)) = 2TniyikbTn{5ijb(t) 

W(Ri) = [2T(Rf)]-1'2 exp 

(Ri) = 0 

(Vi(0)Rj(t)) = 0 

(Fi(0)Rj(t)) = 0 

Rf 
2(Rf) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

Here (...) denotes the averaging over an equilibrium 
ensemble, kb is the Boltzmann constant, Tf is the ref­
erence temperature, and W(Ri) is the Gaussian proba­
bility distribution function of the random force, and 7, 
are the friction coefficients. 

In this section we shall discuss one particular appli­
cation, a study of the dynamic motion in a small protein 
the bovine pancreatic trypsin inhibitor. In recent years 
several experimental, theoretical, and molecular dy­
namic studies on the structure and the dynamics of the 
BPTI protein have been reported.161,176-179 Three 25-ps 
molecular dynamics studies by van Gunsteren and 
Karplus detailed the dynamics of the BPTI in vacuo, 
in a nonpolar solvent, and in a crystalline environ­
ment.175 Smith et al. analyzed the incoherent neutron 
scattering in a BPTI molecule.179 Levitt and Sharon 
conducted a 300-ps molecular dynamic simulation and 
studied the way the BPTI protein changes the prop­
erties of the surrounding water molecules.166 Cusak et 
al. measured the time-of-flight spectra and the gener­
alized density of states in the BPTI protein.177-180 

Clementi et al. conducted two 52-ps molecular dynamic 
simulations161 of the BPTI protein in vacuo and in so­
lution and calculated the density of states and time-
of-flight spectra and compared them with the experi­
mental and theoretical results obtained in the frame­
work of the normal mode analysis. In the following we 
discuss a stochastic dynamic simulation of the BPTI 
protein. To calculate the interaction force between 
protein atoms we use the potential force field by Weiner 
et al.,181 where the hydrogen bond is represented by an 
explicit term. (Presently, we are recomputing, this time 
with an ab initio potential.) 

The results of the stochastic simulations are com­
pared with the molecular dynamic simulation of BPTI 
in water conducted by Clementi et al.,161 where the 
dynamic evolution of 892 atoms of BPTI and 2676 
water molecules was studied for 52 ps. 
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Figure 9. Comparison between experimental and simulated 
density of states for BPTI: top, SDS simulation (full line); ex­
periment (crosses); bottom, MD simulation, BPTI contribution 
(dotted line), sum of BPTI and D2O contribution (full line), and 
experiment (squares). 

To initiate the stochastic dynamics simulation of the 
BPTI protein, first we have to determine the friction 
coefficient Yj of 892 atoms constituting the BPTI pro­
tein. In our study, we use the molecular dynamic tra­
jectories to estimate the friction coefficients. First we 
calculate the diffusion coefficient of each of the 58 
residues constituting the BPTI molecule and then de­
fine the friction coefficient of each atom, assuming that 
the atomic diffusion coefficient is equal to the one of 
the corresponding amino acid residue. 

The stochastic dynamics simulation was conducted 
in a cube of 120.0 X 120.0 X 120.0 A3. The temperature 
was set to 300 K and the time step of the simulation 
was 0.5 fs. The 8192 configurations were collected 
during a 32-ps simulation. On an IBM-3090 computer, 
the CPU time per time step for the stochastic dynamic 
simulation was approximately 2.95 s. The molecular 
dynamic simulation of the BPTI protein in 2676 water 
molecules took 48 s per time step, while for the mo­
lecular dynamic simulation in vacuo the CPU time per 
time step was 2.69 s. Thus the stochastic dynamic 
simulation was approximately 16 times faster than the 
molecular dynamic simulation in solution. In the sto­
chastic dynamic simulation the average RMS deviation 
was around 0.8 A which is considerably less than the 
one found in the molecular dynamic simulation161 in 
vacuo (2.7 A) but close to the RMS deviation for the 
molecular dynamic simulation in solution161 (~1.2 A). 

Let us now compare the MD and SDS trajectories by 
analyzing the incoherent neutron scattering spectra and 
the generalized density of states. In Figure 9 (top inset) 
we have shown the generalized density of states com-
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TABLE XI. Ground-State Energies (au) for the 
Hartree-Fock and Fock-Dirac with and without Breit 
Corrections 

atom H-F F-D F-D + B 
Ne -128.54710 -128.69193 -128.67529 
Ar -526.81751 -528.68379 -528.55147 
Kr -2752.0550 -2788.8622 -2787.4362 
Xe -7232.1384 -7446.9030 -7441.1331 

puted from the 8192 configurations collected during 
32-ps stochastic dynamics simulations. The neutron-
scattering intensities are calculated from the SDS tra­
jectories in the frame work of the classical time corre­
lation functions.161 The corresponding molecular dy­
namics results161 are also shown in Figure 9 (bottom 
inset). Our stochastic dynamic simulation are in rea­
sonable agreement with the molecular dynamics results. 
Both the molecular and stochastic simulation results 
are consistent with the earlier theoretical analysis based 
on the normal mode method.179,180 The shape of the 
curve is also consistent with the available experimental 
scattering intensities from the powder sample.177 In the 
stochastic simulation the protein atoms experience the 
viscous damping due to the presence of solvent atoms. 
This seems to enhance the low frequency modes in the 
density of states spectra. This is in agreement with the 
results predicted by Smith et al.180 who argue that small 
conformation modifications of protein due changes in 
surface interaction upon addition of water modifies the 
mode spectrum such that there is a net shift from 
higher to lower frequencies. 

Our simulations indicate that aspects of the internal 
motions of the BPTI protein can be obtained by using 
the stochastic dynamic simulation techniques which are 
1 order of magnitude faster than the molecular dy­
namics method. Here it would be appropriate to re­
mark that the methodology employed in the present 
SDS simulation is a realization of the simulation 
strategy alluded in the global simulation technique.7"9 

One of the characteristic features of the global simu­
lation technique is the existence of an inherent con­
nectivity in the different computation models describing 
the natural processes at different time scales, and this 
was sketched in Figure 1. Thus in the case of protein 
dynamics, the determination of the potential force field 
from the quantum mechanics methods constitutes the 
first step in the global simulation strategy, the second 
step is performing the molecular dynamics simulation 
and the determination of the friction coefficients from 
the molecular dynamical simulation, marks the begin­
ning of the third stage of the global simulation ap­
proach. 

8. Conclusions 

All the computations above neglect relativistic effects. 
Whereas this might not be too inconsistent for an ac­
curate computation on H2 or H3 aiming at 1-10 cm-1 

accuracy, it clearly becomes a more and more ques­
tionable approximation when one deals with molecules 
and with atoms past neon and aims at millihartree ac­
curacy even in relative energies. It has been noted long 
ago182 that relativistic effects scale as the second to third 
power of the atomic number (Z2 and Z3) while corre­
lation effects scale with the number of electrons (Z for 
neutral atoms) and are taken over by the former (the 
relativistic ones) at about Z = 12. This "caveat" will 
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likely be acknowledged more and more in the coming 
years. In Table XI we report some recent results ob­
tained in our laboratory for atomic computations which 
include the Breit term into the Fock-Dirac Hamilto-
nian.183 Notice that the Hartree-Fock and Fock-Dirac 
energies differ in the first decimal in atomic units for 
Ne but for Xe are already into the hundreds of atomic 
units. The same observation holds for the Fock-Dirac 
with and without Breit correction: from a few hun­
dredths of atomic units for Ne to a few atomic units for 
Xe. These values should make us a bit less optimistic 
on assuming cancellations of relativistic corrections 
when comparing atoms with molecules and we seek 
chemical accuracy, namely 0.001 au. If we compare a 
Hartree-Fock computation with a Fock-Dirac compu­
tation for a given molecule and with the "same" basis 
set we note that the latter will require about 5-10 times 
more CPU time than the former. There are three main 
reasons for this. Firstly, the kinetic balance184 brings 
about an effective increase in the starting basis set; then 
the SCF part is more complex in the Fock-Dirac for­
malism, and finally if one starts with cartesian Gaussian 
functions they need to be transformed into spherical 
functions. In conclusion, presently relativistic compu­
tations remain problematic mainly because we are still 
searching for refinements of the methods, but once this 
problem is solved, these calculations, even if 5-10 times 
more expensive than equivalent nonrelativistic com­
putations, will become standard and common because 
of the increased performance gain of the VIth genera­
tion relative to the IVth. 

Let us now consider the techniques discussed in this 
work starting with the H3 surface, aiming at a 1.0-10.0 
cm-1 accuracy and with the HCI technique. From the 
discussion in section 2, it appears that—assuming one 
has improved the numerical analyses and the code—a 
reasonably accurate surface can be obtained with a 
50-100 GFLOPS system. Keeping in mind the recent 
performance announcements for example by the Japa­
nese computer industry, there is reason to assume that 
this problem will have an accurate HCI solution before 
the end of this century, namely from the VIth genera­
tion computers. However, one could consider alterna­
tives, particularly quantum Monte Carlo techniques3 

or geminal techniques.46 An important merit of the HCI 
is having helped our understanding for the Coulomb 
hole cusp; this aspect likely will be exploited in years 
to come. 

Essentially the same conclusion holds for atomic 
computations with the CI type technique: systems with 
a 50 GFLOPS performance will be most useful. There 
is, however, an apparent need to expand the ATOMCI 
code and corresponding technique either in the direc­
tion of multireference CI or of MCSCF followed by 
extended CI. In addition, present efforts by Prof. Sa­
saki and co-workers to parallelize the code are another 
most welcome step. However one could also look at 
alternatives like "direct" techniques,186 thus using many 
more configurations and at the same time circum­
venting the I/O bottleneck. But it is unlikely that we 
will see many computations with 50-100 electrons and 
with an absolute accuracy of 0.001 au in this century. 
True, for much of chemistry, relative accuracy is what 
it is needed, but is equally true that the "relative ac­
curacy requirement" has been often abused by quitting 

a computation as soon agreement with experimental 
data has been obtained. 

Let us now move to medium and medium-large 
molecules with 200-2000 electrons; this is the field for 
either DFT or for the approach we have used with C60, 
namely Hartree-Fock and correlation energy by density 
functionals. The main problem is the old one for 
quantum chemistry: too small memories, and/or in­
sufficient bandwidth from intermediate storage devices 
to random access memory. 

Let us now move to even larger systems, 1000 mole­
cules of water. This larger than usual number of water 
molecules is of interest mainly for a proper treatment 
of collective effects, like the dielectric constant and 
sound wave simulations, where there are large fluctua­
tions. Can we simulate this system using quantum 
mechanics at each time step for energy and forces? 
Alternatively stated, we ask whether one can use the 
Car-Parrinello technique.84 Scaling from 32 000 plane 
waves needed for 60 carbon atoms to the 3000 atoms 
of the 1000 water molecules, we estimate the need of 
about 1.5 X 106 plane waves. The corresponding CPU 
time on an IBM 3090J is conservatively about 90 h per 
time step with a storage requirement of 20 Gbytes. This 
is contrasted to about 1.4 min per time step when ab 
initio polarization potentials of NCC type and a flexible 
water are used. While a single Car-Parrinello time step 
might be reduced to less than 1 h on a large VIth gen­
eration computer, the 106 required time steps seem to 
make this task infeasible within this century, assuming 
a requirement for comparable accuracy. Notice that the 
number of plane waves could be considerably smaller 
by using a mixed basis, namely plane waves and 
Gaussian orbitals localized on the nuclei (work is in 
progress in our laboratory along this line). 

We would like to forecast that direct use of quantum 
mechanics will become more and more diffuse in mo­
lecular dynamics computations. Considering the 
analysis made above however, it seems that one will 
have to merge energies and forces obtained quantum 
mechanically with energies and forces derived from ab 
initio potentials. This will be particularly important 
for the study of the active site in protein and enzymes. 
Indeed, only in the neighborhood of the active site one 
will follow the reaction at the quantum mechanical level 
while all the remaining interactions would be treated 
at the classical level, using ab initio derived potentials. 
A precursor of this approach is a study of the proton 
transfer in papain.186 

Let us now move from MD to SDS. In this review 
we were mainly concerned with the compatibility of the 
stochastic simulation results with those from molecular 
dynamics simulations. However the real promise of the 
stochastic dynamic simulation lies in its ability to de­
scribe the large scale motion in biomolecules. To 
achieve this goal we have to further reduce the degrees 
of freedom. Instead of the atomic representation em­
ployed in the present study we can rewrite the Langevin 
equations in an extended atomic representation or in 
a residue representation. In the residue representation 
the dynamics of the BPTI protein would be studied by 
computing the evolution of the 58 residues constituting 
the protein. This method which we call the extended 
stochastic dynamic method, being orders of magnitude 
faster than currently used molecular dynamic Simula-
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tions, can be applied to study the cooperative phenom­
ena giving rise to the protein folding process. However, 
progress in this direction requires the development of 
new tools, the most basic among these being the de­
velopment of a new set of potential describing the in­
teraction between the residues. On a large time scale 
as the protein unfolds, the distribution of the solvent 
molecule is likely to change and one might need to 
recalculate the distribution of friction coefficients. Thus 
a long SDS run can be punctuated by the short mo­
lecular dynamics run wherein the new set of friction 
coefficients are determined taking into account the 
deformation of the protein surface as a consequence of 
the unfolding process. 

The present simulation and the above comments 
allow us to extrapolate, even if in a very approximate 
manner, the speed one can obtain from the extended 
stochastic dynamic simulation of the BPTI protein. 
Given that the CPU time for calculating the interaction 
forces among protein atoms (or residues) scales as the 
square of the number of the protein atoms (or residues) 
and assuming that the potential needed for describing 
the interaction among residues requires M times more 
CPU time than one needed in atomic representation, 
the net speed up from the stochastic dynamic simula­
tion to extended stochastic dynamic simulation is pro­
portional to (1/M) X (892/58).2 Thus for M = 4, the 
speed up is around 59, while for M = 10 the speed up 
is more than 20. In comparison to a molecular dynamic 
simulation wherein the solvent molecules are explicitly 
considered, the gain in the residue representation would 
be between 944 and 320. Thus we have proven that in 
the framework of the extended stochastic dynamic 
simulation the study of protein dynamics in the nano­
seconds time scale will soon become feasible. 

The common denominator in our conclusions is that 
if we rely too much on the increased performance of­
fered by the computer industry, then computational 
chemistry will only inch forward at best. The main 
avenue lies in alternative methods and new techniques. 
Thus quantum Monte Carlo, ab initio derived polari­
zation potentials, Car-Parrinello and its extension (as 
outlined above), MBPT, geminals, and direct tech­
niques seem to represent the future of quantum chem­
istry. Techniques designed to move away from basis 
set expansion, toward numerical methods, should be 
examined with rigor, both to escape or reduce the BSS 
error and the N* dependency. At the other side of the 
spectrum, semiempirical methods, density functional 
theory, including Wigner-type correction126,126 added to 
the Hartree-Fock, should be also pursued with vigor. 
Finally quantum chemistry should strive to merge more 
deeply into chemistry and computational chemistry; 
this will require much more attention than presently 
given to data base, expert systems, interactive graphics 
and animation, artificial intelligence and parallelism, 
both coarse and massive. 

In this context we note that SDS appears to have 
some characterization ideally suited for a link with 
neuronal network (NN) simulation studies, presently 
probed for an eventual solution to biological problems 
like molecular recognition and protein folding. At our 
laboratory we have recently concluded an NN simula­
tion on BPTI and we are now using the NN output as 
starting guess (input) for our SDS program. The di-
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mensions of Figure 1 are thus expanding further and 
further. 

We summarize our conclusions in one recommenda­
tion: "look into new techniques, but connect old ones." 
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