
Chem. Rev. 1991, 91, 843-865 843 

Quantum Chemistry and Molecular Engineering of Ollgomerlc and Polymeric 
Materials for Optoelectronics 

JEAN-MARIE ANDRE' and JOSEPH DELHALLE 

Laboratolre de ChImIe Theorlque Appllquee, Facultes Unlversltalres Notre-Dame de Ia PaIx, Rue de Bruxelles, 61 B-SOOO Namur, Belgium 

Received January 2, 1991 (Revised Manuscript Received May 6, 1991) 

Contents 

I. Introduction 843 
I I . Optical Linearities and Nonlinearltles 843 

I I I . Active Main-Chain Polymers 845 
IV. Methods of Calculation 846 
V. Model Calculations 848 

A. Monomers 848 
1. Molecules Containing the Same Number 849 

of TT Electrons: A Comparison 
2. Dependence of the Longitudinal 849 

Polarizability on the Molecular Structure 
3. Structure and Polarizability of 850 

Acetylenic Analogues of Carbocyanines 
4. Peptide Groups in Conjugated 852 

Hydrocarbon Chains 
5. Alkane, Polyene, and Silane Chains: A 853 

Comparison 
B. Dependence of the Polarizability on the 854 

Chain Length 
1. Vlnylacetylene and Polyene Chains 854 
2. Chains of Phenylethylene and 855 

3,6-Dlmethylene-1,4-cyclohexadiene 
3. Oligomers of Cumulenes 855 

C. Hydrogen-Bonded Systems 856 
D. Charge-Transfer Systems 859 

V I . The Problem of Infinite Chains 860 
V I I . Concluding Remarks 863 

/. Introduction 

Materials which exhibit high linear and nonlinear 
responses are currently the subject of intense and 
worldwide research activities. Both linear and nonlinear 
responses find important scientific and technological 
applications, but nowadays the nonlinear electric re­
sponses receive much of the interest owing to their 
promises in telecommunications. Optical communica­
tion characterized by high data-transmission rates free 
from electrical interference, dynamic image processing 
(night vision, phase conjugation, pattern recognition, 
etc.), and optical computing are three examples where 
optical technologies are expected to gradually take over 
electronic techniques. For these applications, devices 
with a nonlinear optical medium are needed to control 
light electrically and optically. 

At least, three types (multilayered semiconductor 
structures, inorganic, and organic compounds) of ma­
terials can be chosen for integration in optoelectronic 
devices; they all have advantages and shortcomings.1 

The growing interest in organics stems from many 
facts. First of all, they are comparatively cheap and 
easy-to-process materials. Furthermore, due to the 
specific role played by the carbon atom in chemistry, 

it is relatively simple to optimize the materials by 
modifying known molecular structures and/or creating 
new ones. Finally and most important, some organic 
compounds have shown enhanced electric responses 
over a wide frequency range, ultrafast response times, 
and high laser-damage thresholds. 

High electric susceptibilities very much depend on 
the nature of the delocalized structure and it is the 
purpose of a molecular design in optoelectronics to find 
molecular systems that yield the largest possible re­
sponses because, among other conditions and advan­
tages, the larger these linear and nonlinear responses 
and the smaller the electric field required to achieve the 
desired electrooptic effect. As already pointed out, the 
molecular structure of organic materials can easily be 
modified in order to maximize the electric responses, 
but this versatility also raises problems because, due to 
cost and time, it is practically impossible to prepare and 
test all interesting compounds. Quantum chemistry can 
help in this type of endeavour not only by rationalizing 
experimental results but also by ranking existing mo­
lecular structures according to their polarizability and 
hyperpolarizabilities prior to experiment and propose 
the preparation of new promising compounds to the 
chemists. 

In this contribution, we want to describe some of our 
efforts in using quantum chemistry methods to search 
for promising monomeric structures that could be in­
corporated in active main-chain polymers. The paper 
is organized as follows: in section II, we briefly intro­
duce a minimal number of concepts about optical lin­
earities and nonlinearities; in section III, a short account 
on the most important forms of electroactive organic 
materials is given with special emphasis on the active 
main-chain polymers. Section IV describes the method 
of calculation used in our illustrations (section V) of 
quantum chemistry applied to the optoelectronics field. 
As explained in section V, reliable calculations of second 
hyperpolarizability coefficients are essentially restricted 
to very small systems. Since this is where the interest 
for active main-chain resides, we rely in this work on 
linear response calculations as indicative of trends for 
nonlinear responses. Section VI serves as an intro­
duction to problems raised by the quantum chemistry 
treatment of infinite polymers. Concluding remarks, 
especially on the presently weak points of the theory, 
are made in section VII. 

/ / . Optical Linearities and Nonlinearltles 
When an electromagnetic wave propagates through 

a medium, it induces a polarization P and a magneti­
zation M as a result of the motion of the electrons and 
nuclei in response to the applied fields. We are inter-
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ested only in the induced polarization and it is only for 
the purpose of keeping the general equations in their 
familiar form that in the sequel, we will occasionally 
refer to the magnetization. The induced polarization 
oscillates at frequencies determined by a combination 
of the properties of the material and the frequencies 
contained in the incident light waves. The optical 
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properties of the medium and the characteristics of the 
radiation that is transmitted through the medium result 
from interactions between the fields radiated by the 
induced polarizations and the incident fields. 

At low field intensities, the induced polarization is 
proportional to the applied electric field intensity, and 
the response of the medium is linear. Various linear 
optical interactions can occur, depending on the specific 
properties of the induced polarizations. Examples of 
linear processes are Rayleigh, Raman, and Brillouin 
scatterings. When the intensity of the incident radia­
tion is high enough, the nature of the response of the 
medium changes, leading to the nonlinear optical ef­
fects. Some nonlinear optical interactions arise from 
the more extended motion of the electrons and ions in 
response to the stronger optical fields. Examples of this 
type nonlinear optical processes are harmonic genera­
tion and parametric frequency mixing. A second type 
of nonlinear response results from a change in the 
property of the medium caused by the incident wave, 
which in turn affects the propagation of the wave. An 
example of such a response is a change in the refractive 
index of a medium induced by the optical wave. 

The propagation of an optical wave in a medium is 
described by the Maxwell equation for the electric field, 
the effects of the induced polarizations and magneti­
zations being included, together with relations defining 
the dependence of the induced polarizations and 
magnetizations with the optical field. The Maxwell 
equation for the electric field of an optical wave in a 
medium is3 

V*E(r,t) - ( W - ^ r - = 
6*P(r,t) d[V X M(r,t)] 

M 0 ^ ~ + Bt ( 1 ) 

E(r,£) is the macroscopic electric field; it is the total 
electric field in the medium, arising both from the op­
tical wave and from the induced polarization, averaged 
over domains that are large compared with molecular 
dimensions.3*1 P(r,£) and M(r,t), respectively, are the 
induced polarizations and magnetizations describing the 
effect of a medium present in the propagation path. 

The problem of propagation in a medium is com­
pletely specified when the relations (constitutive rela­
tions) between the polarization and magnetization and 
the optical field are given. In the area of optoelec­
tronics, assumptions can be made3b that lead to an ex­
pansion of the induced polarization in a power series 
in the electric field of the light wave of the form 

Pi(r,t) = ifLxiPSfitf) + Zxijk
mEj(r>t)Ek(r,t) 

+Lxijkt&%(r*t)Ek(r,t)Ei(r,t) + ...} (2) 
/M 

where the indices i, j , k, and / label the x, y, and z 
components of the vector and tensor quantities occur­
ring in eq 2. The coefficients Xy...(n) are the nth-order 
electric susceptibilities; the first-order susceptibilities 
describe the linear optical effects, while the remaining 
terms describe the nth-order nonlinear optical effects. 
As suggested by their index notation, the susceptibilities 
are tensors; they relate components of the nonlinear 
polarization vector to the various components of the 
optical field vectors. 
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Expression 2 is valid when the optical fields are weak 
compared to the electric field responsible for the 
binding of the electrons in the material. Also, the 
wavelength of the radiation must be long compared to 
the dimension of the atoms and molecules of the non­
linear medium, so that a multipole expansion can be 
used. For most nonlinear optical interactions, the 
electric dipole susceptibilities are the dominant terms 
because the wavelength of the radiation is usually much 
longer than the scattering centers. In line with Neu­
mann's principle, which states that the physical prop­
erties of a system are invariant to its symmetry opera­
tions, the susceptibility tensors Xy... have the sym­
metry properties of the medium and thus can restrict 
the combinations of vectors components of the various 
optical fields that could practically be used. For in­
stance, the odd susceptibility terms are always nonzero, 
while the even terms can be vanishing due to centro-
symmetry. Thus to have effects driven by second-order 
nonlinear susceptibility terms it is important to have 
a noncentrosymmetric medium. 

In order to make quantum chemistry useful in op­
toelectronics problems one needs to bring, and to some 
extent reduce, the problem down to the microscopic 
level. The molecular response relates the change in the 
molecular dipole moment, p, upon interaction with a 
field, F, asM 

Pi(t) = I>yF;(r,t) + LPijkFj(r,t)Fk(r,t) + 

ZyukiFjirMki^Wirj) + ... (3) 

where the indices i, j , k, and I label the x, y, and z 
components with respect to the reference frame in 
which the molecular system is described. Here pt(t) is 
the time-dependent ith component of the induced di­
pole moment vector p(t); ay, /Sy*, and y^i are the com­
ponents of the molecular linear polarizability, first hy-
perpolarizability, and second hyperpolarizability ten­
sors, respectively. For molecules in the bulk, e.g. in a 
crystal environment, the use of eq 3 is not trivial be­
cause the polarizing field F differs from the applied 
optical field and the molecular response is not that of 
the isolated compound. In spite of these problems and 
because large intrinsic values of the coefficients ay, /Sy*, 
and fijki are necessary conditions for high macroscopic 
electric responses to exist, it is quite useful to study 
isolated systems and compare their calculated response. 
In the case of organics, for example, high electric re­
sponses have invariably been noted in systems con­
taining delocalized •K electrons. Out of possible conju­
gated structures, many can readily be discarded on the 
basis of simple considerations (number of ir electrons, 
chain length, etc.), but more quantitative assessments 
require direct quantum mechanical calculations of the 
coefficients a^, ft;*, and 7yW. Factors such as structure, 
primary and secondary, and the resulting electron-
density distribution turn out to have a great influence 
on these properties and are hardly predictable from 
rules of thumb. 

For an isolated compound in an applied electric field, 
the polarizability and hyperpolarizabilities are the 
free-compound properties which can be calculated by 
quantum chemistry methods. In this contribution only 
the time-independent (static or frequency-independent) 
molecular responses will be considered. They can be 

calculated by taking the derivatives of the induced 
dipole moment, p, of the system: 

dFj 
IF-Q 

ft/* = % 

yijM = /e 

d2Pi 
dFjdFk 

&Pi 
dFjdFkdF, 

JF-O 

(3a) 

(3b) 

(3c) 
F-O 

Section IV is devoted to a brief description of the 
calculation methods applied to the systems considered 
in this work. However, before addressing this question, 
it is appropriate to briefly describe the class of com­
pounds that will be considered in this review and in­
dicate why quantum chemistry calculations can be 
valuable in the area of active main-chain polymers. 

/ / / . Active Main-Chain Polymers 

To be useful for integration in linear and nonlinear 
optical devices, materials must combine, in addition to 
high molecular electric susceptibilities, many other 
properties such as a suitable organization at the mo­
lecular level with possible restrictions on symmetry, 
chemical stability, appropriate transparency regions, 
etc. Like in drug design, the conception of new com­
pounds for optoelectronics is a complex task where 
these many constraints on the prospective system must 
be met simultaneously before a good material can be 
claimed. Moreover, since the classes of compounds used 
to form materials often depend on the particular ap­
plication, it is expected that there will be a continuous 
need for designing new compounds for optoelectronics. 
Owing to the current attraction for nonlinear optical 
materials, we briefly indicate the most important forms 
in which they occur. However, it should be kept in 
mind that materials based on linear responses retain 
their full interest and the results reported in this con­
tribution are also valuable for that class of materials. 

The most important forms of organic nonlinear ma­
terials so far produced are single crystals, Langmuir-
Blodgett films, active side-chain polymers where the 
active molecules are grafted to the polymer backbone, 
and active main-chain polymers in which the active 
groups are incorporated into the polymer backbone. 
Impressive optical-quality single crystals of several 
materials4 are now available and can be used in har­
monic generators, parametric amplifiers, etc. However 
crystal growth and material engineering (cutting and 
optical polishing) are still challenging problems to solve 
toward technological applications. Langmuir-Blodgett 
film deposition5 is a very attractive technique to or­
ganize layers of active molecules and impose symmetry 
constraints dictated by x(2) effects. However, producing 
Langmuir-Blodgett films of good optical quality with 
sufficient stability remains a major target. This is why 
a large body of the efforts in the nonlinear optics area 
have been devoted to polymers. 

Active side-chain polymers6 are presently very at­
tractive organic materials for x<2> effects because they 
offer the best compromise between nonlinear optical 
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properties and processing characteristics. In particular, 
they are quite amenable to electric field poling to re­
move centrosymmetry by aligning the permanent di-
poles of the side chains with an externally applied 
electric field. As a result, active side-chain polymers 
have developed rapidly and simple integrated elec-
trooptical devices with commercially interesting spec­
ifications are being proposed. Optimization of these 
materials is still needed; the major efforts being to in­
crease the density and orientation of optically active 
species as well as to improve the time and temperature 
stability of the nonlinear optical effects imparted to the 
films by the poling process. 

Active main-chain polymers1,2f'7 offer the possibility 
of larger concentrations of active groups, chemically 
linked together into the polymer backbone and possibly 
conjugated over large distances. Even though attempts 
have been made to remove centrosymmetry in such 
polymers by poling techniques, they are more naturally 
interesting for x(3) effects where noncentrosymmetry is 
not required. Scaling rules predict that the linear 
molecular polarizability should scale with the conjuga­
tion length lT to the third power, IJ3, whereas the mo­
lecular second hyperpolarizability should increase with 
the fifth power of that quantity, lr

b. On the basis of 
these guidelines, early efforts have been directed toward 
structures exhibiting increased delocalization length of 
x-electron networks to enhance the molecular second 
hyperpolarizability. Various conjugated polymers have 
been proposed and tested, so far with limited success 
because gap lowering and increased coloration have 
always been the consequences of an enhanced delo­
calization. Such consequences are strongly conflicting 
with transparency requirements and with other needed 
properties such as chemical stability, light scattering, 
etc., and it looks as if long conjugation sequences are 
not really appropriate to meet requirements for devices. 
This is why, for instance, copolymerization of conju­
gated oligomeric active segments with saturated spacer 
units has recently been investigated.8 This combination 
of active and nonactive moieties has various advantages: 
control of the conjugation length and optical charac­
teristics of the optically nonlinear active repeat units 
as well as increased processability and film-forming 
capability by controlling the length and chemical com­
position of the saturated spacer(s). If high electric re­
sponses in conjugated organic systems depend directly 
on the chemical nature of the delocalized networks, they 
also depend on their configurational and conformational 
structure in the bulk. Controlling the molecular ar­
chitecture and increasing the density of active species 
appears thus as an important part of the molecular 
design of new materials for third-order nonlinearities. 
In view of the abovementioned requirements, it comes 
as no surprise if crystalline polydiacetylene derivatives 
are still among the best polymeric systems known to 
date. 

This very brief introductory account on the active 
main polymers for nonlinear optics illustrates that it 
is a truly challenging area, and chemical ingenuity will 
probably be the key to success. Quantum chemistry can 
be valuable to this endeavor. Not only can it provide 
calculated molecular polarizability and hyperpolariza-
bilities of new interesting compounds (monomers, oli­
gomers, and polymers) but alo use the full register of 

its predictive potentialities to address many of the 
chemical questions arising in this context (prediction 
of equilibrium geometry, most stable conformations, 
and configuations; analysis of the chemical bonding and 
rationalizing the changes in (hyper)polarizabilities; 
calculation of the extent of bond length alternations due 
to chemical substitution or charge transfer complexa-
tion; comparison of the stability of molecular complexes 
or isomeric structures; etc.). A short and therefore 
nonexhaustive account of a selection of our early and 
present quantum chemistry contributions in this do­
main is presented in section V. 

Before proceeding with illustrations based on our own 
results, it is in order to provide a brief and necessarily 
incomplete account of the theoretical efforts made in 
the area of electric response in direct or distant con­
nection with optoelectronics. Prior to the increasing 
number of calculations for optoelectronids, Hameka was 
the first to get trends of electric responses in a series 
of related conjugated molecules.9 Flytzanis and co­
workers10 have contributed much to clarify the problem 
relating to infinite systems and contributed to help 
identify the dependence of electric responses on the 
dimensionality of the systems (scaling laws). Other 
important contributions made at the rr-electron level 
are due to Ratner,11 Beratan,12 Wagniere,13 and their 
respective co-workers. 

Many semiempirical calculations have also been 
published. Zyss and collaborators14 were the first to rely 
in a systematic way on quantum chemistry methods to 
assess the relative merits of specific molecular structures 
and the influence of substituents on the electric re­
sponses. They were able to predict the optical nonlin­
earities of a large variety of molecules and relate these 
values to other properties such as the transparency 
region and the degree of polarity of the excited charge 
transfer states. Other groups were also actively using 
semiempirical methods with the goal of identifying and 
designing materials with high electric responses: Gar-
ito,15 Morley,16 Waite,17 Pierce,18 Svendsen,19 Zerner,20 

Williams,21 and their co-workers. 
The works made at the ab initio level can be divided 

in two classes: the highly accurate calculations mostly 
carried out on atomic and diatomic systems and those 
performed on relatively complex molecules. In the first 
group are, among others, Bishop,22 Shelton,23 Thakkar,24 

Oddershede,25 Jorgensen,26 and their co-workers. In the 
other group are the works on more complex systems 
which therefore can only rely on less sophisticated 
methods and thus aim at qualitatively reliable numbers. 
Beside our own contributions which will be illustrated 
in section V, one can mention the works by Kirtman,27 

Dupuis,28 and their co-workers. 
These works have been the primary source of inspi­

ration for our own contribution; other important con­
tributions have surely been omitted and we must 
apologize for this. 

IV. Methods of Calculation 

Reported calculations are at the Hartree-Fock level. 
The finite field-self-consistent field (SCF-FF) method 
we use in the oligomeric calculations described in this 
paper was originally proposed by Cohen and Roothaan29 

and is equivalent to an analytic coupled Hartree-Fock 
scheme, standing out for its simplicity. 
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In the SCF technique, one assumes an independent 
particle model in the form of an approximate many-
electron wave function and utilizes the variation theo­
rem. The simplest independent particle wave function 
for an n-electron system is a simple product of n or­
bitals. However, such a form does not include the spin 
properties and does not satisfy the Pauli exclusion 
principle. Thus, in order to take into account these 
requirements, an antisymmetrized product of n spin 
orbitals, called a Slater determinant, is used. A four-
variable spin orbital $,-(r,<i>) is the product of a spatial 
orbital 0,(r) and of a spin function a(w), which can be 
either a(w) or /3(w). The HF equation is the one-elec­
tron equation which allows us to obtain the best or­
bitals, i.e., those spin orbitals that, introduced in an 
antisymmetrized product of spin orbitals, give the best 
total energy of the system (the lowest and the closest 
to the experimental value in agreement with the vari­
ation principle) which can be obtained from such a wave 
function. These equations were suggested independ­
ently by the Englishman Hartree,30 the Russian Fock,31 

and the American Slater.32 Different versions of the 
Hartree-Fock theory have been proposed to deal more 
conveniently with the specific nature of the systems 
considered (closed shell, open shell). The closed-shell 
approximation forces the electrons to be paired in 
common spatial orbitals. The oligomers and polymers 
we consider in this paper are most often in such situ­
ation and therefore we consider only the closed-shell 
approximation. 

The one-electron Hartree-Fock operator has the form 
Zi OCC 

where the Coulomb repulsion and exchange interaction 
operators are defined by the equations 

Jj(r) 0,(r) = \f dr'<pj(r')<pj(r')\r - r ^ ^ t o (5a) 

Kj(r) 4>i(r) = j J*dr'</>;(r')<Mr')|r - r ' r ^ ^ r ) (5b) 

We note the underlying physical meaning of the HF 
field: one determines the motion of a single electron 
characterized by the kinetic operator - 1^V 2 in the 
electrostatic field of fixed nuclei \-Y.A%A\T ~ RAI"1)- The 
electron also moves in the interaction field due to its 
repulsion Coulomb operator CJ00^-Cr)) with the av­
erage electron density {52/0,-(r/)0/-(r

/)J and the exchange 
interaction (Ej00K,^)). In the linear combination of 
atomic orbitals (LCAO) scheme, the molecular orbitals 
are expanded in terms of atomic functions 

4>j(r) = ZcjpXp(t) (6) 
p 

The numerical evaluation of the matrix elements of 
M r ) requests the calculation of one-electron overlap 
(Spq), kinetic (Tpq), and nuclear attraction (Vpq\A) in­
tegrals 

SPI • J*XP(r)x,(r)dr (7a) 

Tpq = J'xp(r)|-1/2V
2}x,(r)dr (7b) 

Vpq\A ~ — x , ( r ) d r (7c) 

two-electron integrals 

(pq\rs) = J JxP(r)x,(r) j^7iXr(r)x s(r)drdr ' (8) 

and varying iteratively combinations of LCAO coeffi­
cients (density matrix elements Dpq): 

Drs = fcjrcjs (9) 

In the finite field-self-consistent field (SCF-FF) 
technique, a term, er-F = -r-F in au, describing the 
interaction between the external field, F, and the ele­
mentary charges (electrons and nuclei constituting the 
molecule) is added to the molecular Hamiltonian; at this 
level, the orbitals are self-consistent eigenfunctions of 
the one-electron field-dependent Fock operator, h(r): 
tfFF-SCF(r) = _1/2V2 _ LZA1T _ R A | - X + 

A 

ZWj(T) -Kj(T)]-T-F 

= Mr) - r-F 
(10) 

The matrix elements of h(r) contain additional one-
electron moment integrals, M„, = J"xp(r)rx9(r)dr; the 
latter integral can be fairly easily calculated at any level 
of approximation and has x - (AfJ, = /xp(r)xxg(r)dr), 
y - (MjL = SxP(r)yxq(r)dr), and z - (Afp, = J"xP(r)-
2X9(r)dr) components. However, one has to realize that 
the self-consistent procedure applies to the solutions 
of h (r). More specifically, the elements Dn of the 
density matrix are now field-dependent quantities, 
Drs(F) weighting the two-electron integrals in the mo­
lecular matrix elements: 

hpg = J*xp(r)h(r)xq(r)dr 

= Tpq - ZZAVpq^ - F.Mp, + 

ZDFS(F){2(pq\rs) - (pr\qs)\ 

(H) 
The FF version of the coupled Hartree-Fock method 

provides acceptable and useful estimates of the polar-
izability components ai;-. This, because the FF approach 
takes into account, directly and in a self-consistent way, 
the orbitals relaxations in the presence of the perturbing 
external electric field. The components of the (hy-
per)polarizability tensors are obtained from derivatives 
of the field-dependent dipole moment with respect to 
the external electric field in the limit of zero field. In 
practice, the components aj; are evaluated numerically 
by using the following approximation for differentiating 
the dipole moment components with respect to the 
field: 

fd<Mi>| 1 
a« = h^- m^inw-*(-m d2) 

( **i F-o 2Fi 
Large values of the field intensity F may be thought 

to be preferable in terms of numerical precision on a, 
which is proportional to Au/F, where A^ is an estimate 
of the numerical error on the dipole moment. The 
difference between the last two values of the dipole 
moment before convergence at the required level of 
accuracy may be taken as a rough estimate of A/u. 
However, higher values of F will increase the difference 
between the finite difference approximation of the di-
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pole derivative and its actual value. In addition, at 
higher values of F, self-consistency is not easily reached, 
and generally the best value for F will be that just below 
numerical divergence threshold. The values of the 
electric field components actually used in the numerical 
procedure are equal to +0.001 and -0.001 au (1 au of 
electric field = 5.1423 X 1011 V m"1). The values of 
polarizabilities reported in this paper are expressed in 
au (1 au of polarizability = 1.6488 X 10"41 C2 m2 J"1). 

Most calculations have been performed with the 
Gaussian 86 series of programs,33 adapted for a FPS-164 
and FPS-364 processors attached to an IBM 9377/90 
computer. A code for the FF evaluation of electric 
polarizability has been added to the original Gaussian 
86 software. The Fletcher-Powell procedure was used 
to minimize the forces on the nuclei and the standard 
threshold conditions of the Gaussian 86 program have 
been kept, i.e. 10"10 au for the two-electron integrals 
cutoff, 10"9 for the requested convergence on the density 
matrices, and 5.0 X 10"4 hartree bohr-1 as the minimum 
residual forces on the cartesian components. 

V. Model Calculations 

In these model calculations, our attention has been 
restricted to the linear response coefficients ai;- because, 
on the one hand, the first hyperpolarizability as such 
is of limited interest for the design of active main-chain 
polymers which are basically centrosymmetric, and, on 
the other hand, reliable calculations of the second hy­
perpolarizability are so far not possible for molecules 
of the complexity that is of interest in this paper. 
Fortunately, measured hyperpolarizabilities usually 
parallel the trends (enhancement or attenuation) ob­
served for polarizability, and empirical models to relate 
hyperpolarizabilities to the linear polarizability have 
been proposed on the basis of these observations. 
Similarly, test calculations on conjugated chains indi­
cate that these assumptions are reasonable.34 Accord­
ingly, we base the investigations reported in this chapter 
on the postulate that the variations obtained for the 
mean polarizability, (a) = [ctxx + <xyy + a„]/3, will be 
indicative of the trends for the average second hyper­
polarizability, (7) = [yxxxx + yyyyy + 7„„ + 2yxxyy + 
27«« +27yy«]/5. 

An important aspect of ab initio calculations is the 
choice of the basis set which describes the electron-
distribution reorganization resulting from the external 
perturbation. It determines both the quality and the 
cost of the results.36 Because of the size of the systems 
treated and the need for results obtained at the same 
level of accuracy for comparison purposes, the minimal 
STO-3G basis has been used for all the molecules con­
sidered, except in the case of silicon compounds con­
sidered in section V.A.5. In spite of its obvious limi­
tations, the STO-3G basis predicts molecular structures 
reasonably well in the sense that errors on bond dis­
tances and angles remain fairly constant for a wide 
variety of molecular structures36 and thus corresponds 
to the seeked conditions for a theoretical design of or­
ganic molecules and polymers for optoelectronics. It 
must be recalled that polarizability is quite sensitive to 
geometry and therefore it is preferable that all geome­
tries be optimized at a common level of theory to avoid 
geometry effects in the predictions. Similarly, good 
qualitative estimates of the polarizability of conjugated 

hydrocarbons as well as structures including the com­
mon heteroatomic bondings have been noted with the 
STO-3G basis.37 However, the components character­
izing the direction perpendicular to the conjugation 
plane are systematically and grossly underestimated; 
this is true unless very extended basis sets are used. 
Thus, the predictions based on the STO-3G basis can­
not be better than semiquantitative, but this is already 
acceptable for the immediate purpose of ranking mol­
ecules of similar composition and/or structures for a 
particular optoelectronic property. 

As already pointed out, the design of active main-
chain polymers for optoelectronics includes many as­
pects and questions into which insight from quantum 
chemistry calculations can be useful. Except for cali­
bration purposes with known results, experimental or 
theoretical, isolated calculations are usually not very 
useful if not placed in the general context of the re­
search. By providing a unified and logical research 
proposition, it is our purpose in this chapter to illustrate 
not only the variety of questions but also their depen­
dence.38 It is with this in mind that we have chosen 
illustrations from our ongoing research on finding the 
characteristics an active main-chain polymer should 
have to exhibit high electric response. The problems 
arise at different levels, each being the heading of a 
section in the sequel. 

First, it is sensible that for exhibiting high electric 
response a polymer should be made out of already po-
larizable monomeric units. Experiment and theory 
agree on the fact that conjugated structures with elec­
tronic and structural "homogeneity" are usually best for 
large electric responses. However, it can be important 
for various reasons to alter this homogeneity by in­
serting heteroatomic functions in a given conjugated 
structure, and thus it is useful to predict the influence 
of these alterations on the overall response. Assessing 
the polarizability of monomeric units will be the subject 
of section V.A. 

One of the interests in active main-chain polymers 
is the possibility to increase the derealization of the 
•w electrons and thus the electric response along the 
backbone by connecting conjugated units. However, as 
wel shall see, it is not necessarily true that connecting 
conjugated moieties will lead to enhanced response, 
even when structural ideality is assumed. This forms 
the subject of section V.B. 

The organization at the molecular level is also im­
portant since sequences of conjugated units, sometimes 
assembled with great difficulties, do not distribute in 
an ordered way and the net response is reduced ac­
cordingly. Quantum chemistry can investigate the 
question of forcing the order, e.g. with hydrogen bonds, 
while not overly spoiling the net electric response. 
Results along these lines are reported in section V.C. 

Finally, doping can force ir-electron structure to relax 
in such a way that enhanced electric responses result. 
This constitutes the subject of the last section, V.D. 

A. Monomers 

In addition to problems concerning the synthesis, 
stability, etc., there arises the question of assessing the 
intrinsic merits of the repeating units of conjugated 
polymers. This evaluation cannot be isolated from the 
other aspects of the problem. One may decide to favor 
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TABLE I. Longitudinal Polarizability, a,„ of Four 
Conjugated Molecules Containing Six «• Electrons'1 

molecule <*,, ««/'» «„/V 
benzene (1) 
hexatriene (2) 
vinylacetylene (3) 
butatriene (4) 

45.26 
104.13 
44.65 
74.23 

30.72 
30.55 
24.08 
36.40 

0.083 
0.172 
0.113 
0.189 

"The polarizability is expressed in atomic units; /, and V are 
measures, respectively, of the conjugated pathway (in bohr) and of 
the molecular volume (in bohr3). 

' , 
H H 
\ / 
C^C 1.39 

H - C O - H 

H ( 1 ) H 

H H H 
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H H H 
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I 
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(3) 

S 1.29 

(4) 

Figure 1. Schematic representation of molecules 1-4 and relevant 
distances (in A). 

the organization at the molecular level (order, packing, 
etc.), or pay attention to the stability of the resulting 
material, or both. This often imposes to compromise 
between the wish of having very effective repeating 
units (e.g. highly polarizable units) and the need to meet 
other constraints conflicting with the best available 
units. For example, contrary to normal intuition, the 
polarizability of conjugated structures does not always 
scale linearly with the number of ir electrons they 
contain. Quantum chemistry calculations can provide 
relatively fast and economic ways of performing reliable 
assessment of various molecular structures. This is 
illustrated in the paragraphs V.A.1-V.A.5. 

7. Molecules Containing the Same Number of v 
Electrons: A Comparison 

The longitudinal polarizability azz of four molecules, 
benzene (1), trans-l,3,5-hexatriene (2), vinylacetylene 
(3), and butatriene (i),38 all containing six x electrons, 
are compared in Table I. 

The calculations have been performed at the STO-3G 
level and all geometrical parameters have been optim­
ized at that level of the theory. The corresponding 
structures are represented in Figure 1. 

The molecular planes coincide with the x,z plane, the 
z axis being along the direction of maximal extension 
of the molecules and the y axis perpendicular to the 
molecular plane. The total longitudinal polarizability 
au is not the best quantity to consider when comparing 
molecules for their electric response, but instead the 
polarizability divided by the scale of the molecule since 
what is important in a material is the density of active 
species. In the case of chain systems, the length could 
be appropriate to scale the longitudinal polarizability. 
As indicated in Figure 1, lT is the vector distance (in 
bohr) between the most distant carbons; it provides a 
qualitative (admittedly arbitrary) measure of the 
molecules extension. A more appropriate quantity, 

however, is the molecular volume, V, because the mo­
lecular anisotropy is not always as important as in bu­
tatriene, for example. V is the volume enclosed in the 
van der Waals spheres centered on each atom of the 
molecules; the volumes due to sphere overlaps are 
subtracted. 

Values in Table I show important differences in the 
polarizability values of the structures 1-4 in spite of the 
fact that they contain the same number of x electrons. 
The first point is that vinylacetylene (3) and benzene 
(1) are the less polarizable of the four molecules, in 
absolute value and relative to both measures of their 
dimension, Ix and V. Hexatriene (2) is quite polarizable, 
which points to a more effective derealization of the 
six ir electrons along the molecular backbone. Vinyl­
acetylene (3), the template repeating unit found in 
polydiacetylenes, is much less polarizable than hexa­
triene. This difference is due to a strong confinement 
of the four ir electrons corresponding to the OsC bond, 
which leads to an overall less effective derealization. 
Finally, butatriene (4), a cumulenic structure, shows an 
appreciable polarizability value. This analysis stresses 
the significant dependence of the polarizability upon 
molecular structure. In particular, the extension of the 
conjugated backbone over which the ir electrons dis­
tribute is important to know. In absence of data on the 
molecular structure, quantum chemistry can supple­
ment the missing information with quite acceptable 
confidence.36 Note that benzene (1), which has good 
chemical stability and tendency to induce local order 
due to its planar structure, is often incorporated in 
polymer backbones for these two reasons. Unfortu­
nately the polarizability of isolated benzene (1) is not 
as much appealing. 

If a„ is scaled according to the dimension of the 
molecules, either by the length lr or the volume V, some 
reordering occurs: butatriene (4) turns out to be better 
than hexatriene (2). Both hexatriene (2) and butatriene 
(4) are intrinsically more polarizable than vinylacetylene 
(3). As already pointed out, vinylacetylene (3) is the 
basic repeating unit of polyacetylene which is, to our 
knowledge, the active main-chain polymer having the 
highest measured third-order nonlinear susceptibility 
x(3). From these calculations it appears that higher 
responses should be possible with new polymers based 
on other repeating units, provided the other conditions 
on stability, molecular organization, transparency, light 
scattering, etc. are met. 

Comparison of the molecular structures in Figure 1 
with their polarizability suggests that the more homo­
geneous the molecular structure and thus the electron 
distribution and the more polarizable is the system. As 
will be seen in the sequel, this seems to be quite general 
and could be used as a simple and convenient rule in 
the design of molecules for optoelectronics. However, 
direct calculations are required to obtain more quan­
titative information on the importance of the polariz­
ability gain with respect to geometry changes. 

2. Dependence of the Longitudinal Polarizability on 
the Molecular Structure37*® 

As already mentioned, the longitudinal electric po­
larizability depends on the molecular structure. In the 
case of polydiacetylene crystals,40 large structural var­
iations can actually be produced, e.g., by application of 
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Figure 2. Structure of the l,5,9-decatriene-3,7-diyne molecule 
(5). 

TABLE II. Geometries and STO-3G-Calculated 
Longitudinal Electric Polarizability, a„, of 
l,5,9-Decatriene-3,7-diyne (5) with Different Geometrical 
Parameters To Model the Basic Repeat Unit of PDA, PTS, 
TCDU and PBT 

oligomer T1, A r2, A r3, A A, deg B, deg a„, au 
PDA" U l 143 US) 43̂ 2 1231) 183/7 
PTS* 1.36 1.43 1.21 44.5 121.9 205.5 
TCDUC 1.42 1.38 1.24 39.3 127.7 302.7 
PBT0 1.44 1.32 1.25 41.9 123.7 412.4 

'Optimized geometry taken from ref 41. b*Experimental Ge­
ometries taken from ref 40b ,c, respectively. 

hydrostatic pressure, mechanical deformation, or 
stresses induced by side groups. Thus, it is interesting 
to investigate in a systematic way the importance of 
structural modifications on a„ for various model oli­
gomers of polydiacetylenes. Here, the active part of 
their backbones is modeled by various geometries of the 
l,5,9-decatriene-3,7-diyne (5) molecule represented in 
Figure 2. These geometries will be denoted under the 
names PDA, PTS, TCDU, and PBT, which, in the case 
of PTS and TCDU, refer to the existing polymers, but 
where the actual side groups have been replaced by 
hydrogen atoms. The geometrical parameters and the 
longitudinal polarizability are given in Table II. To 
the names PDA and PBT correspond the hypothetical 
structures of an ideal polydiacetylene and an ideal po-
lybutatriene; their structures have been obtained by 
geometry optimization of the corresponding infinite 
model chain.41 

PTS and TCDU polydiacetylenes exhibit different 
bond lengths in the polymer backbone as seen in Table 
II; the first one adopts an acetylenic-type structure 
whereas the second one is closer to a butatrienic con­
figuration. This difference in the geometry induces 
significant variations in the longitudinal polarizability 
values as it can be observed in Table II, where the 
longitudinal polarizability is shown to double from PDA 
to PBT. 

Scaling rules,42 which relate the linear a and the 
second hyperpolarizability yijki, suggest that ai;- scales 
with the length of conjugation lT to the third power, 
whereas 7yw scales to the fifth power of that length. 
Thus, a modest increase in ay can become significant 
when it comes to y^u, and controlled geometry altera­
tions toward higher structural homogeneity to favor the 
x-electron derealization may represent an interesting 
way to raise the electric response of organic systems. 
This can be done in various ways; an attempt along 
these lines forms the subject of the next illustration. 

3. Structure and Polarizability of Acetylenlc Analogues 
of Carbocyanlnes43 

As we have just seen, substantial electronic polari­
zations are generally obtained in systems with valence 
electrons highly delocalized over large distances as 

noted in conjugated oligomers. Carbocyanines, H2N-
(CH=CH)nCH=N+H2, are characterized by a highly 
delocalized conjugated pathway evidenced both by a low 
degree of alternation between double and single bonds44 

and high polarizability of their backbones.48 This idea 
was already developed in the lat 1940s by Kuhn.46 It 
was his pioneering contribution to relate the nature of 
the first rr—ir* transition to the concept of bond alter­
nation in conjugated chains particularly in the even-
atom polyene and in the odd-atom polymethine chains. 
Indeed, Kuhn showed that in the series of polymethine 
dyes, the bond lengths between all the carbon atoms 
are equal due to a resonance balance between equiva­
lent extreme forms: 

>N—(CH=CH)n-CH=N+< ** 
>N+=CH—(CH=CH)n-N< 

All carbon-carbon bonds in the skeleton have 50% 
double bond character. This fact was later confirmed 
by X-ray diffraction studies. A simple free-electron 
(FE) model calculation shows that there is no energy 
gap between the valence and conduction bands and the 
limit of the first UV-visible transition for an infinite 
chain is zero. In contrast, when the same approach is 
used in the case of polyenes (polyacetylenes), a much 
poorer agreement with experiment is obtained. In order 
to reproduce the experimental data, Kuhn had to in­
clude a sinusoidal perturbative potential so that the 
electronic distribution corresponds to alternating single 
and double bonds. In this case, the extrapolation of the 
UV spectrum tends to a nonzero energy gap for the 
infinite chain. This question has been investigated in 
more detail47 by plotting the FE transition energies of 
the series of oligomers >(CH=CH)n< (for n = 2,3, ...6) 
and >N—CH=CH)n-CH=N+ (for n = 1, 2, ...5) as 
compared to the experimental values taking into ac­
count the box length as adjustable parameters. In the 
polymethine series, the regression line has its y intercept 
at the origin of the axis. As expected, it corresponds 
to a zero energy gap, i.e., to a metallic character. In the 
polyene case, however, the y intercept is of the order 
of 1.8 eV, a value in close agreement with the experi­
mental energy gap of polymeric polyacetylene. This 
discussion is of crucial importance in the present dis­
cussion, since in the Unsold approximation polariza-
bilities are directly related to first electronic transitions. 
In this way, carbocyanine-based polymers should be 
significantly more polarizable than polyacetylenes. The 
question of bond alternation is thus quantitatively il­
lustrated in Figure 3, where the relevant geometrical 
parameters (bond distances and bond angles calculated 
at the STO-3G level) are given for a series of four model 
carbocyanines, noted 6-9 of increasing length (n - 2, 
3, 5, and 7). 

Note that bond alternation is quickly restored as the 
carbocyanine chain length increases. The alternation 
degree of carbocyanines is classically formalized in 
terms of specific symmetric resonance structures, which 
are chemically induced through the interplay of the 
-NR 1R 2 (=N+RxR2) and (-NR3R4) =N+R3R4 end 
groups; the corresponding resonant structures are 
shown in Figure 4a. 

Since the electronic polarization, in addition to the 
delocalization length, directly depends upon the number 
of active valence electrons per repeat unit, we address 
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Figure 3. Bond lengths (in A) and bond angles (in degrees) of 
four carbocyanines of increasing length H2N(CH=CH)nCH= 
N+H2 (n = 2,3, 5, and 7). The geometries have been optimized 
at the STO-3G level. 
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ĉ ^c 

X^ ±^ X. 

\ c « ' C ^ C 
*ccy* 

N ^ S ^ C ^ V ' 

Figure 5. Molecular structure of the series of related molecules 
10-14. 
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Figure 4. Resonance structures invoked for (a) classical carbo­
cyanines and (b) their acetylenic analogues. 

the possibility of chemically deconfining ir-electron-rich 
moieties such as the —C=C— triple bond to increase 
the number of electrons participating to the electronic 
response. The hope is that by inserting a triple bond 
in a carbocyanine backbone, the —C=C— distance will 
increase and lead to enhanced polarizability; the reso­
nance forms for acetylenic carbocyanines are shown in 
Figure 4b. 

To our knowledge, the first synthesis of an acetylenic 
cyanine has been made by Mee et al.48 They noted an 
hypsochromic shift of the first optical transition as 
compared to those of the carbocyanine analogues (i.e., 
containing the same number of carbon atoms). They 
explained this shift on the basis of the asymmetric 
electron distribution of the acetylenic cyanines. This 
can also be related to the resonance structures shown 
in Figure 4b, which are not equivalent as opposed to the 
carbocyanine case (Figure 4a). In Figure 4b, one of the 
resonance structure is reminiscent of the monomer unit 
of polydiacetylene, while the second is typical of the 
butatrienic form. Butatriene belongs to the family of 
cumulenes which seem to be the most polarizable of 
the conjugated chains investigated so far.49 It is thus 
interesting to determine which of these two limiting 
forms is dominant in the representation of the actual 
structure. A series of five molecules, denoted 10-14 and 
shown in Figure 5, has been considered. Molecule 10 
is the simplest of the acetylenic cyanines; molecules 
11-13 are isoelectronic to 10 and differ only by the 
nature of their chain ends. Note that for a sake of 
clarity, molecule 14 has been taken as identical with 
molecule 6. The general formula is R1(CH=CH)C= 
CCH=R2. For comparison purposes, the results for 
carbocyanine (14, H 2 N C H = C H C H = C H C H = N + H 2 ) 

Figure 6. Numbering system used to denote the bonds in 
molecules 10-14. 

TABLE III. STO-3G-Optimized Bond Lengths (in A) for 
Five Molecules (10-14) 

10 
exptl0 

11 
12 
13 
1 4 - 6 

R1 

NH, 

NH, 
CH, 
CH3 
NH2 

R2 T1 r2 r3 

NH2
+ 1.351 1.373 1.389 

1.370 1.386 1.376 
CH2 1.395 1.329 1.444 
NH2 1.315 1.483 1.309 
CH2 1.519 1.319 1.452 
NH2

+ 1.345 1.382 1.397 

r* 
1.208 
1.212 
1.178 
1.246 
1.177 
1.397 

° Experimental data have been added in the case 

rs 

1.371 
1.394 
1.451 
1.308 
1.453 
1.382 

rt 

1.335 
1.356 
1.316 
1.400 
1.316 
1.345 

of molecule 10. 

have been added to the series. Both the equilibrium 
geometry and polarizability have been computed for 
these molecules by using the same conditions as de­
scribed above. The optimized geometries have been 
used as input for static dipole polarizability calculations. 

Equilibrium geometry parameters are listed in Table 
III according to the convention shown in Figure 6. The 
results show that the carbon framework, (CH=CH)-
C=CCH=, common to all structures, is quite sensitive 
to the nature of the chain ends. Note first the satis­
factory agreement between experimental and theoret­
ical predictions for 10. Molecule 10 has a structure 
intermediate between acetylenic and butatrienic forms. 
Only r4 is substantially shorter (1.208 A) than the other 
CC bonds in the molecule; a typical —C=C— bond 
length at the STO-3G level is 1.170 A.36 This indicates 
a net increase of the —C=C— bond length due to its 
incorporation in a cyanine type structure. Molecules 
11 and 13 exhibit values typical of an acetylenic bond 
length and, from our previous experience,37b'39 it is an­
ticipated that their electric polarizability will be smaller 
than that for molecule 10. Molecule 13 has a clear 
butatrienic configuration which originates from the 
constraining effect of the =CH2 group on the left side 
of the structure. 

Absolute value of the average polarizability for 
molecules 10-14 are given in Table IV. However, to 
make a fair comparison between the five systems, it is 
more appropriate to consider the average polarizability 
divided by the total number of electrons in each mol-
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TABLE IV. Average Polarizability, (a) (in au), and 
Average Polarizability Divided by the Number of 
Electrons, n„ in the Molecule (a/n,)a 

<<*> 

68.25 
46.36 
63.67 
46.07 
73.30 

n, 
50 
50 
50 
50 
52 

MIn. 
1.36 
0.93 
1.27 
0.92 
1.41 

ecule. The largest polarizability is obtained for carbo-
cyanine (14), followed by acetylenic cyanine 10 which 
has a geometrical structure intermediate between the 
alternating acetylenic structure and the more regular 
butatrienic form. Then comes molecule 12, which in­
cludes a butatrienic structure in its skeleton. Finally 
molecules 11 and 13 have the smallest values of po­
larizability in good agreement with the fact that the 
—C=C— triple bond has not been affected. 

Thus, as hoped at the beginning of this study, the 
acetylenic cyanine exhibits a net polarizability en­
hancement over isoelectronic molecules 11 and 13 for 
which the r4 distance is basically a —C=C— triple 
bond in which the four w electrons remain strongly 
confined. The most polarizable system is still the 
classical carbocyanine (14). Also interesting to note is 
the fact that even though molecule 12 incorporates a 
butatrienic structure, it is still less polarizable than 10. 
This is due to the fact that derealization in 14 takes 
place over the entire molecule, while in 12 the electronic 
delocalization is interrupted at r2 (1.483 A = the longest 
C-C bond distance found in the molecules 10-14). 

The largest polarizability is noted for the classical 
carbocyanine (14), which also has the maximum 
equalization of bond distances and thus the best 
chances for electronic delocalization of the structures 
considered in this work. Acetylenic analogue 10, which 
has a structure intermediate between the vinylacetylene 
and butatriene forms, has the next largest polarizability. 
Compound 12, which exhibits a butatriene-like struc­
ture known to be a highly polarizable fragment, has 
nonetheless an average polarizability smaller than those 
of 14 and 10. This is because of the large r2 distance 
which, as pointed out in the theoretical analysis by 
Flytzanis,42 disrupts the actual delocalization and limits 
its extent to a smaller portion of the molecular frame­
work. The results on the triply bonded moiety (—C= 
C—) are somewhat deceptive, but other fragments could 
be more suitable. 

4. Peptide Groups In Conjugated Hydrocarbon 
Chains33 

Another example of altering the structural homoge­
neity of conjugated hydrocarbon chains is provided by 
the incorporation of a peptide or amide bond, -NHCO-, 
into a butadiene backbone. As shall be discussed in 
section V.C, peptide-like bonds could be used as chem­
ical tools to force the organization of active molecules 
and/or polymers in the bulk. Therefore it is interesting 
to estimate their influence on the resulting polarizability 
of a conjugated system that incorporates such hetero-
atomic groups. In Figure 7 are shown two molecules, 
iV-vinylacrylamide (15) and iV-butadienylformamide 
(16), containing two C=C double bonds and an amide 
group. In the first system (15), the C=C double bonds 
are separated by the -NHCO- group, while in 16 these 
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Figure 7. Relevant bond distances (in A) of JV-vinylacrylamide 
(15) and iV-butadienylformamide (16). 
TABLE V. Longitudinal Polarizability, a„, Average 
Polarizability, <<*> (in au), and 1„ the Delocalization 
Length (in A), for Molecules 2, 15, and 16 

molecule a„ (a) lr 

N-vinylacrylamide (15) 64.29 36.26 6.04 
iV-butadienylformamide (16) 76.36 41.25 6.15 
trans-l,3,5-hexatriene (2) 104.13 43.93 6.13 

C=C bonds are directly connected. This procedure of 
comparison has been chosen to eliminate, as much as 
possible, the deficiencies due to the limited basis used. 
In Table V are given the longitudinal polarizability, a„; 
the average polarizability, (a); and the delocalization 
distance, lT. Polarizability and fully optimized geom­
etries for molecules constrained to remain planar have 
been obtained with the STO-3G basis set. The relevant 
bond distances are given in Figure 7. The corre­
sponding results for the trans-l,3,5-hexatriene for 
comparison have been added in Table V. 

On the basis of the longitudinal and the average po­
larizability values given in Table V, the amide group 
—NHCO—, even with its four ir electrons, is less po­
larizable than a C=C double bond with only two x 
electrons. In a peptide group the C-N bond has some 
degree of double bond character resulting from the 
delocalization of the nitrogen lone pair into the carbonyl 
group; the calculated C-N bond distance is 1.42 A in 
iV-vinylacrylamide (15) and N-butadienylformamide 
(16). This bond length is intermediate between a true 
C=N bond, 1.27 A in H2C=NH, and a single C - N 
bond, 1.48 A in H3C—NH2, both calculated at the 
STO-3G level.31 A similar delocalization is not observed 
for the C-C bond adjacent to the carbonyl group, in 
that case the bond distance is 1.52 A, which is typical 
for a single C-C bond. Thus, in iV-vinylacrylamide (15) 
the C=C double bond is in a way isolated from the rest 
of the conjugated framework of the molecule. This is 
not the case in iV-butadienylformamide (16), where the 
carbonyl group is located at the end of the molecule. 
Even in this case and in spite of the four ir-electrons 
brought by the peptide group, the overall polarizability 
is not as large as in irarcs-l,3,5-hexatriene (2). Notice 
also that iV-butadienylformamide (16) is slightly more 
stable than iV-vinylacrylamide (15); at the STO-3G level 
the difference of stability is of the order of 1 kcal mol"1. 
Thus peptide bonds, when incorporated in a conjugated 
hydrocarbon chain of the polyene type, disrupt signif­
icantly the conjugation and should not be used unless 
they can serve other important purposes such as in­
ducing local order. It must be kept in mind however 
that when located at the end of a molecule, peptide 
groups do not spoil the polarizability as much as when 
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Figure 8. Relevant bond distances (in A) of alkane, polyene, and 
silane chains. 

they are incorporated in the conjugated backbone. 
Therefore, they still could be used as terminal groups 
to enhance the organization of the active species in the 
bulk. 

5. Alkane, Polyene, and Silane Chains: A 
Comparison50 

Silicon-based polymers, especially polysilanes, have 
recently been the subject of an increasing number of 
studies for their electronic properties61 in general and, 
in particular, for their nonlinear optical properties.52 

Already in 1986, Bigelow and McGrane obtained from 
MNDO calculations that the ground-state electronic 
distribution of the saturated silane oligomers are con­
siderably more polarizable than a fully conjugated 
polyene backbone of comparable length.53 In this 
subsection, we compare the computed equilibrium ge­
ometry and electric polarizability of polyethylene, po-
lyacetylene, and polysilane model compounds, respec­
tively referred to as H(CH2J2xH, H(CH)2xH, and H-
(SiH2J2xH, with x ranging from 1 to 4. Full geometry 
optimizations have been carried out with the split va­
lence 3-21G basis set54 on the model systems in the D2/, 
symmetry. The D2/, symmetry corresponds to the pla­
nar zigzag conformation that has been shown to be more 
stable than the helical gauche form in a recent polymer 
band structure calculation on polysilane.55 

The optimized geometries have been used as input 
for static dipole polarizability calculations with the 
3-21G basis set. This 3-21G basis provides a reasonable 
compromise between cost and reliability of polariza­
bility estimates.66 The resulting optimized geometrical 
parameters of interest for C8H18 (20), C8H10 (24), and 
Si8H18 (28) results are displayed in Figure 8. The hy­
drocarbon compounds do not need special attention 
since they have already been discussed at length for the 
conjugated systems57 and for the saturated ones.36 In 
the case of the silicon oligomers, our results are in good 
agreement with the bond lengths and angles reported 
by Teramae68 for the first terms of the H(SiH2J2xH 
series. With respect to the electrical polarizabilities to 
be discussed, it must be pointed out that for the same 
stoichiometry, the chains containing silicon atoms are 
roughly 1.5 times longer than their corresponding hy­
drocarbon analogues. This is important because it is 
known from the work by Flytzanis42 that the conjuga­
tion length is a major condition to have highly polar­
izable structures. 

TABLE VI. Molecular Volume, V (in bohr*), Average 3-2IG 
Polarizability, (a), Longitudinal 3-21G Polarizability, <*„ 
(in au), and Longitudinal 3-21G Polarizability per Volume, 
(a) V , for the Series of Oligomers Considered in This 
Paper0 

oligomer <«> 
100 X 

C2H6 (17) 
C4H10 (18) 
C6H14 (19) 
C8H18 (20) 
K = 21.97, 0 

C2H4 (21) 
C4H6 (22) 
C6H8 (23) 
C8H10 (24) 
K = 24.53, a 

Si2H6 (25) 
Si4H10 (26) 
Si6H14 (27) 
Si8H16 (28) 
K = 55.70, 0 

= 1.07 

= 1.57 

= 1.38 
0 Parameters K and 

318.7 
507.2 
739.3 
956.3 

251.7 
429.3 
613.1 
782.2 

529.5 
959.2 

1400.7 
1830.7 

a in the re 

22.20 
45.47 
71.30 
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30.73 
73.55 

136.69 
218.20 
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374.05 

ationship 

21.32 
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60.49 
80.56 

18.34 
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103.02 
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7.29 
9.34 
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13.17 
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12.88 

between the 
longitudinal polarizability and the number (xj of carbon or silicon 
atom pairs in the chains. 

400 

300 -

Figure 9. Trends in polarizability in the series of alkane, polyene, 
and silane chains. 

The longitudinal polarizability, a« (longitudinal 
means parallel to the chain direction), the average po­
larizability, (a), and the molecular volume, V, are 
presented in Table VI for the series of molecules H-
(CH2J2xH, H(CH)2xH, and H(SiH2J2xH with x ranging 
from 1 to 4. 

Comparison of the evolution of the polarizability 
between the sets of compounds versus the chain length 
indicates that the largest increase in the longitudinal 
polarizability (a«) and <a) is found for the polysilane 
series in Figure 9. Our results confirm the previous 
predictions by Bigelow and MacGrane53 on the larger 
polarizabilities of the polysilane chains compared to the 
fully conjugated polyene framework of comparable 
length. Note, however, that the exponent a, 1.38 and 
1.57, respectively, for H(SiH2J2xH and H(CH)2xH (see 
Table VI), in the mathematical fit ct„ = Kx0 reveals that 
long polyene chains will ultimately be more polarizable 
than the saturated silane oligomers. Nevertheless, these 
exponent values are sufficiently close that it will take 
very long polyene chains before they exhibit polariza­
bilities similar to their silane analogues (in absence of 
additional effects such as the saturation of the polar­
izability, a straightforward extrapolation of the data in 
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Table VI shows that the crossing point should roughly 
occur for approximately 75 pairs of carbon or silicon 
atoms). These results support the often used termi­
nology of "a conjugation" for polysilanes.55'69 

Silicon polymers appear to be very promising com­
pounds for optoelectronics and further quantum chem­
istry studies could provide additional information on 
their potentialities. Several questions regarding their 
chemical stability, molecular structure, chain length, 
and effects of incorporating heteroatoms in silicon-
based chains or incorporating silicon moieties in con­
jugated hydrocarbon chains should be addressed. 

This series of examples on assessing the delocalization 
of electrons in various conjugated frameworks, x and 
<r, is far from being exhaustive, but it should convey 
some idea on how quantum chemistry calculations can 
be used in the context of the design of highly polarizable 
systems. In the next section, we consider chain length 
increase as a way to enhance the polarizability. 

B. Dependence of the Polarizability on the 
Chain Length 

We have already noted that it is important to scale 
the polarizability values according to the length of the 
conjugated framework lT or some other quantity, such 
as the molecular volume, V, to have a suitable measure 
of the intrinsic polarizability of a given conjugated 
system. In several cases, connecting conjugated units 
together leads to a net polarizability that is more than 
additive in the constituent contributions. For example, 
in polydiacetylenes the one-dimensional delocalization 
that results from the polymerization of diacetylene 
molecules produces a dramatic enhancement of the 
optical nonlinearities of these compounds. The TCDU 
polymer [—CR=CRC=C—]x, where R is 
(CHj)4OCONHPh, shows a response of 6 X 102 times 
that of the TCDU monomer.7 Since large electric re­
sponse is one of the main targets in the design of con­
jugated organic polymers for optoelectronics, this other 
way of enhancing the polarizability is certainly worth 
considering but with due attention to other require­
ments. It can be anticipated that not all units are 
equally appropriate for polarizability enhancement, and 
furthermore, one might be willing to mix units of dif­
ferent kinds. Therefore, model calculations carried out 
to assess the polarizability of various arrangements of 
units connected in a chain as a function of the chain 
length are certainly useful to define the most suitable 
choice out of a set of different possibilities. 

The size-dependence of the electronic polarizability 
of conjugated systems has been studied first for metallic 
polyene (polyacetylene) chains within the framework 
of the free-electron and Hiickel models; they predict a 
dependence of longitudinal polarizability a« propor­
tional to lr

3. According to these findings, the longitu­
dinal polarizability should grow as the third power of 
the chain length and thus diverge in the limit of an 
infinite chain. On the one-hand, free-electron and 
Hiickel theories do not take into account Coulombic 
interactions explicitly, and on the other hand, structural 
reorganizations in the chain cannot be ignored as the 
size increases. Bond alternation influence on the 
longitudinal polarizability of polyenes containing in­
creasing number of carbon atoms has been investigated 
at the ab initio level. The quantity actually followed 

H H 

I I 
H^ -C. H H^ ^C. H 

H " % ^ H H ^ N Z S . ? 
H H N ^ H 

(29) (30) I 
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H H H H H H H H 

I I I I I I I I 
%^C^C^H "-C^C^C^S^C^H 
I I I I I I I I 
H H H H H H H H 

(2) (31) 
Figure 10. Schematic representation of l,5-hexadiene-3-yne (29), 
l,5,9-decatriene-3,7-diyne (30), trans-l,3,5-hexatriene (2), and 
Jrans-l,3,5,7,9-decapentaene (31) molecules. 
TABLE VII. STO-3G Longitudinal Polarizability, a„, 
Average Polarizability, (or) (in au), and / „ the 
Delocalization Length (in A), for Molecules 29, 30, 2, and 31 

molecule a„ (a) /„ 
l,5-hexadiene-3-yne (29) 44.65 
l,5,9-decatriene-3,7-diyne (30) 85.28 
«rans-l,3,5-hexatriene (2) 104.13 43.93 6.13 
trans- 1,3,5,7-decapentaene (31) 217.25 

is the polarizability per vinylic moiety, ot„/n. a„jn 
increases with the number of double bonds, but even­
tually saturates, indicating that a regime of linear in­
crease has been reached. Also seen is the fact that the 
value at which a„jn levels off and the number of 
double bonds at which the linear regime prevails is 
strongly related to the degree of alternation measured 
as the difference between the lengths of the single and 
double carbon-carbon bonds. Note, however, that this 
dependence is not trivial and it is quite unlikely that 
the simple reference to bond alternation will be ap­
plicable to more complex systems. Even if this would 
be the case, one must still know from the start the 
geometrical parameters connecting the units and the 
possible structural relaxations in the units due to these 
connections. Here again, quantum chemistry calcula­
tions can provide useful quantitative support as to these 
structural changes and their incidence on the polariz­
ability. To illustrate the above mentioned discussion, 
two cases concerning the influence of the oligomeriza-
tion (connecting units) on the resulting polarizability 
are described. 

1. Vinylacetylene and Polyene Chains38 

In this first example, the influence of oligomerization 
on the longitudinal polarizability is examined by com­
paring l,5-hexadiene-3-yne (29) and 1,5,9-decatriene-
3,7-diyne (30), on the one hand, and £rans-l,3,5-hexa-
triene (2) and trons-l,3,5,7,9-decapentaene (31), on the 
other hand. These molecules are schematically repre­
sented in Figure 10, the corresponding STO-3G values 
of the longitudinal polarizability, a„, and average po­
larizability, (a), are reported in Table VII. 

Going from l,5-hexadiene-3-yne (29) to 1,5,9-deca-
triene-3,7-diyne (30) means adding 10 more x electrons 
with the — C = C C H = C H C s C - moiety inserted be­
tween two vinylic groups, while going from trans-
1,3,5-hexatriene (2) to irans-l,3,5,7,9-decapentaene (31) 
amounts to incorporate three C=C double bonds car­
rying a total of six w electrons between the two vinylic 
groups. The net gain in polarizability is more sub-
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Figure 11. Schematic representation of 3,6-dimethylene-l,4-
cyclohexadiene (33) and phenylethylene (32) molecules and of 
their polymerization schemes (33' and 32'). 

TABLE VIII. STO-3G Longitudinal Polarizability, <x22, 
Average Polarizability, <a) (in au), and Ix, the 
Derealization Length (in A), for Molecules 32 and 33 

molecule <«> 
phenylethylene (32) 76.39 47.53 4.94 
3,6-dimethylene-l,4-cyclohexadiene (33) 125.41 55.81 5.45 

stantial with the polyenic backbone, because of a more 
efficient derealization of the IT electrons in this geo­
metrical framework. As already seen in the case of the 
acetylenic analogues of carbocyanines, section V.A.3, 
triple bonds, notwithstanding the fact that they are 
ir-electron richer than double bonds, have their elec­
trons more confined between the nuclear centers of the 
bond and form less polarizable structures. 

2. Chains of Phenylethylene and 
3,6-Dimethylene-1,4-cyclohexadiene38 

In this second example, we speculate about the in­
terest of having chains formed by the repetition of 
3,6-dimethylene-l,4-cyclohexadiene (33) units compared 
to chains made out of phenylethylene (32) units. The 
molecules are represented in Figure 11 and the corre­
sponding STO-3G values of the longitudinal polariza­
bility, a«, and average polarizability, (a), are reported 
in Table VIII. 

In spite of its delocalized nature benzene disrupts the 
conjugation and thus, as seen in Table VIII, tends to 
spoil the overall polarizability of a conjugated system 
in which it is inserted. This can be related to its aro­
matic character. A possible way to weaken the aromatic 
character while retaining the overall geometry of 
benzene is to switch to a quinoidic structure as in 33, 
where the Lewis structure points to derealization 
channels favorable for enhanced polarizability. This 
is confirmed by the polarizability values given in Table 
VIII, where the value a„ for 33 is 1.6 times larger than 
that of phenylethylene (32). Owing to the advantages 
of connecting conjugated moieties having substantial 
enhancements in the longitudinal polarizability (a«), 
it would a priori be nice to obtain polymer (330 based 
on such repeating units. 

Quinoidic structures are not easy to handle and, in 
particular, forming a polymer of such units is a difficult 
synthesis problem. Therefore it is useful to know be­
forehand the extent of the resulting polarizability en­
hancement to decide whether or not attempting the 
preparation of such type of compound. Irrespective of 
the advantages polymer 33' would have for polariza-
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Figure 12. Two resonance forms of cumulene chains. 
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Figure 13. Schematic representation of the H[—HCi=C2H— 
J1H, H I - H C 1 = C 2 = C 3 = C 4 H - I x H and H I - H C 1 = C 2 = C 3 = 
C4=C5=C6H—]XH oligomers, x = 1, 2, and 3. 

bility in the ideal structure (i.e. regular and planar) 
shown in Figure 11, for stability reasons polymer 33' will 
isomerize into poly(p-phenylenevinylene) (32'). This 
can be guessed from total energies calculated at the ab 
initio level on the repeat units. Computed at the 6-31G 
level, the stability difference between 3,6-di-
methylene-1,4-cyclohexadiene (33) and phenylethylene 
(32) is 25 kcal mol"1, the latter being the more stable 
molecule. 

3. Oligomers of Cumulenes49b 

As we have seen in section V.B.I, butatriene (4) is 
intrinsically more polarizable than £rcms-l,3,5-hexa-
triene (2). Butatriene is part of the cumulene family 
which can be divided into two classes. The first class, 
Ri^Ct=C=UCR3R4 , is characterized by an even 
number, k, of directly connected carbons, while the 
second class contains those molecules for which k is an 
odd number. Here we will only be concerned with the 
first class, i.e. molecules for which k is even. When such 
molecules are linked together to form oligomers, the two 
resonant structures shown in Figure 12 are worth con­
sidering to understand the structural changes that will 
take place as the chain length increases. Form b is more 
stable than form a and it can be expected that in the 
limit of large k values, the actual structure will essen­
tially correspond to form b. Therefore, in the same line 
as in the previous sections, it is interesting to know 
when form b becomes predominant over form a, which 
eventually means that the intrinsic polarizability starts 
to level off. 

Full geometry optimization for all angles and dis­
tances of the molecules shown in Figure 13 (forced to 
adopt a fully stretched configuration) has been carried 
out at the STO-3G level. Only the C=C and C - C 
bond distances are of interest to us here; they are listed 
in Table IX. In the dimers, the repeat units are related 
through inversion symmetry, and therefore only the 
geometrical parameters corresponding to one units are 
listed. In the case of the trimers, the listed structural 
data have been limited to the values corresponding to 
the central units since they are more characteristic of 
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TABLE IX. STO-3G Carbon-Carbon Distances (in A) for 
Three Series of Cumulenes0 with Even Numbers of Directly 
Connected Carbons 

Hf-HC1=C2H-I1H 

ethene 
butadiene 
hexatrienc 

butatriene 
dibutatriene 
tributatriene 

H[-

hexapentaene 
dihexapentaene 
trihexapentaene 

° Their structure 

x r C i - C 2 '"C-C 

1 1.306 
2 1.313 1.489 
3 1.322 1.485 

H[—HC1
3^C 2^C3S=C4H JxH 

X rCl-C2 rC2-C3
 rC3-C4

 r C-C 

1 1.296 1.256 1.296 
2 1.298 1.253 1.307 1.483 
3 1.311 1.247 1.311 1.479 

-HCi=Cj=C3=Ci=C5=C8H—]XH 
X r Ci-C 2

 rCr-C3 rCs-C4 r C 4 - C s '"C5-C8
 r C-C 

1 1.297 1.259 1.273 1.259 1.297 
2 1.299 1.257 1.277 1.253 1.312 1.477 
3 1.315 1.249 1.283 1.249 1.315 1.474 

is schematized in Figure 13. 

the repeat unit in a polymer. As already pointed out, 
the changes in the geometrical parameters of polyenes 
are qualitatively well predicted with the STO-3G basis 
as compared with more refined theoretical results. It 
might be useful to add that the main difference between 
STO-3G and 6-31G results lies in the fact that the 
STO-3G C=C and C - C bond lengths are systemati­
cally shorter and longer, respectively. Comparison of 
the theoretical data in Table IX with recent X-ray 
measurements on small cumulenes60 substantiates the 
above comment: calculated bond lengths are 0.02 A 
shorter than the experimental ones, but the trends are 
always respected. Thus, it is expected that the struc­
tural changes occurring in longer oligomers will be 
calculated at the same level of quality. 

In the case of butatriene, dibutatriene, and tri­
butatriene, the tendency for the longer chains to adopt 
a polyyne-like structure, (—C=C—)„, typical of the 
resonance form b is obvious and is in agreement with 
the calculations by Karpfen on the infinite chain.41 This 
trend is also seen in the case of hexapentaene, dihexa­
pentaene, and trihexapentaene. Not to be overlooked 
is the simultaneous reduction of the C-C bonds con­
necting the units. Thus the polarizability of these ol­
igomers, which depends on the effectiveness of the 
delocalization over the entire backbone, is dependent 
on two effects: the changes in delocalization of the 
repeating units as the number of connected carbon 
atoms increases and the parallel trend for the C-C 
bonds connecting the repeating units to shorten. One 
can relate the geometry changes just discussed to the 
polarizability values listed in Table X. 

When the number, k, of directly connected atoms in 
a cumulenic unit increases, the average polarizability, 
(a), continues to increase, in spite of the slight tendency 
for the geometries to evolve toward form b of the two 
resonance structures. It is likely that saturation in 
monomeric units will occur in longer structures than the 
ones considered in this work. In the oligomers, the C-C 
distances connecting the repeat units tend to shorten 
with the net result of improving the delocalization of 
the iz electrons. The overall effect is a continuous in­
crease of the polarizability and the additivity regime 
is not yet reached in the case of the trimers. Thus, 
oligomers of cumulenic structures are highly polarizable 
systems, in fact more than the polydiacetylene and 

TABLE X. STO-3G Average Polarizability, (a) (in au), and 
Its Ratios with the Number of Electrons, nt, r Electrons, 
a,, Carbon Atoms, nc, and Delocalization length, 1. (in A) 

x (a) (a)/n, (a)/n, (a)/nc (a)/lr 

ethylene 
butadiene 
hexatriene 

butatriene 
dibutatriene 
tributatriene 

1 
2 
3 

H [ -
1 
2 
3 

H f - H C 1 = C 2 H - I 1 H 
10.74 0.67 5.37 
25.15 0.84 6.29 
43.93 1.00 7.32 

-HCi=::==02=:::!=ty3==::C4ri ]*** 
30.19 1.08 5.03 
91.11 1.69 7.59 

184.85 2.31 10.27 

5.37 
6.29 
7.32 

7.55 
11.39 
15.40 

8.20 
6.85 
7.17 

7.84 
10.57 
13.74 

H[ HC1—C2—C3—C4—Cs=CjH J1H 
hexapentaene 1 65.57 1.64 6.56 10.93 10.26 
dihexapentaene 2 229.47 2.94 11.47 19.12 16.79 
trihexapentaene 3 508.57 4.38 16.95 28.25 24.24 

(b) 

ideal planar 
all-trans polyene 

(a) 

Figure 14. Schematic representation of possible structural defects 
that can occur in polyene chains. 

polyene analogues. Again, when considering the cu­
mulenic compounds one should not ignore problems 
related to their stability and optical properties (tran­
sparency). 

C. Hydrogen-Bonded Systems 

Controlling the structure at the molecular level, in­
creasing the density of electroactive species, and im­
proving the stability of the material are also very im­
portant aspects in the molecular engineering of new 
materials for optoelectronics. In this section, we illus­
trate contributions from quantum chemistry calcula­
tions to the question of controlling the molecular order. 
Experimentally, various approaches are currently con­
sidered to form materials with some organization at the 
molecular level; the most often used are Langmuir-
Blodgett film deposition, topochemical solid-state po­
lymerization, and liquid-crystal formation. 

Molecular arrangements are dictated by the specific 
interactions existing between molecules; it should then 
be possible to select suitable chemical moieties, grafted 
to and/or incorporated in the conjugated backbone, to 
enforce intra- and interchain order and to some extent 
prevent structural defects from occurring. In long 
chains, conformational freedom can result in kinks 
and/or twists as shown in Figure 14 which disrupt the 
conjugation and thus spoil the expected benefit of the 
lT

3 dependence (section V.B.I). The approach based on 
hydrogen bonding has received increased attention. For 
example, in the case of liquid-crystalline systems, chain 
ordering by hydrogen-bond formation has been pointed 
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Figure 15. Sketch of the hydrogen-bond pattern in (a) nylon 
6 and (b) in its hypothetical conjugated analogue. 

out. A more systematic use of hydrogen bonding as 
organizing forces in materials for optoelectronics has 
recently been considered theoretically38'61 and experi­
mentally.62 

In this part we would like to consider, from a theo­
retical point of view, the possibility of using hydrogen 
bonds to prevent and/or minimize the occurrence of 
these undesirable structural defects and the more spe­
cific study of the intrinsic polarizability properties of 
some relevant hydrogen-bond patterns.38 Before com­
paring the polarizability of several hydrogen-bond 
patterns, it can be of interest to indicate how the amide 
linkage could be used, both directly in the active 
backbone or as a terminal group, and explain the pos­
sible benefits of such changes. 

Nylons owe part of their mechanical properties to 
hydrogen bonds which, among other things, induce a 
better organization at the molecular level. Figure 15 
provides a schematic representation of the hydrogen-
bonded sheets with amide groups in nylon 6 as inferred 
from crystal structure determination.63 Provided or­
ganic chemists succeed in the preparation of the ap­
propriate monomers, i.e., without encountering undue 
stability and reactivity problems, it could be conceivable 
to form by polycondensation the unsaturated analogues 
of nylon 6 as also shown in Figure 15. Again if the 
chemistry is tractable, longer chains could be incorpo­
rated between the amide groups with the expected 
benefit of locking the double bond sequence in a more 
ordered way and thereby minimize the occurence of 
kinks and twists in the conjugated backbone. 

Another way of using hydrogen bonds is to increase 
the density of active species in a crystal by increasing 
the cohesive interactions and thereby force the conju­
gated backbones to order. For instance, it is known that 
muconic acid (34J64 forms hydrogen bonds in the crystal; 
these bonds force the molecule to fully align owing to 
the cyclic hydrogen-bonded pairs between two carbox-
ylic groups (see Figure 16a). On the contrary, 
trans,trans-dimethylmuconate (35)—which has a 
structure66 close to that of muconic acid (34), but 
without the possibility of forming hydrogen bonds— 
exhibits a quite different organization in the crystal (see 
Figure 16b). There are many more examples of hy­
drogen-bond patterns that could be used to exert some 
control on the molecular organization of the active 
species. 

Quantum chemistry can bring useful contributions 
to this question by calculations of the polarizability 
dependence on the structure of the isolated molecules, 

H H «""' yVr< •s 

Figure 16. Sketch of the relative position of muconic acid (34) 
and trans.trons-dimethylmuconate (35) in their crystalline ar­
rangement. 

on the one hand, and the molecules interacting via 
hydrogen bonds, on the other hand. Properties of hy­
drogen-bonded molecules are difficult to obtain cor­
rectly with small basis set calculations. Additional 
problems concerning the comparison of isolated and 
interacting systems due to the so-called superposition 
error come into play. Thus, the results presented in this 
section should be considered with caution even though 
detailed calculations with larger basis sets show that 
from a qualitative point of view the ST0-3G results are 
reasonable.61* 

By ab initio calculations of the static electric dipole 
polarizability, we want to assess the relative efficiency 
of hydrogen-bond-forming molecules as transmitters of 
the electronic conjugation existing in a polyene chain. 
In this contribution we focus on oligomers of polyenes 
in which hydrogen-bond-forming chemical moieties are 
included to improve inter- and intrachain order as in­
dicated in Figure 17. Full ST0-3G geometry optimi­
zation has been carried out on the molecular systems 
(kept planar). Figure 18 shows the various molecular 
arrangements considered for each of the combinations 
of hydrogen-bonding molecules included in the refer­
ence conjugated hydrocarbon frameworks, C=CC=CX 
and C=CXC=C. Arrangement a corresponds to an 
isolated hydrogen-bond-forming molecule X (X = 
36-40, as indicated in Figure 17), b and c are isolated 
conjugated oligomers representative of a possible repeat 
unit of an actual polymer, where they differ by the 
position of the hydrogen-bond-forming molecule in the 
backbone. Most often, incorporating moieties struc­
turally and/or chemically different from the repeating 
structure of the conjugated chain leads to a decrease 
in the effective derealization (section V.A) which can 
be estimated from the polarizability changes. Thus, the 
purpose of considering arrangements b and c is to as­
sess, by comparison, the extent of the interruption of 
the electronic conjugation due to the incorporation of 
a molecular fragment X at the end and in the middle 
of the butadienic backbone. Arrangements d and e 
should provide information on the influence of lateral 
interchain hydrogen bonds on the polarizability. 

The total energy, ET; the dipole moment, n\ the mo­
lecular volume, V; and the average polarizability divided 
by the molecular volume, a V~l are listed in Table XI. 
Notation corresponds to that introduced in Figure 18. 
Stability difference between the isolated isomers, £T(b) 
- JET(c), or between the isomers laterally connected to 
two hydrogen-bonding molecules, ET(d) - ET(e), is 
negligible, about 1 kcal mol-1 or less. Similarly the 
volume changes in comparable arrangements b, c and 
d, e is not significant except for system 40, where a 3% 
decrease from 4Od to 4Oe is calculated. 
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Figure 17. Schematic representations of possible links due to 
hydrogen bonds between polymeric chains. X represents the 
chemical moieties considered in this work. The shaded areas 
delineate the size of the molecular structures used to model locally 
the polymer situation. 

X < * ^ ^ X 
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^ \ ^ X 
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(C) 

Figure 18. Schematic representation of (i) the five molecular 
arrangements (a-e) considered for each of the (ii) five systems 
of hydrogen-bonding molecules included in the reference conju­
gated hydrocarbon framework: C=CXC=C, C=CC=CX. 

The dipole moment, when symmetry allows it, is 
moderately influenced by the position of the hydro­
gen-bond-forming moiety in the backbone, but it is 
more dependent on the existence of interchain hydrogen 
bonds. For instance, in system 36 the dipole moment 
ranges from 2.64 to 2.33 D for arrangements a-c, but 
it exceeds by more than 1.5 D the added contributions 
of three formamide molecules, HCONH2, similarly or­
iented. For instance, in e n (=9.53 D) is 1.6 D larger 
than the dipole moment of three formamide molecules. 
Similar trends are also observed in the case of systems 
37-39, the trend being less marked in the last two cases. 
The reverse situation is found for system 40. Note that 
STO-3G dipole moments are almost always underes­
timated, but the trends are generally correct except in 

TABLE XI. Total Energy, Er (in au), Dipole Moment, n (in 
D), Molecular Volume, V (in A'), and Average 
Polarizability Divided by the Molecular Volume, a V~[ (in 
au A"8), for Systems 36-40 

36a 
36b 
36c 
36d 
36e 

37a 
37b 
37c 
37d 
37e 

38a 
38b 
38c 
38d 
38e 

39a 
39b 
39c 
39d 
39e 

40a 
40b 
40c 
4Od 
4Oe 

£,q> H 

System 36 
-166.68821 
-318.58177 
-318.58183 
-651.97386 
-651.97374 

2.64 
2.44 
2.34 
9.95 
9.53 

System 37 
-277.92701 
-429.82101 
-429.81923 
-985.69580 
-985.69466 

-221.01671 
-372.91 111 
-372.91099 
-814.97200 
-814.97174 

4.19 
4.40 
4.26 

15.34 
15.25 

System 38 
3.16 
3.18 
2.62 

12.94 
12.63 

System 39 
-332.25215 
-484.14559 
-484.14554 

-1148.67355 
-1148.67254 

0.0 
1.27 
0.0 
1.31 
0.0 

System 40 
-332.20027 
-484.09471 
-484.09360 

-1148.53211 
-1148.53086 

0.0 
1.25 
0.0 
1.07 
0.0 

V 

41.88 
96.60 
94.69 

179.63 
178.29 

60.99 
115.11 
114.53 
235.35 
236.28 

51.77 
107.25 
105.21 
212.11 
211.51 

72.59 
126.88 
125.36 
266.27 
265.00 

74.15 
126.75 
127.89 
270.10 
262.23 

aV~l 

0.25 
0.40 
0.38 
0.35 
0.34 

0.28 
0.41 
0.37 
0.36 
0.34 

0.27 
0.42 
0.40 
0.37 
0.35 

0.29 
0.42 
0.40 
0.39 
0.38 

0.30 
0.42 
0.38 
0.41 
0.40 

situations of very small dipoles or when the electronic 
structure cannot be correctly described within the single 
determinant approximation. 

The polarizability per unit volume, a V~l, decreases 
only very slightly when the systems are laterally con­
nected through hydrogen bonds; for instance, aV~l is 
equal to 0.40 in 36a and 0.35 in 36d; similarly it is equal 
to 0.38 in 36c and 0.34 in 36e. There is also a systematic 
decrease in aV'1 when the hydrogen-bond-forming 
moiety is in the center of the reference conjugated hy­
drocarbon framework (C=CXC=C). For the isolated 
chains, the largest decrease is observed for systems 37 
and 40. When lateral hydrogen bonds are present as 
in arrangements d and e, a V~l decreases in all systems 
except for system 40, where aV~l is somewhat larger, 
0.40, in 4Oe than in the isolated situation 40c, 0.38. 

The differences between the isolated molecules, [b 
+ 2(a)] or [c + 2(a)], and those in interaction, d or e, 
are more easily understood from the results listed in 
Table XII. Two properties will be of interest to us 
here: the stabilization energy and the variation of po­
larizability. The stabilization energy is an important 
aspect to take into account, because a larger stabiliza­
tion energy is generally more propitious for the desired 
aggregate structure to occur. Discussion of stabilization 
energy is always a difficult subject due to basis set su­
perposition errors. On the basis of observations by 
various authors66 and our own results on formic acid 
and formamide61" showing that the STO-3G stabiliza­
tion energies are often comparable to results obtained 
with larger basis sets, we use in a straightforward 
manner the differences indicated in Table XII to com­
pare the stabilization energies of the five systems 
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TABLE XII. Difference in Total Energy, AET (in kcal 
mol"1), Dipole Moment, AM (in D), Molecular Volume, AV 
(in A'), and Average Polarizability, Aa (in au), between the 
Fully Interacting Systems (zd or ze) and the Sum of 
Contributions from the Isolated Parts [zb + 2(za)] or [zc 
+ 2(za)] (z - 36-40) 

A£T AM AV Aa 

36d - [36b + 2(36a)] 
36e - [36c + 2(36a)] 

37d - [37b + 2(37a)] 
37e - [37c + 2(37a)] 

38d - [38b + 2(38a)] 
38e - [38c + 2(38a)] 

System 36 
-9.81 2.22 
-9.71 1.90 

System 37 
-13.03 2.55 
-13.41 2.62 

System 38 
-17.38 
-17.15 

3.41 
3.69 

39d 
39e-

4Od 
4Oe-

[39b + 2(39a)] 
[39c + 2(39a)] 

[40b + 2(4Oa)] 
[40c + 2(4Oa)] 

System 39 
-15.98 0.04 
-15.68 0.0 

System 40 
-23.14 -0.18 
-23.05 0.0 

-0.73 
-0.16 

-1.74 
-0.23 

+1.32 
+2.76 

-5.79 
-5.54 

-4.95 
-13.96 

3.63 
3.74 

3.92 
3.61 

5.92 
5.80 

8.96 
8.35 

11.48 
11.48 

studied in this paper. In order of increasing stabiliza­
tion energies, one finds 36 < 37 < 39 < 38 < 40, while 
for polarizability gains, one has 36 « 37 < 38 < 39 < 
40. It must be recalled at this point that in system 40 
the disadvantage of incorporating a heteroatomic 
moiety in the C=CC=C backbone is partially removed 
due to the presence of neighboring hydrogen bonds. 

When incorporated in the C=CC=C backbone, the 
hydrogen-bond-forming group —CONHNHCO— 
presents the most favorable stabilization energy and 
polarizability gain of the systems considered. It should 
be of interest in the design of new molecules for op­
toelectronics when forcing organization is seeked. In 
spite of the fact that the hydrazide group is not yet part 
of the extensive list of hydrogen-bond patterns recently 
published by Etter,62b several crystal determinations 
have been reported on hydrazide compounds. For in­
stance, anhydrous diacetylhydrazine67 is known to form 
molecular arrangements of the type shown in Figure 17. 
In the field of macromolecules, Rogers et al.68 have 
reported a quite interesting and related work on linear 
unsaturated polyamides and polyhydrazides that should 
be valuable to develop in the framework of nonlinear 
optics. 

D. Charge-Transfer Systems 

Adding electron donating (accepting) atoms and/ or 
molecules in a medium capable of accepting (donating) 
the electrons (n and /or p doping in the physicists' 
terminology) usually leads to charge-transfer complexes 
often characterized by geometry relaxations in the 
partner molecules. This process is extensively used to 
obtain conducting polymers. Provided charge transfer 
can be controlled, it may serve as an additional way to 
obtain molecules characterized by better delocalized 
ir-electron networks and thus exhibiting enhanced 
electric responses. 

Here we examine69 three types of chains which have 
been extensively studied, namely, polyparaphenylene, 
polypyrrole, and polythiophene. Doping induces strong 
geometric modification of the aromatic polymer back­
bone toward a more quinoidlike structure. Since a 
quinoidic structure is expected to be more polarizable 

total charge: +0.0004 -0.0004 

Na:+0.9333 

+0.7390 -0.1943 (b) total charge: 

Figure 19. STO-3G-optimized geometry (bond lengths in A and 
angles in degrees) and net Mulliken atomic charges on the carbon 
atoms (in units of the electronic charge) for (a) quaterphenyl for 
which D2 symmetry is assumed and (b) sodium-doped quater­
phenyl with C2 symmetry assumed. 

TABLE XIII. STO-3G Average Polarizability, (a), and Its 
Cartesian Components, a„, a„, and a„ (in au), for 
Quaterphenyl, Quaterpyrrole, and Quaterthiophene" 

a„ a„ axx (a) 

A 
B 
C 
D 
E 

A 
B 
C 
D 
E 

A 
B 
C 
D 
E 

291.17 
790.00 
482.45 
210.13 
692.58 

224.65 
534.15 
352.42 
141.07 
493.49 

268.01 
608.35 
473.34 
160.75 
534.09 

Quaterphenyl 
145.59 
153.50 
160.00 

0.02 
160.02 

Quaterpyrrole 
135.09 
137.62 
135.34 
13.25 

148.49 

39.26 
26.14 
22.35 
0.03 

22.38 

15.94 
20.03 
15.97 
0.02 

15.99 

Quaterthiophene 
140.31 19.85 
138.42 23.78 
145.06 19.93 
12.92 0.02 

157.98 19.95 

159.34 
323.21 
221.60 
70.06 

291.66 

125.23 
230.60 
167.91 
51.45 

219.36 

142.72 
256.85 
212.77 
57.90 

270.67 

"A refers to the undoped tetramers, B corresponds to the tet-
ramers doped with two Na atoms, C refers to the tetramers in the 
geometry of the doped oligomers, but in the absence of the corre­
sponding Na dopants, D corresponds to the two Na atoms in the 
situation they have in the doped system, but without the tetram­
ers, results in E are obtained by simply adding columnwise the re­
sults C and D. The z axis is perpendicular to the chain axis and 
the y axis is perpendicular to the average plane of the chain. 

because, contrary to benzene, there is no aromaticity-
driven stabilization to damp the electric response of the 
ir electrons (see section V.B.2), it is interesting to study 
the influence of doping on the electric polarizability of 
representative oligomers quaterphenyl, quaterpyrrole, 
and quaterthiophene. 

Geometry optimizations have been reported previ­
ously for these tetramers, undoped and doped with two 
Na atoms. The geometry changes when going from 
quaterphenyl to 2Na-doped quaterphenyl are shown in 
Figure 19; the other tetramers follow the same trends 
from the point of view of the geometry modifications 
resulting from doping. 

It is easily observed that upon doping, the inner rings 
adopt a quinoidlike structure, the double bonds vary 
from 1.35 to 1.37 A, and the single bonds vary from 1.43 
to 1.46 A.70 The results for the average polarizability, 
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(a), and its cartesian components, axx, a^, and a„, are 
given in Table XIII for quaterphenyl, quaterpyrrole, 
and quaterthiophene: (A) for the undoped oligomers, 
(B) for the oligomers doped with two sodium atoms, (C) 
for the systems in the geometry induced by the dopants, 
but the sodium atoms not included in the calculations, 
(D) for the two Na atoms only geometrically placed as 
in the doped situation, and (E) the sum of polarizability 
contributions from C and D, term by term. 

In all cases A, B, C, and E quaterphenyl is found 
more polarizable than the other two tetramers. This 
is in line with the experimental polarizability of the 
three monomers which orders as benzene > thiophene 
> pyrrole.71 

Doping induces a strong increase in polarizability. 
The average value (a) doubles in the case of quater­
phenyl and increases by about 80-85% in the hetero-
atomic systems. Note that the average polarizability 
is related by a 2.5-fold increase in the longitudinal po­
larizability, a„, the other components being almost 
unaffected by the doping process. From the results in 
situations C and D, the overall polarizability increase 
can be explained as originating from two factors: first, 
the geometry modifications toward a more polarizable 
quinoid-type structure (this accounts for two-thirds of 
the total polarizability increase); second, the increase 
of electronic charge on the carbon backbone due to 
electron transfer from the sodium atoms. 

The significant increase of electric polarizability re­
sulting from doping aromatic tetramers is expected to 
yield an even more important enhancement in the 
third-order polarizability if the assumptions on the 
scaling laws hold true. 

One of the interesting problems in the linear and 
nonlinear optical properties of polymers is the influence 
of defects existing in the main chain. De MeIo and 
Silbey have studied the effects of neutral and charged 
defects (solitons and polarons) on the polarizability and 
hyperpolarizabilities of polyenes.72 According to their 
results, the polyenes with charged defects (charged 
solitons, charged polarons and bipolarons) exhibit re­
markably greater polarizabilities a„ (z is the chain 
direction) than those of regular polyenes. They find 
that the charged solitons and singly charged polarons 
are associated with a negative y„„, while in the regular 
polyene 7„„ is positive; the origin of these effects is not 
yet clear. Similar results are also reported by Nakane 
et al. using CNDO/S-CI and time dependent pertur­
bation theory;73 they also investigate the y value of 
other polyenic systems. 

Obviously, these prospects of using doping in the field 
of optoelectronics must also meet other requirements 
than just high electric responses. Other properties 
(transparency, radiation damage, etc.) must also be 
satisfied. 

VI. The Problem of InHnHe Chains 

In the study of the perturbation due to the switching 
of an external electric field, it is anticipated that the 
polarizability, normalized to the monomeric unit, tends 
to reach an asymptotic limit which should grow when 
the systems exhibit increased geometrical regularity 
(metallic situation). For complex systems, this limit will 
soon be out of reach when studying chains of increasing 
length. An example is given in Figure 20, which 
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Figure 20. Polarizability per unit cell (ot„/n) as a function of 
the size of the system in tetrahedrally coordinated polymer chains 
polyethylene and polysilane. 

graphically plots the trends of the longitudinal polar­
izability per unit cell (a«/n) as a function of the size 
of the system in tetrahedrally coordinated polymer 
chains: polyethylene and polysilane now recognized as 
a <r-conjugated chain. Thus, it is evident that calcula­
tions on oligomers of finite size cannot be used in order 
to get a reliable estimate of the polarizability per unit 
cell of the infinite chain (except in ideal cases), and it 
would be most useful to be able to estimate this limit 
from direct calculations on infinite chains. 

In a first step, it might seem rather trivial to replace 
simply field-dependent MO's by field-dependent Bloch 
polymeric orbitals and assume the usual periodicity 
properties. However, two types of questions are raised. 
On the one hand, as shown by Churchill and HoIm-
strom,74 serious difficulties arise in imposing realistic 
boundary conditions to solve the one-electron eigen­
value equation; under the periodic boundary conditions 
commonly used in treating the zero-field case (i.e., 
Born-Karman boundary conditions), this equation ei­
ther leads to physically inconsistent results or, still 
worse, has no solution at all. This strange behavior is 
a consequence of the pathological nature of the per­
turbing term, -F-r, due to the external electric field F 
which becomes unbounded as F -*• 0 and r - • °°. As 
mentioned by Callaway,75 it is evident that there will 
be difficulties associated with the application of per­
turbation theory because, for sufficiently large dis­
tances, the perturbation becomes arbitrarily large, no 
matter how weak the field is. Strictly speaking, there 
are no bound states when the hamiltonian contains a 
term of the form of -F-r. On the other hand, the pe­
riodic character of the perturbation is not guaranteed 
under the nonperiodic linear external perturbation 
which would rule out the use of field-perturbed Bloch 
orbitals. 

As far as we know, there is no coupled Hartree-Fock 
calculations on infinite polymers, so that in this section, 
we limit ourselves to the SOS (uncoupled Hartree-
Fock) value of the frequency-independent longitudinal 
polarizability which, by its first approximation char­
acter, neglects the electron reorganizational effects due 
to the presence of an external electric field. Theoretical 
studies of the asymptotic limit of the polarizability of 
infinite model polymeric chains (chains of hydrogen 
atoms, polyacetylene, polydiacetylene, polyethylene, 
and polysilane) are described in the literature at the 
simple Huckel76 and more elaborated ab initio77 levels 
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TABLE XIV. STO-3G Polarizability Components of Alkane and Silane Chains, Longitudinal Polarizability per Unit Cell, 
and Their Asymptotic Limit (in au) 

no. of 
monomer units 

total polarizability 

polyethylene chains polysilane chains 

« « axx <*yy « « <*« On 

polarizability per unit cell 

no. of polyethylene chains: polysilane chains: 
monomer units ua/JV a„/JV 

7.604 9.089 
15.430 17.176 
23.268 25.340 
31.096 33.527 

9.089 
18.296 
27.500 
36.705 

21.551 
47.824 
78.663 

109.944 

19.153 
41.276 
62.030 
82.903 

19.153 
39.220 
59.230 
79.372 

using the SOS (summation-over-states) perturbative 
methodology of Genkin and Mednis.78 The relation 
which defines the static dipole longitudinal polariza­
bility per unit cell of a large oligomer extending along 
the z direction in terms of its MO's: 

5f£ = i^J2^-!*!^!2 

N N i a in -€•• 
(13) 

(the summations are extended over all the occupied [i\ 
and unoccupied \a] MO's) has to be transformed into 
the following formula for the calculation of the poly­
meric polarizability per unit cell: 

N W i a J BZ 

I tWI 2 

««(*) - «,-(fe) 
(14) 

where 

JV = - f dru;*(fc,r)^ua(M (15) 
a t/cell OR 

In the latter equation, un(k,r) is the periodic part of the 
LCAO polymeric Bloch function: 

<i>n(k,r) = ^ E ^ ' 0 L c n p ( f e ) x p ( r - P -ja) 
VN ' p 

(16a) 

- eik'^ZeW°-»Zcnp(k)xp(r - P - ja) (16b) 

VN J p = eik*un(k,r) (16c) 

where JV is the (odd) number of unit cells in the poly­
mer, n the band index, r the position vector, k the wave 
number in the first Brillouin zone (-ir/a < k < x/a), 
P the position of the center of orbital xP in the unit cell 
of length a, and ; the cell index. The standard theory 
of band-structure calculations is described in several 
papers79 and is reviewed in two recent monographs.80 

The transformation of the matrix elements of the co­
ordinate 2 of the molecular case (4>i\z\<t>a) or of the 
polymeric Bloch case {<t>„(k)\z\<l>n,(kj) int° the vertical 
matrix elements of the k gradient d/dk involving the 
periodic parts of the Bloch functions un(k,r) is given in 
several books.75,81 

We exemplify this section by the examples of poly­
ethylene and polysilane chains. In Table XIV, we 
present the SOS polarizabilities of some alkane and 
silane oligomers. The x and y axes are perpendicular 
to the polymer backbone while the z axis is along the 
periodicity direction. 

We note the higher polarizabilities of the silicon 
compounds, already pointed out by many authors and 
associated with the greater volume of the silicon atom 

l 
2 
3 
4 
polymer limit 

7.604 
7.715 
7.757 
7.775 
7.770 

21.551 
23.912 
26.221 
27.486 
28.630 

and the o conjugation present in the silanes. More 
interesting are the longitudinal polarizabilities per unit 
cell given in the second part of Table XIV. The van 
der Waals volumes for the monomer units are 268.5 and 
403.1 au3, respectively. The ratio (a/ V multiplied by 
100) is larger for polysilane (7.10) than for polyethylene 
(2.89). It is important to note that in the alkane chains, 
the effect of the chain size turns out to be almost strictly 
additive as already illustrated in Figure 20. In the silane 
chains, on the other hand, there is a saturation pattern 
and the asymptotic limit is not reached after the first 
few terms, a clear indication of a (7-conjugation effect. 
From a methodological point of view, it again indicates 
the need for developing accurate techniques of calcu­
lation for the asymptotic limit of the longitudinal po­
larizability. The asymptotic limit (polymeric limit) of 
the longitudinal polarizability per unit cell is obtained 
from the ab initio STO-3G band structure by using the 
SOS-Genkin-Mednis approach. 

A complete analysis of the band structures of poly­
ethylene and polysilane in terms of minimal valence 
basis sets (Is for hydrogen, 2s, 2px, 2py, and 2pz for 
carbon, plus 3s, 3px, 3py, and 3pz for silicon) and in 
terms of bond orbitals has been recently given.56b In 
this study, in order to simplify the analysis, use has 
been made of the helical symmetry of the polyethylene 
chain. Polyethylene (or polysilane) can be considered 
as a zigzag linear polymer with a -(CH2CH2),,- (or with 
a -(SiH2SiH2),,-) unit cell or as a 1*2/1 helix with an 
elementary asymmetric unit cell -(CH2),,- (or 
-(SiH2),,-). The interpretive effort is also greatly sim­
plified if one considers a priori the asymmetric unit as 
the relevant unit for the calculation. The successive 
displacements of the asymmetric unit involve, at the 
same time, the translation and the rotation of the at­
omic orbitals basis sets. The linear zigzag case is treated 
with a unit cell twice the size of the helical case, so that 
in the reciprocal space, the linear polyethylene or po­
lysilane have a reciprocal unit cell and hence a first 
Brillouin zone half the size of the helical case. The band 
structure of the elementary asymmetric unit cell 
-(CH2Jn- (or -(SiH2Jn-) is obtained by unfolding, in the 
linear case, the energy bands according to the symmetry 
requirements. The "folding back" of the dispersion 
curves for the six valence electrons (three electron pairs) 
contained in the asymmetric cell -(CH2Jn- (or 
-(SiH2Jn-) gives the dispersion curves for the 12 valence 
electrons (six electron pairs) of the symmetric unit 
-(CH2CH2),,- (or -(SiH2SiH2),,-) represented in Figure 
21 which also defines the numbering of the bands and 
plots the structure of the first conduction bands. 

In the sense of the previous discussion, bands 3 and 
4,5 and 6,7 and 8 of the symmetric unit of polyethylene 
corresponds to the "folding back" of the three valence 
bands of the asymmetric cell -(CH2Jn-. The same is 
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Figure 21. ab Initio STO-3G band structure of polyethylene (left) 
and polysilane (right). 

true for bands 11 and 12, 13 and 14, and 15 and 16 of 
polysilane. In a simple picture consisting of chemical 
bonds, the orbital basis set of the asymmetric unit cell 
of polyethylene (or polysilane) contains two C-H (or 
Si-H) bonding orbitals and one C-C (or Si-Si) bonding 
orbital. 

The following are clear from symmetry considera­
tions. 

1. The symmetric combination (with respect to the 
-CC- or -SiSi- backbone) of the C-H (or of the Si-H) 
orbital will combine with the C-C (or Si-Si) bond or­
bital. In the standard LCAO scheme, only the sym­
metric orbitals of the backbone atoms, i.e., C28, C2^, and 
C2P2 (or Si39, Si3Dx, and Si3pz) interact with the symmetric 
combination of H18; they produce bands 3 and 4 and 7 
and 8 of polyethylene (bands 11 and 12 and 15 and 16 
in the case of polysilane). 

2. The antisymmetric combination (with respect to 
the same -CC- or -SiSi- chain backbone) of the same 
C-H (or of the Si-H) orbital will not combine with the 
C-C (or Si-Si) bond orbital. This implies that in this 
simple model, the antisymmetric band has no contri­
bution from the backbone. In the standard LCAO 
scheme, only C2py (or Si3Oy) interacts with the antisym­
metric combination of H18. They correspond to bands 
5 and 6 of polyethylene and bands 7 and 8 of polysilane. 
In particular, bands 7 and 8 of polyethylene (15 and 16 
of polysilane) are antibonding combinations of the C-H 
(or the Si-H) orbital and of the C-C (or Si-Si) bond 
orbital. Band 7 of polyethylene (band 15 of polysilane) 
is dominated at k = 0 by the C-H (or Si-H) orbitals. 
Recalling that band 7 (from k = 0 -»• ir/a) and band 8 
(from k = ir J a — k = 0) of polyethylene (bands 15 and 

TABLE XV. STO-3G Contributions of the 
Valence-Occupied Bands to the Longitudinal Asymptotic 
Polarizability per Unit Cell for Polyethylene and 
Polysilane Chains (in au) 

polyethylene 
band contribution 

3 (A1) 0.011 
4 (B1) 0.012 
5 (B2) 0.065 
6 (A2) 0.288 
7 (A1) 2.938 
8 (B1) 4.363 

polysilane 
band 

11 (A1) 
12 (B1) 
13 (B2) 
14 (A2) 
15 (A1) 
16 (B1) 

contribution 

0.159 
0.094 
0.190 
0.190 
6.562 

21.410 

16 of polysilane) are the two branches of the same va­
lence band within the asymmetric cell -(CH2)„- (or 
-(SiH2)J, their analysis shows that they gradually 
transform into an antisymmetric (with respect to the 
plane of the zigzag chain) combination of the C-C (or 
Si-Si) bond orbitals. The previously mentioned pa­
per551" demonstrates the important fact now experi­
mentally proved82 that at k = 0, the HOMO (band 8 of 
polyethylene or band 16 of polysilane) has no contri­
bution from the C-H (or the Si-H) orbitals. The latter 
statement is important since it is generally believed that 
the HOMO of the tetrahedrally o--bonded chains has 
mainly an X-H character. It is now clear that it is 
mainly an X-X bond orbital with nodes on each atom 
of the chain. This result is fully confirmed by inspec­
tion of the LCAO coefficients obtained in the minimal 
basis set calculation; the HOMO orbitals have only C2pz 
contributions in polyethylene or Si3pz contributions in 
the case of polysilane (remember that z is the chain 
axis). 

As seen from eq 14, the polarizability per unit cell can 
be separated into contributions from each occupied 
band i, due to the structure of the summations of the 
Genkin-Mednis formula. An interesting feature is, 
thus, to relate the topology of each band and their 
contribution to the electric polarizability.75e In Table 
XV, we report the contributions of each occupied Bloch 
valence orbital of polyethylene and polysilane according 
to the labeling detailed in Figure 21. The core bands 
(bands 1 and 2 of polyethylene, and bands 1-10 of po­
lysilane) contribute very weakly. Particularly inter­
esting are the values of the two upper bands (bands 7 
and 8). In both polymers, these two bands contribute 
most to the longitudinal polarizability (94.0% in the 
case of polyethylene and 97.7% in the case of poly­
silane). As just mentioned, the HOMO level corre­
sponds to C2p and Si3p oriented along the chain axis. 
This peculiar topology, added to the large orbital po­
larizability of the 3p orbitals of silicon, is probably re­
sponsible for the a conjugation of polysilanes. Finally, 
a rough estimate of the electron effective mass (another 
measure of the curvature near the HOMO) can also be 
made from the analytical curve near the HOMO level; 
we find that the electron effective mass is negative 
according to the bonding (stabilizing) character of the 
interactions involved; not forgetting the unit cell size 
effect, the numerical values of the variables which de­
fines the denominator of the effective mass, m* are in 
the ratio polyethylene/polysilane = 1.5O;6611 the effective 
mass of polyethylene is thus 1.5 times more important 
than that of polysilane, a result in complete agreement 
with the calculated values of Teramae and Takeda.83 

In their paper, the actual values of the effective masses 
were obtained in a different numerical way but the 
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effective masses of polysilane (0.14) and of polyethylene 
(0.21) are found to be in the same ratio 1.50 = 0.21/0.14. 
This leads to a large slope of the B1 band near k = 0 
for polysilane in agreement with the ratio of the ef­
fective masses (m*) polysilane/polyethylene = 1.50. 

In addition to polysilane, other conjugated inorganic 
polymers are also interesting for nonlinear optical ma­
terials. For example, polyphosphazenes which have a 
large degree of bond polarity in the main chain84 can 
be expected to show large nonlinear optical responses. 
Risser and Ferris investigated a series of phosphonitrilic 
compounds for their third-order hyperpolarizabilities 
using the Hiickel hamiltonian.86 They reported that the 
electron-drawing nature of substituent groups remark­
ably affects the magnitude of 7 and the onset of their 
saturation with increasing chain length for those mol­
ecules. 

VII. Concluding Remarks 

Definite successful theoretical and experimental 
achievements have been made in the area of the first 
hyperpolarizability (/3). Reliable semiquantitative re­
sults can be obtained from theory for /3, and calculations 
are routinely performed with a quite acceptable level 
of confidence to help designing new compounds for 
optoelectronics. The same cannot be claimed for the 
second nonlinear hyperpolarizability (7), where both 
theory and experiment are at a very early stage of the 
understanding of the underlying processes in second-
order effects. 

Third-order electric responses are quite difficult to 
compute ab initio, even for very small systems. With 
very few exceptions, ab initio calculations in this field 
are presently limited to estimates of the static polar-
izability. However, the electronic and optical behavior 
of active main-chain polymers are basically related to 
the excited electronic states and their nature. For in­
stance, Tokura et al. observed the electroreflectance 
(ER) spectrum of DFMDP (Polydiacetylene substituted 
with 2,5-bis(trifluoromethyl)benzene) and assigned a 
peak to the 1A8 exciton which is on the higher energy 
side of the lowest 1B11 exciton.86 Further, they deter­
mined the oscillator strength between the 1B11 and 1Ag 
states by the measurement of the Stark shift of the 1B11 
state. Using these experimental parameters, they cal­
culated the dispersion curve for the third-order non­
linear susceptibility for the first time. Their result 
predicts a strong resonance dispersion due to the two-
photon transition to the 1A8 exciton and an exception­
ally large nonlinear refractive index in the near-infrared 
wavelength region. To deal with such problems, theo­
retical advances toward clever methodologies and ef­
ficient computer programs for reliable estimates of 
dynamical electrical responses of interesting systems for 
optoelectronics are needed and constitute a real chal­
lenge for present day quantum chemistry. 

In the case of infinite polymers, we have shown that 
first-order techniques of computing the asymptotic 
longitudinal polarizabilities per unit cell of polymers 
exist. However, it is important to recognize the limi­
tations of such methods which still do not take into 
account the field-induced coupled-reorganizational 
effects and the electron correlation. Coupled Har-
tree-Fock like methods would explicitly consider this 
electronic reorganization while the correlation effects 

could be included by example by the use of the polar­
ization propagator techniques. Work in these directions 
is urgently needed. 
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