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/. Introduction 

In the days when high-resolution NMR spectroscopy 
was performed by slow-passage continuous-wave 
methods there was little need for special techniques for 
selective excitation, all experiments were inherently 
selective. It was only when pulse methods began to gain 
the acendency that this question had to be addressed 
in a serious manner. Nevertheless, a start had already 
been made in the pioneering work of Alexander1 who 
devised a method for pulsed excitation of one resonance 
while leaving a chemically shifted neighbor unaffected 
(subjected to 2ir radians rotation). Pulse experiments 
were not really needed for high-resolution work until 
interest was kindled in relaxation2,3 and slow chemical 
exchange studies4 in spectra of many lines. This ap
proach seemed less exciting when the Fourier transform 
revolution5 made it possible to make relaxation mea
surements on all the resonances in the high-resolution 
spectrum in a set of time-dependent experiments.6 

Fourier transform spectrometers offered so many 
advantages that the original slow passage methods were 
essentially abandoned in the span of a few years. 
However, there was one thing that the Fourier method 
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could not handle very well—the intense signal from 
proton solvents such as water. Even heavy water 
presented difficulties (from residual HDO) when dilute 
solutions of biomolecules were under investigation. The 
large dynamic range spanned by the solvent and solute 
signals exceeded the capabilities of the analog-to-digital 
converter, introducing "digitization noise" that was very 
unwelcome indeed. This provided the impetus for a 
whole family of solvent-suppression techniques7 that 
often used a frequency-selective pulse.8 

The vast majority of high resolution spectroscopists 
were concerned only with the excitation of the entire 
spectral width AF in a uniform manner—they required 
"hard" pulses in the sense 

JB1 /2ir » AF 

A pioneering few were experimenting with "soft" pulses 
where JB1/2ir was of the order of a typical line width 
Au or a coupling constant J (in hertz). These are 
sometimes called "line-selective" and "multiplet-
selective" pulses, respectively. Much more recently 
there have been experiments designed to excite a se
lected range of chemical shifts without perturbing the 
rest of the spectrum; these are known as "band-
selective" pulses. With these distinctions, a hard pulse 
has a clear definition, but a soft pulse could mean one 
of several things. 
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/ / . Selective Pulses 

The simplest and most straightforward selective ex
citation method is to use a single, low-amplitude ra-
diofrequency pulse of relatively long duration. In the 
early experiments this would be a rectangular pulse. It 
needs to be variable in frequency and preferably inde
pendent of the frequency of the proton transmitter. 
The proton decoupler channel can be useful here. For 
a typical multiplet-selective experiment, the radiofre-
quency level would be set to satisfy the conditions 

K " «*| » Y-Bi/2* > |JAX| 

where X has the closest chemical shift to the nucleus 
A under investigation. 

We may regard the criterion for frequency selectivity 
in two ways. In the vector picture, a pulse is selective 
because the B1 field is weak; once the offset AB becomes 
comparable with B1 then the effective field in the ro
tating frame is appreciably tilted with respect to the x 
axis and the magnetization vector will not reach the xy 
plane after a w/2 pulse. The selectivity is therefore of 
the order of ^B1/2w Hz. The pulse must have a long 
duration tp in order to satisfy the condition 

7-Bxtp = TT/2 

Alternatively, we could argue that pulses of long dura
tion are inherently selective by analogy with the Heis-
enberg principle. 

The basic properties of soft pulses can be illustrated 
in a very simple experiment performed on a continu
ous-wave NMR spectrometer.2,3 Excitation is by means 
of a field modulation sideband response with the 
modulation frequency chosen to be high enough (kilo-
hertz) that the centerband and all save one of the 
sidebands lie outside the spectral region. Pulsing 
merely involves switching the audiomodulation to give 
a pulse width of the order of 100 ms to 1 s. Even me
chanical switches and relays are fast enough for the 
purpose, although electronic gating is preferable. The 
great advantage of this scheme is that the NMR signal 
may be observed not only after but also during the 
pulse. This makes pulse-width calibration a simple 
matter, for a w pulse would show an NMR response in 
the form of the first half cycle of a sine wave. Phase 
shifts, such as that required in the Meiboom-Gill 
modification,9 are implemented as audiofrequency 
phase shifts. The transmitter runs continuously and 
is neither gated nor shifted in phase; indeed no ra-
diofrequency modifications are needed at all. 

A. Spin-Lattice Relaxation 

This scheme allows the selective investigation of re
laxation times of individual lines in a high-resolution 
spectrum one at a time. Spin-lattice measurements 
employ the usual inversion recovery sequence 

-T-w-T- w/2 (acquire) 

where T is chosen to be long compared with all relax
ation times. Alternatively, the complete time evolution 
of longitudinal magnetization can be followed in an 
experiment employing Iw pulses to monitor the nuclear 
magnetization 

-T-W-T-1W-T-1W-T... 

Freeman 

^ ? 

• ^ P 

^ P 

Figure 1. Spin-lattice relaxation measured by means of soft 
audiofrequency pulses where the signal may be observed during 
the pulse. After population inversion by a ir pulse, the recovery 
of 2 magnetization is monitored (as a single cycle of a sine wave) 
by a series of 2ir pulses. 

where the NMR response is observed (as a single cycle 
of a sine wave) during the 2ir pulses. Figure 1 shows 
a spin-lattice recovery curve monitored by this method. 

Transient nuclear Overhauser effects10 or slow chem
ical exchange4 may be initiated with a selective w pulse 
on one resonance while the intensity change of a 
neighbor resonance is monitored with a w/2 pulse. 
More sophisticated applications involve the study of 
nonexponential relaxation in coupled-spin systems11,12 

where information can be obtained about the degree of 
correlation between the external fields due to a para
magnetic entity responsible for spin-lattice relaxation. 
For solutions of small molecules where the spin-lattice 
relaxation times are many tens of seconds, these ex
periments are particularly simple to perform. 

B. Spin-Spin Relaxation 

Spin-spin relaxation may be monitored through a 
Carr-Purcell13 sequence with multiple refocusing and 
the Meiboom-Gill phase shift9 

-T- (w/2)x -T- (w)y -T- echo - r - (w)y - T ... 

An example of the use of soft pulses to measure proton 
spin-spin relaxation times in 2,3,4-trichloronitro-
benzene2 is shown in Figure 2. The two aromatic 
protons signals decay at quite different rates (T2 = 2.0 
and 7.9 s) because one is coupled to a nitrogen nucleus 
that is rapidly relaxed through its quadrupolar inter
action. Note that selective spin-spin relaxation mea
surements in homonuclear-coupled systems afford some 
important advantages over hard-pulse methods. In the 
soft-pulse experiment there are no complications due 
to modulation by spin-spin coupling. 

Another technique for spin-spin relaxation studies 
in coupled spin systems is the spin-locking experiment14 

since, for these selective experiments, the continuous 
B1 field is of low amplitude and there is little power 
dissipation. Spin echoes in the rotating frame16 may 
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Figure 2. Selective pulse spin-spin relaxation study of the two 
protons in 2,3,4-trichloronitrobenzene by the audiofrequency pulse 
method. Each decay curve is measured in a separate experiment, 
the signal intensity being plotted on a semilogarithmic graph, the 
slope giving T2. The faster relaxing proton is the one next to the 
nitro group. 

also be implemented in a straightforward fashion by 
using an audiofrequency phase inverter to refocus the 
effects of spatial inhomogeneity of the B1 field. In 
general, spin-spin relaxation studies are much more 
susceptible to instrumental shortcomings than experi
ments with spin populations. 

C. The Overhauser Effect 

One example of the application of a soft multiplet-
selective pulse is the determination of the degree to 
which protons in a sugar derivative are relaxed by the 
dipole-dipole mechanism. Although this information 
can be obtained from steady-state nuclear Overhauser 
measurements, in multispin systems these may be 
complicated by three-spin effects and spillover of sat
uration onto nearby resonances. A multiplet-selective 
pulse scheme allows the dipolar contribution to be as
sessed by a quite different technique, the comparison 
of the rate of recovery of a chosen multiplet after se
lective inversion with the corresponding recovery rate 
after non-selective inversion of the entire spectrum.10 

The theory can be most simply followed by treating 
a coupled two-spin system with four energy levels. The 
equilibrium spin populations may be represented as in 
Figure 3a. The transition probabilities are defined as 
W1, W2, and W0 for dipole-dipole interactions and W1* 
for all other mechanisms. The rate equations describing 
the recovery from a general perturbation may then be 
written 

dnjdt = (n2 - H1)(W1 + W1*) + 
(It3-H1)(W1+W1*)+ (U4-U1)W2 

dn2/dt = (H1 - H2)(W1 + W1*) + (n3 - H2)W0 + 
(M4 " H2)(W1 + W1*) 

dn3/dt = (n2 - H3)W0 + (H1 - H3)(W1 + W1*) + 
(M4 " «3)(W1 + W1*) 

dHi/dt = (H2 - Hi)(W1 + W1*) + 
(IT3-Hi)(W1+ W1*) + (H1-H4)W2 

Consider first the case of a nonselective 180° pulse 
which inverts the populations of all four transitions. 
The resulting deviations from equilibrium are shown 
in Figure 3b. Since the populations H1 and H4 are 
heavily involved, the double-quantum transition prob-

Equilibrium Non-selective 180' pulse Selective 180' pulse 

Figure 3. (a) Spin populations at Boltzmann equilibrium in a 
two-spin system, (b and c) The deviations from equilibrium 
population caused by 180° pulses. After a population disturbance 
such as b, it is clear that relaxation will be predominantly in
fluenced by the W2 transition probability, characteristic of the 
dipole-dipole interaction. 

ability W2 features strongly in the population dynamics. 
The rate equation is 

d(nx - H2)/dt = 2A(W1 + W1* + W2) 

For a selective 180° pulse the population deviations 
from equilibrium are as shown in Figure 3c. The cor
responding rate equation is 

d(nx - n2)/dt = A(2WX + 2W1* + W2+ W0) 

Consequently the ratio of the nonselective rate to the 
selective rate is given by 

K = 1 + (W2- W0)/(2W1 + 2W1* + W2+ W0) 

With the usual nomenclature 
P = 2W1+ W2+ W0 p* = 2W1* 

a= W2-W0 

the ratio K may be written 
K = I + a/(p + p*) 

When the dipole-dipole mechanism is completely 
dominant then p* may be neglected in comparison with 
P and 

K = I + a/p = 1.5 

This is the maximum nuclear Overhauser enhancement 
for protons. If there is "leakage" through other relax
ation mechanisms (p*) then K lies between 1.0 and 1.5. 

This technique was tested on the 100-MHz spectrum 
of the protons in a glucopyranose derivative.10 The 
nonselective experiment was carried out with a hard 
180° pulse in the usual manner (Figure 4a). A soft 180° 
pulse was used in the selective experiment to invert Hl, 
leaving all other protons unaffected. In this case the 
relaxation is noticeably slower (Figure 4b). Since it is 
no longer a strictly exponential curve (the other protons 
slowly deviate from Boltzmann populations) only the 
initial rate is measured. This gave a ratio K = 1.5 
confirming that the relaxation mechanism is predom
inantly a dipole-dipole interaction with the other pro
tons in the molecule. This conclusion is corroborated 
by conventional nuclear Overhauser experiments on the 
same sample. 

D. Solvent Peak Suppression 

In the old continuous-wave frequency-sweep spec
trometers an intense solvent peak could be simply 
truncated and no particular harm would be done. In 
Fourier transform spectrometers, excessive demands are 
made on the digitization process when the signals span 
a large dynamic range. The problems arise from non-
linearity of the receiver, computer memory overflow, 
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Figure 4. Spin-lattice relaxation of protons in a glucopyranose 
derivative after a nonselective IT pulse (a) and after a selective 
ir pulse (b) applied to Hl. The ratio of the initial rates of recovery 
of the Hl signal in a and b can be used to evaluate the nuclear 
Overhauser effect due to the other protons in the molecule (re
printed from ref 10; copyright 1974 American Institute of Physics). 

Fourier transformation round-off errors and, most se
rious of all, limitations in the dynamic range of the 
analog-to-digital converter. The worst situation arises 
with dilute aqueous solutions of biomolecules where the 
H2O peak is 105 times more intense than a millimolar 
solute resonance. Even in cases where heavy water can 
be used, the residual HDO line is still very strong. The 
spectrometer gain has to be reduced to the point where 
the analog-to-digital converter does not clip the strong 
solvent resonance. This often means that the weak 
signals of interest are comparable with the digitization 
noise which arises through Fourier transformation of 
the small digitization errors. 

An amazing number of ingenious schemes have been 
proposed to counter these problems. They can be 
roughly divided into those that force the solvent peak 
to be near a null condition (by saturation or inver
sion-recovery) and those that avoid exciting the solvent 
at all. Of the latter, a selective excitation scheme is 
quite common, leaving the water magnetization vector 
along the z axis but exciting the rest of the spectrum. 
A combination of a hard and a soft pulse may be used, 
but the problem is that the tails of the strong water 
resonance extend to appreciable offsets where the soft 
pulse is less effective. Redfield8 has devised a composite 
soft pulse (214) that has the advantage of providing a 
relatively broad null response. Gueron16 introduced the 
"jump and return" sequence, (+ir/2) - T - (-ir/2) where 
the free precession interval T allows off-resonance spins 
to dephase before the final pulse. Signals close to the 
solvent are perturbed in intensity and are inverted on 
one side of the spectrum. This pulse sequence, which 
may be written 1:1, was soon followed by others based 
on the binomial coefficients—the 1:2:1 sequence17 and 
the 1:3:3:1 sequence18,19 which have a broader null 
condition. Tolerance of instrumental imperfections is 
particularly important; these include spatial inhomog-
eneity of the S 1 field, inaccurate phase shifts, imbalance 
between the different phase channels, radiation damp
ing and relaxation during the pulse. Hore20 has ana

lyzed these problems and concludes that phase-alter
nating binomial sequences are the most promising and 
that, of these, the 1:3:3:1 pulse is probably the best 
compromise between performance and simplicity. 

E. Resolution Enhancement 

Selective pulses play an important role in magnetic 
resonance imaging. For example, the first stage of many 
imaging experiments is slice selection; the excitation of 
spins in the narrow region between two parallel planes 
through the sample. This is usually accomplished by 
applying a frequency-selective pulse in the presence of 
a strong static field gradient in a direction normal to 
these planes. All other spins in the sample are too far 
from resonance for significant excitation. These ideas 
can also prove useful in high-resolution NMR spec
troscopy for resolution enhancement. In principle, we 
could always sacrifice sensitivity and improve resolution 
by reducing the size of the NMR sample, for then the 
line width due to spatial inhomogeneity should de
crease. In practice such an improvement is seldom 
achieved. The reason is that smaller samples still need 
to be confined within some kind of container, and the 
discontinuities on bulk magnetic susceptibility at the 
container walls distort the applied field appreciably, so 
that an irreducible "hard core" line width remains. 

However, it is possible to enhance resolution by de
creasing the effective sample volume and this can be 
achieved by adapting the selective pulse techniques of 
magnetic resonance imaging. For many high-resolution 
situations it is the longitudinal (z) gradient that is most 
critical, for its effect is not improved by sample spin
ning. Suppose that we deliberately apply a field gra
dient in the z direction while exciting with a selective 
pulse. Only a flat disk-shaped region of the sample will 
be excited, its volume depending on the intensity of the 
gradient and the selectivity of the pulse. The gradient 
is then extinguished before signal acquisition. Free 
precession occurs in the usual static field inhomogeneity 
but since the effective sample volume is greatly re
stricted in the z direction, z gradients now have far less 
influence. The method is easily demonstrated by per
forming experiments with increasingly strong applied 
z gradients, thereby progressively reducing the effective 
sample volume and improving resolution. Figure 5 
shows some typical results for an imperfectly resolved 
spin multiplet of furan-2-aldehyde.21 Note that the 
signal-to-noise ratio decreases as the resolution in
creases, as expected. 

/ / / . The DANTE Sequence 

With the Fourier transform spectrometers of the 
1970s it was rather inconvenient to generate a soft ra-
diofrequency pulse. Facilities for switching the ra-
diofrequency level were often lacking, and fine-tuning 
of the transmitter frequency was not always feasible. 
A simpler solution was to apply a regular train of n hard 
pulses of small flip angle 0 arranging to make n/3 = w/2 
or TT radians, depending on the application. This 
DANTE sequence22,23 is most easily described in terms 
of the vector picture of NMR in the rotating reference 
frame. At exact resonance the effect of the n hard 
pulses is cumulative, and the magnetization moves in 
a smooth arc from the +z axis to +y. The method owes 
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7Hz 
Figure 5. Resolution enhancement by selective excitation in an 
applied Held gradient. A spin multiplet of furan-2-aldehyde has 
been excited in increasingly strong gradients, giving resolution 
that increases from 0.6 Hz (top) to 0.08 Hz (bottom). As the 
effective volume decreases the sensitivity is reduced (reprinted 
from ref 21; copyright 1980 Academic Press). 

Figure 6. A typical zigzag magnetization trajectory of a DANTE 
sequence made up of only nine pulses, compared with the cor
responding smooth trajectory of a single soft pulse. 

its selectivity to the fact that at an offset A/ from res
onance, free precession occurs through a small angle 
2TTA/T radians in the interval T between hard pulses. 
The trajectory is then a zigzag path that curves away 
from the zy plane. Figure 6 illustrates a typical zigzag 
DANTE trajectory and the corresponding trajectory for 
a single soft pulse of duration nr seconds and a reduced 
transmitter level. DANTE is essentially the time-
shared version of a single soft pulse. At high enough 
pulse repetition rates the zigzag displacements are small 
and the DANTE trajectory can be approximated as a 
smooth curve. Figure 7 shows a typical family of 
magnetization trajectories at increasing offsets from 
resonance, neglecting the small zigzag deviations. When 
A/ is large, the trajectories reduce to a series of small 

Figure 7. Magnetization trajectories for a selective pulse at four 
different offsets from exact resonance. Owing to the increasing 
tilt of the effective field in the rotating frame, the path of the 
magnetization curves progressively further from the zy plane as 
the offset increases. The corresponding DANTE trajectories 
approximate the same curves in the limit of high pulse repetition 
rate. 

Figure 8. The first sideband response of a DANTE sequence 
occurs when the offset from resonance is such as to allow a 
complete 2ir rotation about the z axis in the interval between 
pulses. The overall result is similar to that of the centerband 
response. 

cyclic excursions near to the +z axis and the excited 
signal is weak. Frequency selectivity is controlled by 
the overal duration m of the sequence. 

There is, however, an important distinction between 
DANTE and a single soft pulse. Not only is there 
strong excitation at the transmitter frequency (the 
centerband response) but also at a series of sideband 
conditions (TA/ = k) where the spins accomplish a whole 
number k of complete revolutions about the z axis in 
the interval T (Figure 8). This has an important 
practical advantage. If we work with a sideband re
sponse (say k = +1), fine tuning of the exact resonance 
condition is achieved by adjusting T"1, the pulse repe
tition rate. DANTE therefore provides a convenient 
control of overall flip angle, selectivity, and excitation 
frequency. It also has the practical advantage of em
ploying the same transmitter system for both selective 
and nonselective pulses, avoiding possible problems 
with phase synchronization between two different 
transmitters. 

Usually in a DANTE sequence the number of pulses 
n is chosen in the range 10-100; if it is too high the 
individual pulse widths become impractically short. 
Pulse shaping is simply implemented by modulating the 
hard pulse flip angles according to an appropriate 
function. Most modern selective pulse experiments may 
be implemented in practice either as a single low-in
tensity pulse or as the corresponding DANTE sequence. 

Some applications demand excitation at more than 
one frequency simultaneously. Although it is possible 
to add together two DANTE sequences with different 
repetition rates, the experimental implementation is 
complicated by occasional coincidences and near-coin-
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Figure 9. Interleaving of two DANTE sequences with equal 
repetition rates 1/(2T) HZ. One has a constant phase angle for 
all pulses; the other has a phase angle that rotates progressively 
in very small steps of e radians each. This permits selective 
excitation at two independently adjustable frequencies separated 
by «/(2T) rad/s. 

low-up experiment on a different spectrometer com
pletely contradicted this finding, one of the C-H groups 
losing intensity while the C-Cl group remained unaf
fected. In analyzing this disaster we came to the con
clusion that the pulse length calibration must have been 
slightly at fault.25 The regular sequence of M27r" pulses 
was acting as a train of small flip angle pulses, giving 
selective excitation at a frequency determined by the 
(arbitrary) repetition rate. This new application 
promised to be far more useful than the original re
laxation test. 

Figure 10. Schematic diagram of the path prescribed for souls 
in Dante's Purgatory. Note the similarity, apart from a trivial 
reversal of sign, with the trajectories illustrated in Figure 8. 

cidences of the pulses.23 A better scheme24 is to in
terleave two DANTE sequences of the same repetition 
rate, 1/(2T) HZ. One sequence has all pulses of the same 
phase, while the other progressively increments the 
phase in small steps of t radians. We may think of this 
combination as two independent DANTE sequences 
(Figure 9), each operating in its own rotating reference 
frame with angular frequencies differing by t/(2r) 
rad/s. The y axes of the two frames are timed to come 
into coincidence at the end of the interleaved sequence 
(unless we wish the two excitations to have different 
phases). 

Gareth Morris23 noticed that a trajectory made up of 
a sequence of small jumps and 2ir rotations bears a close 
analogy with the path prescribed for souls in Dante's 
Purgatory, illustrated schematically in Figure 10. This 
is the origin of the DANTE acronym (delays alternating 
with nutations for transient excitation). As is often the 
case in science, the DANTE sequence was discovered 
by accident in the pursuit of a quite different goal.25 

The idea was to devise a simple test for short spin-spin 
relaxation times in multiline high-resolution spectra by 
performing a sequence of 2TT transient nutations just 
prior to the ir/2 excitation pulse. If the 2ir rotations 
are exact, they have no net effect on the conditions just 
prior to the 7r/2 pulse, except for relaxation, which 
proceeds at a rate 

1/T = V2UZT1 + 1/T2) 

In the usual situation where T1 = T2 the loss of 
magnetization would be quite modest, but if T2 is short 
the loss could be appreciable. Comparison of line in
tensities in experiments with and without transient 2ir 
nutations should therefore indicate which chemical sites 
had short relaxation times. The experiment was tested 
on the carbon-13 spectrum of o-dichlorobenzene where 
the ortho carbon sites were known to have shorter 
spin-spin relaxation times than the meta and para 
positions. The first test of the nutation method went 
well, and the resonance of the C-Cl groups lost intensity 
with respect to the C-H groups, as expected. A fol-

IV. Tailored Excitation 

One of the first attempts to devise a really general 
method of selective excitation was the experiment 
proposed by Tomlinson and Hill.26 It assumes a Fourier 
transform relationship between the pulse modulation 
envelope and the frequency-domain excitation profile. 
Thus in principle it allows the operator to specify any 
arbitrary excitation profile and then calculate the pulse 
scheme to implement it, hence the name "tailored 
excitation". The frequency-domain excitation pattern 
is defined (in terms of amplitude and phase) at a large 
number of discrete points, equally spaced in frequency. 
For example, if we require band-selective excitation, 
most of these components would be zero, with just a few 
adjacent channels containing appreciable intensities. 
For practical reasons associated with the dynamic range 
limitations of the modulator, the phases are then 
scrambled by a pseudorandom sequence. A discrete 
Fourier synthesis is then carried out to give the wave
form for modulating the pulse widths from the ra-
diofrequency transmitter. Instrumental shortcomings 
in the modulation scheme may limit the fidelity of re
production of the theoretical excitation pattern. Of 
perhaps more concern is the fact that the Fourier re
lation is only an approximation, strictly valid only for 
conditions where the spin response is linear. In retro
spect, these limitations appear to have restricted the 
usefulness of tailored excitation, for in practice it proved 
incapable of generating a sharp step function in the 
excitation profile, such as would be needed for band-
selective experiments. Nevertheless these experiments 
alerted the NMR community to the possibilities of 
multiplet-selective and band-selective excitation in 
high-resolution NMR. 

V. Shaped Pulses 

A. Gaussian 

As selective pulses were applied to practical problems 
it soon became apparent that a rectangular-shaped 
pulse is far from ideal. In the frequency domain, the 
central excitation peak is flanked by an extensive 
pattern of sidelobes which decrease in intensity with 
offset. This sine function character can be understood 
(in the Fourier approximation) as the transform of the 
rectangular pulse envelope. It seems that these step-
function discontinuities need to be smoothed out if the 
sidelobes are to be eliminated from the excitation pro
file. One of the first shaping functions to be tried was 
a Gaussian.27'28 There is a theorem, based on the 
Fourier approximation, which states that a shaping 
function that can be differentiated k times before the 
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derivative becomes impulsive, has a frequency-domain 
excitation that falls off as Aw-* at appreciable offsets. 
This suggests that Gaussian pulses should provide an 
excitation pattern with one of the sharpest cutoffs in 
the tails. Gaussian shaping has proved to be a simple 
and widely applicable method for selective excitation 
in high-resolution spectroscopy. It is relatively easy to 
implement. A decision must be made as to the point 
at which the tails are truncated, usually between 1 % 
and 5% of the peak intensity. 

Another approach, much favored in magnetic reso
nance imaging, is to shape the pulse envelope according 
to a sine function29 since, in the Fourier approximation, 
this would give a rectangular or "top-hat" excitation 
profile. Intermediate between these cases lies the 
"Hermite" pulse30 which is the product of a Gaussian 
and a polynomial. Hyperbolic secant pulses also have 
their advocates.31 

B. Spin Pinging 

Surprisingly enough, not all rectangular pulses nec
essarily involve a sine function excitation pattern. If 
we prepare the spin system so that the initial condition 
for the selective pulse involves My rather than M1, then 
the excitation pattern is far more favorable, having 
much weaker sidelobe responses. This experiment must 
be performed in a difference mode otherwise there are 
large signals off-resonance and the phase properties are 
unsuitable. The optimum flip angle for the selective 
pulse is ir radians, carrying the on-resonance signal from 
the +y to the -y axis of the rotating frame. The ex
periment can be written as follows: 

hard (ir/2)x soft (ir)x Acquire (+) 

hard (ir/2)x soft (ir)y Acquire (-) 

Suppose we start with a magnetization My after the 
initial hard 7r/2 pulse, at a general offset AB, with a 
transmitter level B1, and a nominal flip angle a0 for the 
soft pulse. We may define the parameters 

tan 8 = AB/B^ a = Ct0B^fB1 

Beff
2 = AB2 + B1

2 

On this vector model, simple trigonometry shows that 
the dispersion-mode signals after both sequences are 
identical, equal to 

My sin 6 sin a 

The dispersion contributions therefore disappear in the 
difference mode, whatever the resonance offset and 
whatever the soft pulse flip angle a0. Consequently the 
excitation spectrum is in the pure absorption mode 
throughout. 

More importantly, in the difference mode the fre
quency-domain excitation pattern has only very weak 
sidelobes, being described by 

a 

My = %M0a0'< 
sin (a/2) 

(a/2) 

whereas the corresponding expression for a single rec
tangular soft pulse has the form 

My = M0CtQ 
[sin {a/2)] 

(a/2) 

10 Hz 

10 Hz 

Figure 11. Frequency-domain excitation profiles calculated for 
the "spin pinging" sequence, using (a) a rectangular soft pulse 
and (b) a soft pulse shaped according to an isoceles triangle. The 
soft pulse had a duration of 1 s. 

The first expression, involving sine2, has much weaker 
sidelobe responses than the latter equation. Interest
ingly, this shape is retained for a wide range of values 
of the soft pulse flip angle a0 (only the amplitude 
changes) implying that the method is extremely tolerant 
of pulse length miscalibration or spatial inhomogeneity 
of the B1 field. This experiment has been called spin 
pinging;32 a closely related technique was published 
simultaneously and independently by Canet33 and 
called DANTE-Z. The excitation profile is easily im
proved still further by time-symmetric shaping func
tions applied to the soft pulse. For example, a time-
domain envelope in the form of an isosceles triangle 
gives a frequency-domain profile described by a sine4 

function, where the sidelobes are virtually undetectable. 
Figure 11 compares the frequency domain profiles 
calculated for spin pinging with a rectangular soft pulse 
and a triangular soft pulse. 

C. Phase Gradients 

There is one particular problem with many of the 
shaped pulses mentioned so far; they induce a strong 
variation in the phase of the excited signal across the 
selected region. This is easily visualized in the vector 
picture, since an off-resonance pulse causes a rotation 
about a tilted effective field in the rotating reference 
frame, carrying the appropriate vectors away from the 
zy plane toward the x axis (dispersion). The tilt angle 
increases with offset. Figure 12 shows a family of 
magnetization trajectories for increasing offsets from 
resonance. For the special case of a time-symmetric, 
amplitude-modulated pulse, the first-order approxi
mation predicts that the resultant phase error is a linear 
function of offset. Pulse shapes that fall into this 
category include the Gaussian, Hermite, and sine 
function pulses. For some applications, a linear phase 
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dispersion absorption 

Figure 12. Magnetization trajectories for a soft pulse at increasing 
offsets from resonance. The effective field in the rotating frame 
tilts progressively further from the x axis toward the z axis, 
generating an increasing amount of dispersion mode signal (Mx). 

dispersion may be corrected by conventional software 
routines before the spectrum is displayed, provided that 
the lines are sufficiently narrow in comparison with the 
rate of variation of phase with frequency. If not, then 
the line shapes are distorted and a "rolling base line" 
effect may be created. Alternatively, a refocusing me
thod may be employed. In the case of magnetic reso
nance imaging experiments this can be achieved by 
reversing the applied field gradient. In high-resolution 
NMR a hard it pulse is used. Refocusing introduces its 
own problems. The additional delay causes signal loss 
through relaxation and allows time for the evolution of 
homonuclear couplings, giving rise to phase distortion 
within spin multiplets. The inevitable imperfections 
of the ir pulses introduce undesirable magnetization 
components that have to be cancelled by a suitable 
phase cycle. Phase dispersion is therefore a serious 
problem. As these difficulties became more and more 
evident, it was recognized that pulse shapes needed to 
be specifically designed to match the requirements of 
the experiment, and if possible to excite the chosen 
region in the pure absorption mode with no frequen
cy-dependent phase errors. 

D. Half-Gaussian 

It is somewhat misleading to assert that shaped 
pulses should have no sharp edges at all; it depends on 
what is to be observed. A pulse shaped according to the 
first half of a Gaussian curve34 has important advan
tages for coherence transfer experiments where it is the 
absorption-mode profile that matters and where the 
dispersion signal is irrelevant. The phase gradient from 
a full Gaussian pulse may be thought of as arising be
cause data acquisition starts late—at the end of the 
pulse rather that at the center. The half-Gaussian pulse 
greatly alleviates this problem by permitting data ac
quisition immediately after the peak, and the absorp
tion mode excitation follows the same profile as that 
of a full Gaussian that has been corrected for its in
herent phase gradient (the full curve of Figure 13). 
However the dispersion mode excitation is quite broad 
(the dashed curve of Figure 13). One way to visualize 
the action of a half-Gaussian pulse is to break it down 
into the sum of equal symmetric and antisymmetric 
parts (Figure 14). The antisymmetrical part excites 
dispersion-mode signals and, since it contains a large 
step discontinuity, accounts for the fact that the dis
persion mode response covers a very wide frequency 
range. The symmetrical part excites absorption mode 

Figure 13. Frequency-domain excitation profiles for a half-
Gaussian selective pulse. The absorption-mode response is 
well-suited to selective coherence transfer experiments, but the 
dispersion-mode response has poor frequency selectivity. 

Figure 14. A half-Gaussian pulse (a) can be considered as the 
superposition of a symmetric full Gaussian (b), which excites the 
absorption-mode response, and an antisymmetric Gaussian (c), 
which excites the (broad) dispersion response. 

Figure 15. Magnetization trajectories calculated for a full 
Gaussian (a) and a half-Gaussian selective pulse (b). With the 
latter, the trajectories never reach the hemisphere where y is 
negative and there are no sidelobes on the excitation profile 
(reprinted from ref 34; copyright 1987 Academic Press). 

signals and, having no discontinuity, gives an excitation 
profile with a monotonic cutoff in the tails, with no 
sidelobe responses. This behavior can be appreciated 
from the trajectories plotted in Figure 15 for a full 
Gaussian pulse and a half-Gaussian pulse of the same 
duration. Half-Gaussian trajectories never stray into 
the hemisphere where y is negative but they do have 
appreciable x components of magnetization. 

In situations where the broad dispersion response 
must be eliminated, this can be achieved in a two-scan 
experiment with a hard (TC/2) purge pulse alternating 
along the ±y axes so as to cancel the undesirable x and 
z components of magnetization. This "purged half-
Gaussian" pulse has been widely exploited for selective 
coherence transfer experiments.35 
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VI. Design of Pulse Shapes 

We start from the most general theoretical descrip
tion, the Liouville-von Neumann equation: 

do/dt = -i[H, a] 

For the special case of a time-independent Hamiltonian, 
this has the solution 

a(t) = exp(-iHt) <7(0) exp(+iHt) 

This is applicable to a pulse that has a rectangular 
envelope and no phase modulation, described (in the 
appropriate rotating frame) by the Hamiltonian 

H = AwI1 + Wi(Ix cos 0 + Iy sin 0) 

where W1 and 0 are constant. We concentrate attention 
on the propagator 

U = exp(iHr) 

where T is the pulse duration. This propagator is in
dependent of the initial state of the spin system. It can 
be written 

U = exp(-i0/2) exp(-idly) exp(-iweffT/2) exp(+idly) 

exp(+i4>Iz) 

where the effective field is defined by 

tan 0 = W1 /Aw and weff
2 = W1

2 + Aw2 

The propagator causes a rotation through an angle /S0 
= weffT about an axis n0 

U = exp[-i/30(I-n0)] 

where 

n0 = [W1Ci cos 0 + j sin 0) + kAw]/weff 

that is to say an angle with direction cosines (W1 cos 0, 
W1 sin 0, Aw). (This is the result predicted by the usual 
vector model.) Its importance is that it provides the 
mechanism for treating the effect of a phase- and am
plitude-modulated pulse by breaking down the pulse 
shape into a histogram made up of a regular sequence 
of rectangular pulses of differing amplitudes and phases. 
We define an overall propagator U0, representing the 
net effect produced by the time-dependent Hamiltonian 
H(t) over the course of the pulse. 

a(r) = U0O(O)U0-
1 

where U0 is expressed as the product of unitary trans
formations 

U0 = UNUN-^U2U1 

This overall propagator predicts the final density op
erator <J(T) for any general initial condition <r(0). 

An alternative approach is to calculate the average 
Hamiltonian H* for the shaped pulse, defined by 

U0 = exp(-iH*r) 

This represents the overall effect of the general time-
dependent Hamiltonian over the pulse width T. The 
computation is more extensive, involving numerical 
diagonalization of the matrix U0, taking logarithms of 
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Figure 16. Computer scheme for designing shaped pulses to 
achieve a predefined target excitation profile. 

the resulting eigenvalues and transforming back into 
the original reference frame. For certain applications 
it is sufficient to perform an approximate calculation 
of the average Hamiltonian through the Magnus ex
pansion.36 

A. The Inverse Problem 

These calculations tell us how to evaluate the effect 
on the spin system of a pulse of known shape. They 
do not solve the inverse problem of designing a pulse 
shape to achieve a predefined excitation pattern. This 
much more demanding problem requires iterative nu
merical procedures. It was the practitioners of magnetic 
resonance imaging who first made use of "designer 
pulses" for selective excitation and there is an extensive 
literature on the subject.37-46 High-resolution spec-
troscopists were initially quite content to use simple 
pulse shapes like the Gaussian28 since phase dispersion 
is more easily corrected in spectra made up of several 
discrete narrow lines. 

To design a pulse for a particular excitation profile 
and pure absorption mode, the first step is to specify 
a trial pulse shape in terms of a suitable set of param
eters. This could be a simple set of discrete phase and 
intensity values at regular time intervals—the point-
by-point definition. The problems with this method are 
that the number of parameters can be very high and 
that it is necessary to ensure (by other constraints) that 
the pulse envelope remain continuous. A polynomial 
expansion provides an alternative method for defining 
pulse shape, providing continuity and a restricted pa
rameter set. A finite Fourier series expansion has 
proved to be a rewarding approach.46,47 Not only does 
it keep the number of parameters small, but also it 
ensures that the pulse shape is continuous. By intro
ducing higher order Fourier coefficients gradually and 
conservatively, we can ensure that the pulse envelope 
remains as simple as possible. Some of the rival 
methods can generate extremely convoluted shapes that 
are difficult to implement in practice and are quite 
intolerant of instrumental imperfections. 

Iterative methods use the forward calculation to 
compute an excitation profile for a given trial pulse 
shape, compare this with the predefined target profile 
and then modify the pulse shape parameters to give a 
better approximation to the target. Figure 16 is a 
schematic diagram of this procedure. Essentially this 
is a search over a multiparameter error surface to find 
the optimum solution. There are several conventional 
"gradient descent" routines to do this. The difficulties 
arise when there are several minima on the error surface 
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and the program finds only a "local" rather than 
"global" minimum. Later we examine three approaches 
to pulse design conceived to circumvent this problem. 

B. General Rotation Pulses 

So far we have made the tacit assumption that the 
pulse acts on magnetization at equilibrium along the 
z axis. This, of course, is not always the case. For 
example, in a spin echo refocusing experiment we need 
to perform a IT rotation for magnetization vectors in the 
xy plane with any arbitrary phase, and several multi
dimensional experiments require a general ir/2 rotation 
for vectors at arbitrary positions. We call these "general 
rotation pulses" and their action is a rotation through 
/3 radians, independent of the initial condition of the 
nuclear magnetization. This is a much more challenging 
problem that finding a pulse that rotates longitudinal 
magnetization. It involves discovering a "propagator" 
representing a constant rotation through /3 radians, 
corresponding to an average Hamiltonian H* = (PIT)IX. 
To design a general rotation pulse, the pulse shape is 
adjusted iteratively until the average Hamiltonian fits 
the target function. The design of general rotation ir/2 
and x pulses has been described in some detail.47 

C. Evolutionary Methods 

A careful study of the processes of nature may often 
help us solve technological problems. A good example 
is the adaptation of Darwin's concept of natural selec
tion, which governs evolution, to solve complex prob
lems of aerodynamic engineering.48 In nature, small 
genetic variations are favored if this renders the off
spring better adapted to its environment. In a sense 
each individual genetic change is a random process, but 
the cumulative effect of a long sequence of such changes 
becomes directed and accounts for the driving force 
behind the evolution of all living organisms. The same 
concept may also be applied to magnetic resonance 
problems.49 The numerical values of the physical pa
rameters are thought of as "genes" which can be in
cremented ("mutation") to produce several trial solu
tions ("offspring"), one of which is chosen to be the 
starting point ("parent") of the next "generation". A 
hostile "environment" is provided by a computer pro
gram which encourages changes that appear to favor the 
overall target of the project, for example a shaped se
lective pulse. Evolutionary algorithms based on these 
principles are well established in many areas of science 
and engineering. 

We may introduce a radical modification of this 
classic evolutionary scheme by replacing the computer 
by a skilled NMR spectroscopist at the critical stage 
where the choice is made between offspring. This is not 
merely a simplification of the algorithm, but changes 
the very nature of the process, since a human operator 
is much better at pattern recognition and much more 
flexible about goals. Indeed, there is now no longer any 
necessity for a precise target function since the spec
troscopist may work with much more broadly conceived 
aims than the computer algorithm, indeed he may vary 
these goals as the search proceeds. No formal error 
function is computed; we may therefore question 
whether this should be described as an optimization 
procedure at all. The NMR spectroscopist simply 
makes his choice, using intuition, lateral thinking, ex-
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Figure 17. Schematic representation of the evolutionary method 
used to design pulse shapes. The "genes" in this case are coef
ficients in a finite Fourier series used to define the pulse envelope. 

pert judgement, or just plain guesswork to "guide" the 
program along what appears to be a useful evolutionary 
path. Not every choice need be demonstrably prod
uctive. 

In practice the computer monitor displays frequen
cy-domain excitation patterns that represent the parent 
and several offspring.50,51 The process is illustrated 
schematically in Figure 17. The operator chooses one 
of the patterns to be the parent of the next generation, 
nudging the evolution along what appears to be a 
productive direction. He need not always make a wise 
choice, indeed there may be something to be said for 
an occasional whimsical variation of the genes to direct 
the program in an entirely different direction. This is 
certainly not a blind mechanical search for an optimum 
solution. Evolution space is a branching network, and 
every time the operator makes a choice, he eliminates 
millions of possible outcomes. In this sense evolution 
resembles the game of chess where a score of moves is 
enough to create unprecedented positions on the board. 
We could even speculate that such an interactive 
scheme might one day discover a completely new result 
not anticipated when the problem was first formulated, 
provided that the spectroscopist keeps an open mind 
and is always on the look-out for the emergence of novel 
solutions. It would be difficult indeed to program a 
computer to achieve this. Guidance by a skilled spec
troscopist is therefore a crucial modification of the ev
olutionary method. 

As an example, consider the problem of generating 
a shaped broad-band excitation pulse. The requirement 
would be uniform excitation in the pure absorption 
mode over a predefined effective bandwidth, with 
negligible dispersion mode excitation. Outside this 
effective bandwidth we allow any arbitrary excitation 
behavior so this is not strictly a band-selective pulse. 
Although a sufficiently hard pulse can accomplish a 
similar result, there can be situations where a weak 
shaped pulse might be preferable. Starting with trial 
pulse shape parameters in the form of the coefficients 
of a finite Fourier series, an evolution program was 
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Figure 18. A shaped pulse (a) designed to give a broadband 
excitation profile (b) with uniform absorption (full curve) and 
negligible dispersion (dashed curve) across a 4000-Hz bandwidth. 
It was designed by the evolutionary method used Fourier coef
ficients as the variable parameters (reprinted from ref 51; copyright 
1991 Academic Press). 

written where each set of new frequency-domain pro
files could be displayed on a computer monitor. These 
may all be regarded as the direct offspring of a previous 
result. The operator examines each profile for desirable 
characteristics (flatter absorption profile, lower dis
persion profile) at the same time rejecting any tendency 
toward artifactual responses. The pulse shape corre
sponding to this selected response acts as the parent 
for the next generation. A human operator, particularly 
an experienced NMR spectroscopist, can make a com
plex set of value judgements about each pattern dis
played on the screen, and may even change the target 
of the search if something interesting crops up. This 
broad-band excitation pulse shape was in fact discov
ered as a byproduct of a quite different search.51 Figure 
18 shows the pulse shape and frequency-domain exci
tation profile of this broad-band pulse. The absorp
tion-mode signal is uniform within ±0.0006 over a 
3000-Hz band while the phase is constant to within 
±0.5° (something that would be very difficult to achieve 
with a conventional hard pulse). 

D. Neural Networks 

We can imagine a situation in magnetic resonance 
imaging and in vivo spectroscopy where the physicians 
have obtained an image and wish to record a high-
resolution spectrum from some irregularly shaped organ 
within the patient. This requires the design of suitably 
shaped localized excitation pulses on the spot, that is 
to say, with the least possible delay for the computation. 
Here is one of the principal advantages of the method 
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Figure 19. Schematic diagram of a neuron as used in the sim
ulated neural network. Several input signals are combined as a 
weighted sum, "amplified" according to a sigmoid response with 
a bias 6, and passed on to other neurons "downstream". 

Input layer (retina) 

Hidden layer 

o o TJ O O 
Output layer 

Figure 20. Schematic diagram of a three-layer neural network. 
Each neuron in the final layer receives signals from all neurons 
in the first two layers. 

of neural networks—the actual calculation is quite rapid 
compared with the much longer time taken to "train" 
the network for its task. A neural network mimics the 
way the brain is believed to work, by simulation on a 
digital computer.52 A neuron is represented schemat
ically in Figure 19. There are several inputs controlled 
in amplitude by the synaptic weights Wj. The weighted 
signal voltages are summed and converted by the sig
moid response function with a bias 6 to give a common 
output which is then fed to several more neurons 
"downstream". 

The network is constructed in several layers. Input 
is received by the first layer (the "retina"). A neuron 
in an intermediate layer receives signals from all neu
rons in the retina, summing them with the appropriate 
"synaptic weights" and "biases", passing the resultant 
to neurons in the next layer. In practice three layers 
appear to suffice for the pulse shaping application and 
"feedback" to earlier layers is not required. The final 
layer receives signals from both the retina and the in
termediate layer (Figure 20) and generates the signals 
that will eventually represent the pulse-shape param
eters (Fourier coefficients) corresponding to the input 
excitation pattern. This is achieved in the "training 
mode" (Figure 21). Starting with a series of randomly 
generated trial pulse shapes, the program calculates the 
corresponding frequency-domain excitation profiles and 
feeds these to the retina one at a time. Initially the 
synaptic weights and biases are quite random and there 
is no correlation at all between output and input. Each 
set of output Fourier coefficients is compared with those 
of the corresponding trial pulse shape, and changes are 
made to the synaptic weights and biases to improve the 
fit. Thus very gradually, as different trial patterns are 
presented to the retina, the network "learns" to recog
nize them and generates a better and better approxi
mation to the corresponding pulse shape. This acquired 
"knowledge" resides in the values of the synaptic 
weights and the biases associated with each neuron. 
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Figure 21. The training mode of a neural network used to design 
pulse shapes. Randomly generated pulse shapes are converted 
into the corresponding frequency domain excitation profiles and 
presented to the retina. The control program readjusts biases 
and synaptic weights within the network to bring the output 
shaping coefficients closer to the trial coefficients. 
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Figure 22. Once the neural network has been suitably trained, 
it is switched to the operating mode. Presentation of a desired 
excitation profile to the retina results in outputs that are a good 
approximation to the Fourier coefficients required to shape the 
pulse. 

This training mode can be very protracted since each 
individual presentation to the retina involves solving 
(say) the Bloch equations for each trial pulse shape. 
The trial shapes should of course be planned to cover 
the entire range of conditions that may be anticipated 
when the network is changed to its operating mode. 

The operating mode works much more rapidly (Fig
ure 22). A presentation of the required frequency 
domain pattern to the retina is followed soon afterward 
by a set of Fourier coefficients at the output layer. The 
long training schedule has paid off by adapting the 
synaptic weights and biases so that it can now perform 
the calculation without knowing the result in advance. 
We have built a machine that can invert the Bloch 
equations. It is quite possible that a sportsman, by 

Trial pulse shape Define 

i Bloch equations 

Trial excitation profile Target excitation profile I 

Fourier 
coefficients 

Evaluate error surface 

Make random 
changes in the 

Fourier coefficients 

IfAE negative 
jump, P = 1 

If AE positive 
jump, P = exp(AE/kT) 

Figure 23. Simulated annealing scheme for designing shaped 
pulses. The key feature is the slow stepwise reduction in T. 

repeated training, learns to perform (say) the high jump 
by a broadly analogous mechanism. 

A practical test of design of pulse shapes by a neural 
network proved quite encouraging.53 The target was to 
design a pulse which, applied to a J doublet, excited 
antiphase magnetization (2IxS2) uniformly over a range 
of possible J values. This "JANUS" pulse should be 
a useful first stage in many coherence transfer experi
ments. 

E. Simulated Annealing 

The pitfalls of conventional gradient descent routines 
are neatly avoided by the method known as simulated 
annealing,46,54 based on an analogy with the annealing 
of a metal. As before, the problem is parametrized, for 
example in terms of the Fourier coefficients that define 
the pulse shape, and an error function is defined in 
terms of the mean square deviations between the trial 
and target excitation profiles (Figure 23). Small ran
dom changes are made to each parameter in turn to find 
out whether the error function increases or decreases. 
In this search for the global minimum on the multidi
mensional error surface, the program normally moves 
"downhill" but occasionally accepts an "uphill" jump 
to a point with a higher mean square error. The idea 
is to avoid becoming trapped in a local minimum that 
does not represent the optimum solution. Uphill jumps 
are only permitted with a low probability, exp(-AE/ 
kT), whereas downhill jumps are always implemented. 
This "Boltzmann" factor involves the change in the 
error function AE, and a parameter T which can be 
thought of as temperature. Thus any variation in the 
Fourier coefficients which causes a large increase in the 
mean square error is very unlikely to be allowed, the 
more so the lower the temperature T. The art lies in 
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the manner in which the temperature is lowered—the 
annealing schedule. At high temperatures, uphill and 
downhill moves are about equally probable and the 
error surface can be thoroughly explored without danger 
of becoming trapped in a local minimum. Small step
wise reductions in temperature are then made, with 
more and more time allowed at each level as the pro
gram proceeds. Gradually the search finds minima on 
the error surface but retains enough "kinetic energy" 
to escape them and explore other regions until the 
global solution is finally discovered. The key to a 
successful simulated annealing run is to choose the best 
compromise between cooling too fast (quenching) and 
cooling too slowly (which would use too much computer 
time). When a global solution is located, it is often 
advantageous to refine the parameters by conventional 
gradient descent methods for these are much faster. 

VII. Band-Selective Pulses 

Simulated annealing has proved its worth in the 
search for a shaped pulse which excites across a selected 
frequency region with uniform intensity and pure ab
sorption phase. This supposes a built-in compensation 
for the phase gradients inherent in most other selective 
pulses. It was not obvious a priori that this goal of 
"self-focusing" could be achieved by amplitude modu
lation alone. (In fact it has been speculated56 that 
purely amplitude-modulated self-focusing pulse shapes 
will not be easily implemented and are therefore of little 
practical importance, implying that the solution should 
be sought for pulses with both phase and amplitude 
modulation.) Outside the prescribed bandwidth (and 
a narrow transition region) the excitation should be 
negligible. In the event, simulated annealing calcula
tions produced a family of these band-selective, uniform 
response, pure-phase (BURP) pulses suitable for exci
tation, coherence transfer, population inversion, and 
refocusing.47'56'57 

The need arose for band-selective pulses due to the 
very high information content of present-day high-
resolution spectrometers. The problem is compounded 
for multidimensional spectroscopy. For example, a 
three-dimensional experiment with a thousand data 
points in each dimension and with evolution and ac
quisition times of 0.2 s would require one week of data 
accumulation (not counting extra relaxation delays or 
computer housekeeping) and a data matrix of one bil
lion words. The requirements of the Nyquist sampling 
condition normally preclude the narrowing of the 
spectral widths since aliasing cannot be tolerated in 
most chemical applications. However if the excitation 
bandwidths are reduced then the sampling rates, the 
size of the data matrix, and the experimental time can 
all be correspondingly reduced. Even a halving of the 
excitation bandwidth gives an 8-fold reduction in the 
size of the data table. Band-selective pulses can achieve 
this. 

One representative example is the band-selective 
"BURP" pulse which has the pulse shape and excitation 
profile illustrated in Figure 24. As a test for its 
"pure-phase" behavior and the suppression of signals 
outside the specified band, the spectra shown in Figure 
25 were recorded. A section of the 400-MHz proton 
spectrum of strychnine was examined one spin multi-
plet at a time, with no readjustment of the spectrometer 

Figure 24. Pulse shape (a) and excitation profile (b) for the 
band-selective pulse E-BURP-2. The full curve represents the 
absorption mode and the dashed curve the dispersion mode. The 
selectivity can be increased by increasing the pulse length (re
printed from ref 47; copyright 1991 Academic Press). 
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Figure 25. Part of the 400-MHz proton spectrum of strychnine. 
The lower traces show the selective excitation of the spin mul-
tiplets one at a time using the E-BURP pulse. Note particularly 
the pure absorption phase and the lack of distortion compared 
with the full spectrum. No phase corrections were made within 
the series. 

phase controls within the series. An essentially un-
distorted version of each multiplet is reproduced with 
little residual signal from adjacent multiplets. In each 
case the signals are in the pure absorption mode. Pulses 
from this family should prove very useful for multidi
mensional spectroscopy. 

VIII. Applications of Selective Pulses 

There is now a large number of selective pulse ex
periments in the literature and a comprehensive survey 
would be beyond the scope of this review. However, 
some valid generalizations can be made. These new 
selective schemes are often derived from existing 
hard-pulse experiments simply by replacing one or more 
hard pulses by soft pulses. The aim may be to simplify 
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the spectrum, confirm an assignment, reduce the di
mensionality, or improve sensitivity or the fineness of 
digitization. Alternatively, we may attack a specific 
instrumental problem such as that posed by very in
tense solvent peaks, although this demands a very high 
level of suppression indeed and most shaped pulses are 
not well-suited to this application. 

A. Simplification and Assignment 

One early example serves to illustrate this concept. 
Long-range carbon-proton couplings are notoriously 
difficult to detect and assign. In the proton spectrum 
they are often obscured among the small artifact re
sponses in the flanks of the intense proton signal from , 
carbon-12 molecules; in the carbon-13 spectrum the 
multiplets can be quite complicated and the wide 
spectral widths often preclude the examination of the 
finer details of spin multiplet structure. A simple 
modification of the conventional heteronuclear two-
dimensional J spectrum provides the key.58 The usual 
hard proton 180° refocusing pulse is replaced by a soft 
pulse at a particular proton chemical shift frequency 
(5A) with selectivity of the order of 25 Hz. This restricts 
the spin-echo modulation to a single component at the 
frequency of the long-range proton-carbon coupling 
constant. The outer satellite lines due to the direct 
proton-carbon coupling are too far away to be affected, 
but the inner satellites are inverted by the soft pulse. 
The result is a particularly simple carbon-13 spectrum 
(doublet, triplet, or quartet) with good digital definition, 
since the F1 spectral width can be as narrow as ±10 Hz. 
The assignment is direct and unambiguous, based on 
the choice of the proton frequency 5A. The sensitivity 
is quite high, for although a two-dimensional spectrum 
can lose some sensitivity with respect to the corre
sponding one-dimensional analogue, not many 1̂ in
crements need to be involved here, and there is a con
siderable reduction in the number of times the car
bon-13 resonance is split. Of course each site has to be 
investigated separately, and some sites may not be ac
cessible owing to overlap of neighbor resonances. This 
is a good illustration of how an existing experiment can 
be radically changed by the substitution of a soft pulse 
for a hard pulse. 

B. Reduction of Dimensionality 

Although two-dimensional spectroscopy has enjoyed 
unprecedented success, not all problems are best solved 
by this method, particularly where close attention to 
the detailed fine structure is the prime goal. There is 
now a vast family of investigations in which a two-di
mensional hard-pulse experiment has been converted 
into a soft-pulse one-dimensional version. Sheer volume 
of information is thereby traded for wealth of fine de
tail. In fact it is often in cases where the two-dimen
sional spectrum is very crowded that the soft-pulse 
experiment shows its true worth. 

We can take a very early experiment to illustrate this 
principle.28 A conventional homonuclear shift correla
tion experiment (COSY) can be converted into a small 
number of one-dimensional experiments if the initial 
excitation pulse is a soft Gaussian (of the order of 100 
ms duration) centered on a chosen spin multiplet. In 
this experiment the usual evolution period 1̂ is replaced 
by a fixed interval T and this is followed by a hard x/2 
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Figure 26. Selectively excited one-dimensional correlation spectra 
of protons in a tricyclodecanone derivative: (a) conventional 
spectrum; (b-c) coherence transfer spectra. Gaussian-shaped 
excitation pulses were applied at the frequencies marked by the 
arrows (reprinted from ref 28; copyright 1984 Academic Press). 

pulse. Coherence is transferred to all directly coupled 
sites with an intensity dependent on r and the appro
priate J coupling. Since we are at liberty to choose a 
well-isolated multiplet for excitation, this technique 
may be used to probe overlapping responses by trans
ferring coherences selectively into the crowded region. 
Figure 26 shows some of these "one-dimensional-COSY" 
traces obtained in the crowded spectrum of protons in 
a tricyclodecanone derivative. 

C. Crowded Two-Dimensional Spectra 

As more and more complicated molecules are inves
tigated by two-dimensional spectroscopy, congestion 
becomes a common problem. Cross-peaks are crowded 
together and overlap, obscuring useful fine structure 
information. Sometimes a "surgical" line-selective 
soft-pulse experiment can dissect the overlapping com
ponents. An illustrative example is provided by a 
scheme to separate overlapping cross-peaks in homo-
nuclear correlation (COSY) spectra. In most practical 
cases the overlap is seldom complete. Even where one 
cross-peak is engulfed by the other, there is usually an 
F1 frequency to be found that slices through one and 
not the other. In favorable cases this might be the 
extreme edge of one cross-peak, but this is not a nec
essary condition for success. 

The technique can be demonstrated by using the spin 
pinging sequence32 for selective excitation of one line 
in the F1 dimension of a COSY experiment. If any line 
of a given spin multiplet is excited in this way, the next 
hard x/2 pulse has the effect of spreading the excitation 
throughout all the lines of that multiplet. Coherence 
is then transferred as a COSY experiment with a var
iable evolution period followed by a hard ir/ 2 pulse. A 
second experiment, attacking a single transition of the 
second (overlapped) multiplet, allows the two to be 
recorded separately. Figure 27 shows such a decom
position in the correlation spectrum of protons in a 
biosynthetically generated copolymer. This has four 
overlapping cross-peaks. By judicious choice of exci
tation frequencies each cross-peak has been separately 
recorded.59 
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Figure 27. Separation of four overlapping cross-peaks in the 
COSY spectrum of a copolymer by line-selective excitation with 
the spin pinging sequence: (a) the composite cross-peak from the 
conventional COSY spectrum; (c-f) the individual cross-peaks 
separated by excitation at the frequencies indicated by the small 
arrows; (b) superposition of c, d, e, and f for comparison with a 
(reprinted from ref 59; copyright 1990 Academic Press). 

D. Three-Dimensional Spectroscopy 

Multidimensional spectra make enormous demands 
on overall experimental time and computer data storage 
space. This may preclude a careful examination of the 
fine structure of cross-peaks, since there is neither time 
nor space to employ a large number of samples in each 
time dimension. An interesting alternative is a direct 
exploration of two frequency dimensions with line-se
lective pulses,60 using Fourier transformation only for 
the final (acquisition) dimension. A complete step-
by-step examination of one frequency dimension (F1) 
is made for each step in the second dimension (F2). 
Although this two-dimensional search could be labo
rious, the experiment is redeemed by greatly restricting 
the frequency ranges so as to encompass only the de
sired cross-peak. The frequency increments are chosen 
to correspond to the selectivity of the soft pulses. As 
an illustration, Figure 28 shows a three-dimensional 
cross-peak response from protons in acrylic acid re
corded in this manner. It contains four quartets, each 
with a (H H) or (- + + -) pattern of intensities run
ning parallel to the F3 dimension. It maps out a volume 
of frequency space 18.6 Hz X 11.8 Hz X 27.6 Hz. 

IX. Conclusions 

In the 1960s, the concept of selective excitation re
ceived little attention (except in terms of double reso
nance experiments) for virtually all spectra were excited 
selectively, the frequency being swept to pass from one 
resonance to the next. We have seen that the conver
sion to Fourier transform methods generated a new 
need for experiments with selective pulses. At first 
these were implemented in the simplest possible fash
ion, by lengthening the pulse and lowering the B1 level 
accordingly, but it became apparent that the sharp 
rising and falling edges of the pulse introduced unde
sirable sidelobe features into the excitation spectrum. 
The remedy was to shape the pulse, initially by means 
of simple analytical functions such as the Gaussian, but 
eventually by carefully designed functions calculated 

Figure 28. A three-dimensional cross-peak from the proton 
spectrum of acrylic acid obtained by scanning the F1 and F2 
frequency dimensions with line-selective pulses. The F3 dimension 
was recorded by the conventional Fourier transform method. 
Negative responses are shown as filled contours (reprinted from 
ref 60; copyright 1988 Taylor & Francis). 

to achieve a specific frequency-domain profile. It is 
indeed rather surprising that a purely amplitude mod
ulated pulse can be designed not only to be band se
lective, but also to have uniform intensities and pure 
absorption mode signals across the prescribed operating 
bandwidth. No doubt even higher levels of sophisti
cation in pulse design may be anticipated in the future. 
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