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/ . Introduction 

Understanding the various influences exerted by the 
solvating environment upon the kinetics of electron-
transfer (ET) processes, either in homogeneous solution 
or at metal-solution and related interfaces, has long 
captured the attention of experimentalists and theo­
reticians alike. Traditionally, these roles have been 
perceived primarily in terms of energetic factors, 
whereby the solvent is considered to affect the reaction 
rates via its influence on the net activation barrier to 
electron transfer, AG*. Indeed, such considerations 
form a mainstay of the well-known Marcus and related 
theoretical treatments.1 In these approaches, solvent 
effects upon AG* are separated into so-called intrinsic 
and extrinsic (or thermodynamic) factors. The latter 
encompasses the various solvent influences upon AG* 
attributed to the reaction free energy, AG°, whereas the 
former describes the barrier component present in the 
absence of this driving force. 

The physical origin of the intrinsic solvent (or 
"outer-shell") barrier, AG*̂ , is in the need for the re­
organization of surrounding solvent dipoles to occur to 
some extent prior to the (essentially instantaneous) 
electron-transfer act itself. Description of AG08 in terms 
of the conventional dielectric-continuum model leads 
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to well-known expressions, based on a nonequilibrium 
"Born-charging" treatments, that contain the so-called 
Pekar factor («"* - CQ1)* where eop and e0 are the optical 
(infinite frequency) and static (zero frequency) solvent 
dielectric constants, respectively.1 For polar solvents, 
cop « €0, since the latter quantity contains dominant 
additional contributions from orientational and vibra­
tional solvent polarization; these components are absent 
in 0̂P because only electronic polarization influences the 
solvent dielectric properties at optical frequencies. This 
circumstance leads to a numerical dominance of the 
Pekar factor, and hence the predicted AG06 values, in 
polar solvents by eop rather than e0. Perhaps paradox­
ically, then, the intrinsic reorganization energetics are 
anticipated to be influenced only mildly by the "slow" 
nuclear solvent modes. 

In addition to such energetic factors, however, one 
might anticipate that such "slow" solvent repolarization 
as well as other nuclear reorganization modes that 
constitute the ET barrier could affect the reaction rate 
via their influence on the nuclear barrier-crossing fre­
quency j / n . This latter issue has been discussed most 
often recently for activationless (sometimes termed 
"solvent-controlled") ET reactions, where AG* « 0, so 
that the solvent relaxation dynamics alone determine 
the reaction rate. We focus here instead on activated 
ET processes, i.e., those featuring significant (£2 kcal 
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mol"1) free-energy barriers. While solvent dynamics can 
also exert important influences on the latter reaction 
type, the anticipated nature of the effects are often 
quite different from the activationless case. 

In the usual transition-state theory (TST) format, one 
can express the (unimolecular) rate constant, ket, for 
activated ET as2 

Kt = Wn exp(-AG*/fcBT) (1) 

where kB is the Boltzmann constant, and *el is the 
electronic transmission coefficient. For sufficient do­
nor-acceptor electronic coupling so that *cel -»• 1, 
"adiabatic" pathways prevail so that the ET barrier-
crossing frequency will be controlled entirely by ^n. The 
usual TST expression for ^n is

2 

^n = (EvfAG'j/AGy'2 (2) 

where vj is the harmonic frequency of the jth nuclear 
mode which contributes to the overall barrier AG* to 
an extent equal to AG*. This expression indicates that 
the molecular rotational and other individual nuclear 
motions associated with solvent reorganization can in­
fluence vn and hence the reaction rate, although the 
form of eq 2 suggests that higher-frequency modes 
(especially vibrations) should often dominate vn. On 
this basis, the latter is anticipated to be the case for 
reactions where reactant intramolecular (i.e., inner-
shell) distortions form a significant or substantial com­
ponent of the activation barrier in addition to solvent 
(i.e., outer-shell) reorganization. 

Over the last decade, however, it has become appar­
ent that dynamical solvent properties can influence the 
rates of electron-transfer, as well as other chemical, 
processes in a distinctly more intricate and molecularly 
sensitive fashion. This recognition forms part of the 
broad-based theoretical development and associated 
experimental examination of so-called solvent "friction" 
effects in chemical kinetics.3 The physical origin of 
these effects resides in the collective solvent motion 
which is encountered as a requirement for barrier 
crossing in many chemical processes, such as isomeri-
zations and atom or group, as well as charge, transfers. 
The essential (albeit perhaps vague) general notion 
behind solvent friction is that this collective solvent 
motion impedes progress along the reaction coordinate 
below the TST rate (or frequency) characterizing the 
reactant subsystem itself. (This latter rate would, for 
example, be characterized by a bond frequency for atom 
transfers.) Rather than the solvent "bath" acting as an 
obedient reversible energy source or sink, as in the TST 
picture, irreversible reactant-solvent energy dissipation 
is perceived to occur, diminishing the net rate for 
passage up and over the barrier below the TST-antic-
ipated value.3 This frictional mode of passage along the 
reaction coordinate is often also termed "solvent 
diffusion" or "diffusive solvent motion". (It is impor­
tant, however, not to confuse this meaning of "diffusion" 
with the common usage of the term describing, in a 
more macroscopic sense, mass transport in response to 
a concentration gradient.) 

The physical nature of solvent friction in activated 
as well as activationless ET processes is somewhat 
different in that the solvent itself can form an impor­
tant contributor to the reaction coordinate as well as 
provide the "energy bath", and indeed is the sole com­

ponent of the activation barrier for reactions where 
reactant intramolecular distortions are absent. In this 
latter case, the "reactant mode" frequency for activated 
ET (and hence the free-energy well frequency «0) is 
related closely to the rotational time of individual 
solvent dipoles, rrot, in the dielectric medium. A simple 
TST formulation for this purpose is4 

coo ,/2eo + «„Y / 2 

= (2XT101)"
1 (3b) 

Here e» is the so-called "infinite frequency" dielectric 
constant and gk is the Kirkwood "g" factor, both char­
acterizing the solvent dielectric medium, and rfot is the 
"free" (gas-phase) solvent inertial rotation time which 
can be extracted from microwave spectra since rfot = 
(JIk-^T)1I2, where / is the molecular moment of inertia. 
The combined square-root term in eq 3a prescribes the 
alteration to the rotational time of individual solvent 
molecules induced by the surrounding dielectric me­
dium, yielding the solvent-phase inertial rotation time 
rrot (eq 3b). 

The presence of surrounding solvent molecules, 
however, can also diminish the effective frequency of 
the collective solvent motion required to move signif­
icantly along the ET reaction coordinate (and hence 
over the barrier top) well below this TST value, again 
by means of irreversible energy dissipation from the 
"reactant" solvent dipole to the surrounding solvent 
"bath". So-called "overdamped" solvent dynamics are 
obtained. This phenomenon, in general terms, encom­
passes the notion of "dielectric friction" by which the 
rates of ET processes can be impeded in polar media. 
While the familiar form of the TST-like expression eq 
1 is still applicable formally under these circumstances 
[at least for AG* £ (2-3)kBT\, the rate will be depressed 
as a result of barrier-crossing frequencies, en, which are 
smaller than the TST value, w0/2x. For reaction bar­
riers featuring significant contributions from intramo­
lecular reactant (inner-shell) reorganization, dielectric 
friction can also act in a fashion more akin to other 
chemical processes by limiting the rate at which solvent 
configurations corresponding to reactant subsystem 
energies close to the barrier top are achieved, thereby 
impeding consequent barrier crossing via inner-shell 
motion (vide infra). 

While the general notion of solvent-friction effects in 
chemical kinetics has its origins in a paper by Kramers 
published over a half-century ago,8 theoretical devel­
opment has occurred only much more recently. The 
initial application of dielectric-friction concepts to ac­
tivated electron-transfer processes, by Zusman, ap­
peared in 1980.6 Since then, there has been a veritable 
deluge of analytic theoretical papers on this topic (see 
refs 7-15, along with recent reviews,16 for a short rep­
resentative selection). Related molecular-dynamical 
(MD) computational studies have also begun to ap­
pear.17 

In the wake of this high degree of theoretical activity, 
it is of particular interest to explore experimentally the 
manner and extent of dynamical solvent effects on 
electron transfer in comparison with the theoretical 
predictions. Spawned by the recent development of 
ultrafast laser techniques, a number of studies of pho-
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toinduced intramolecular charge-transfer reactions have 
been reported in which the rates appear to be domi­
nated by the solvent dynamics, the reactions being close 
to activationless in nature.18 Related measurements of 
time-dependent fluorescence Stokes shifts (TDFS) for 
chromophores forming suitable dipolar excited states 
have enabled the real-time dynamics of dipolar solva­
tion to be examined directly.18*'19 These remarkable 
measurements, involving in some cases subpicosecond 
time scales,188 have provided a detailed assessment of 
the strengths and limitations of both dielectric contin­
uum and molecularly based models of overdamped 
solvent-relaxation dynamics. While providing invalu­
able experimental information on polar solvation dy­
namics of relevance to both activationless and activated 
ET processes, it is clearly also of importance to explore 
directly the possible roles of solvent dynamics on the 
latter class of reaction. The significance of this quest 
is highlighted by the knowledge that the vast majority 
of electron-transfer reactions are activated, i.e., feature 
free-energy barriers of several kBT or more. 

A central complication in exploring experimentally 
solvent dynamical effects for such activated processes, 
however, is that the measured rates are commonly in­
fluenced substantially (or even predominantly) by the 
activation energetics as well as dynamics, as reflected 
in the AG* and vD terms, respectively, in eq 1. Conse­
quently, the extraction even of semiquantitative esti­
mates of the nuclear frequency factor from rate mea­
surements requires reliable information on the activa­
tion energetics. At first sight, the evaluation of so-called 
activation parameters from temperature-dependent rate 
parameters might be expected to provide a straight­
forward separation of such preexponential and expo­
nential kinetic factors. At least for bimolecular reac­
tions, however, this approach often turns out to be far 
from unambiguous (see section VII). 

In practice, most attempts to extract dynamical in­
formation for such activated processes utilize instead 
solvent-dependent rate measurements for electron-ex­
change processes (i.e., reactions in which AG0 = O).20 

The usefulness of this strategy derives from the ex­
pectation that in selected cases the anticipated sol­
vent-dependent variations in vD, arising from differing 
solvent dynamics, are greater than, or functionally 
different from, those in the activation energetics factor 
exp(rAG*/kBT). At least for judiciously chosen systems, 
this strategy can lead to the extraction of relatively 
reliable experimental information on solvent dynamical 
effects for homogeneous self-exchange and, to a lesser 
extent, for electrochemical exchange reactions.20 

One specific aim of this article is to provide a critical 
assessment of the virtues and limitations of such ex­
perimental approaches, along with an overview of the 
dynamical information thus obtained in comparison 
with contemporary theoretical expectations. Of addi­
tional interest is the appraisal of such solvent dynamics 
for activated electron-transfer processes in relationship 
to the detailed knowledge of dielectric relaxation that 
has become available from ultrafast laser, as well as 
from solvent dielectric loss, measurements. Rather than 
attempt a comprehensive review of experimental and 
theoretical work in this multifaceted (and often esoteric) 
area, the overall emphasis here is on providing a 
(hopefully) straightforward and nonmathematical sur­
vey of the underlying physical concepts and experi­

mental insight on solvent dynamical effects as they 
impact on our fundamental understanding of activated 
ET kinetics on a more general basis. A practical issue 
addressed herein is the degree to which solvent-de­
pendent kinetic analyses can be utilized to gain reliable 
information of this type; unfortunately, as noted below, 
such procedures have been applied uncritically in some 
recent literature. 

A briefer overview of some of these issues is to be 
found in ref 20. Attention is also drawn to several other 
recent reviews concerned with related experimental and 
conceptual aspects of dynamical solvent effects in 
charge-transfer phenomena. 15a.16b.18.19 

/ / . Conceptual Kinetic Framework 

We consider here homogeneous-phase and electro­
chemical ET reactions, proceeding via outer-sphere 
mechanisms, having the general forms 

Ox1 + Red2 — Redi + Ox2 (4) 

Ox1 + electrode (E) — Redt (5) 

where Ox and Red refer to oxidized and reduced forms 
of a given redox couple. Primary attention will be fo­
cused on homogeneous self-exchange processes (where 
Ox1 = Ox2, ReCl1 = Red2) and related electrochemical 
exchange reactions (for which the electrode potential 
E equals the standard potential E°). In both cases AG0 

= 0, thereby removing driving-force contributions to the 
activation barrier. Under these conditions, most of the 
conceptual discussion below applies interchangeably to 
both homogeneous-phase and electrochemical processes, 
although the distinct features of both reaction types will 
be emphasized whenever appropriate. 

The observed rate constant, koh, for either homoge­
neous-phase or heterogeneous (electrochemical) ET 
processes can be related to the unimolecular rate con­
stant in eq 1 most simply by21'22 

Kb = Kp^et (6) 

where Kp is a preequilibrium constant which describes 
the statistical probability of finding the reactant (or 
reactant-electrode) pair in an internuclear configuration 
appropriate for reaction.23 (This term can also contain 
appropriate electrostatic work-term corrections.) In 
general, a distribution of internuclear geometries, each 
having different formation probabilities (Kp) and "local'' 
unimolecular rate constants (fcet), will contribute to kob, 
with the form of the required integral depending on the 
reactant geometries. Thus for a pair of "ideal spherical" 
reactants:24 

*ob = (To^)I" r 2 M r ) g D A ( r ) dr (7) 

where r is the reactant internuclear distance with r0 
referring to contact, N is the Avogadro number, and gDA 
is an appropriate radial distribution function. [A cor­
responding relation can be written for electrochemical 
processes, involving a single reactant (and a planar 
surface) by replacing the spherical with linear r coor­
dinates.26] The #DA term is usually set equal to unity, 
which is tantamount to assuming that the reactant 
electronic interactions (orbital overlap, etc.) exhibit 
simple spherical isotropy and that the solvent can be 
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perceived as a structureless continuum. (Examples 
where this is clearly not the case are considered below.) 
Even in the presence of molecular anisotropy, however, 
the observed bimolecular rate constant is often expected 
to reflect a sufficiently narrow range of precursor ge­
ometries so that the kinetics may be described ap­
proximately by singular values of ket, vn, Kel, AG*, and 
Kp. Under these circumstances, eq 6 can provide a 
useful means of describing the observed rate constant. 
In this case, one can combine eqs 1 and 6 to yield the 
following overall expression for the electron-exchange 
rate constant, feex: 

/-AG;\ 
*ex = Kw exP\ Y¥ 1 (8) 

where AG* is the "intrinsic" barrier (i.e., when AG° = 
0). 

This simplified formula provides a convenient 
starting point for outlining the basic features of sol­
vent-dependent dynamical effects upon &ex as antici­
pated from theoretical models, along with appropriate 
experimental analyses for exploring them. As already 
noted, the influence of solvent dynamics upon koh is 
contained within the nuclear frequency factor vD. The 
simplest case is where virtually the entire barrier arises 
from solvent reorganization, i.e., where the inner-shell 
contributions are small or negligible. Following the 
format of eq 3b, we can define an "effective" solvent 
relaxation time for barrier crossing, reff, so that P11 = 
(2xTeff)

_1. In the presence of solvent friction (over-
damped solvent relaxation), Teff > Trot, so that the ob­
served reaction rate will fall below that expected for the 
TST limit. 

Of central interest are the possible connections be­
tween reff and the various solvent relaxation times ob­
served in TDFS measurements or extracted from sol­
vent dielectric loss spectra. For exchange reactions 
featuring a cusp (i.e., sharp) barrier top as expected for 
weak donor-acceptor electronic coupling, a dielectric-
continuum treatment predicts that67*'26 

pn = T? (AG:8/4^BT)1/2 (9) 

where AG*̂  is the intrinsic "outer-shell" barrier asso­
ciated with solvent reorganization, and where TL is the 
well-known longitudinal solvent relaxation time. The 
latter is usually extracted from the Debye relaxation 
time, TD, obtained in dielectric-loss spectra by27,28 

rL = («-/eo)TD (10) 

From the form of eq 9, for reactions featuring moderate 
(say 4-8 kcal mol"1) barriers as anticipated in polar 
solvents at ambient temperatures, vD « T£\ SO that 
roughly reff «* TL/2IT. For most common solvents at 
ambient temperatures, T]} < T t̂ and hence T^ < co0 (eq 
3b). Some representative comparisons between TL

X and 
U0 as estimated from eq 3 are contained in Table I. 

Consequently, then, in the presence of such over-
damped solvent relaxation one can anticipate commonly 
that rlf( « T^t, so that significant rate retardations 
below the TST limit are usually expected on this basis. 
Additional inspection of Table I shows that, signifi­
cantly, the TL1 values are markedly more sensitive to the 
solvent nature than w0; for example, the former quantity 
is 20-fold smaller for benzonitrile than acetonitrile. This 

TABLE I. Comparison between Inertial Frequencies 
Estimated from Eq 3 and Inverse Longitudinal Relaxation 
Times for Some Common Solvents at 25 °C 

solvent 
acetonitrile 
D2O 
dimethyl sulfoxide 
benzonitrile 
hexamethylphosphoramide 
methanol 
ethanol 

T L " 1 , 0 PS"1 

4 
1.9 
0.5 
0.2 
0.11 

(0.135) 
(0.033) 

W0,6 ps" 

11 
40 
9.5 
4 

~4 
11 
9.5 

"Inverse longitudinal relaxation times for solvent indicated, as 
obtained from dielectric loss data. (See ref 29 for data sources.) 
Values for methanol and ethanol (given in parentheses) refer to 
large amplitude, longer time, portion of multicomponent dielectric 
dispersion. ''Estimates of solvent inertial frequency, extracted 
from eq 3. (See refs 4 and 30 for data sources.) 

V I 
0 2 H | 2 

Reaction Coordinate 

Figure 1. Schematic free energy-reaction coordinate profiles for 
symmetrical electron-transfer processes having small and large 
electronic matrix coupling elements, Zf12 (dashed and solid curves, 
respectively) (reprinted from ref 29; copyright 1989 American 
Chemical Society). 

solvent structural sensitivity of TL, which is observed 
more generally,29 suggests that the barrier-crossing 
frequency may be changed substantially by altering the 
solvent medium. A qualitatively similar conclusion can 
be reached on the basis of the solvation relaxation 
times, T8, extracted from TDFS measurements; com­
parisons between TL and T8 will be considered further 
below. It is important to bear in mind that it is pre­
cisely this anticipated solvent dependence of the reac­
tion dynamics that provides the basic experimental 
tactic utilized so far for exploring solvent-friction effects 
in activated ET processes. 

Unlike the TST case, however, the barrier-crossing 
frequency in the presence of solvent friction is generally 
expected to be dependent not only on the barrier height 
AG*̂  (eq 9) but also on the shape of the barrier top. 
The latter is influenced by the degree of donor-acceptor 
orbital overlap as gauged by the electronic coupling 
matrix element, H12; in the cusp-barrier limit, H12 = 0, 
with the barrier top becoming more "rounded" as H12 
increases.2 The relation between H12 and the ET barrier 
for a symmetrical exchange reaction is illustrated 
schematically in Figure 1. In the presence of solvent 
friction, Pn is expected to diminish monotonically as the 
barrier-top roundedness increases.7"'80,30 For barrier 
shapes typical for activated outer-sphere ET, vn is 
predicted to be somewhat (ca. 2-5-fold) smaller than 
the cusp-limit value, ca. TL\ prescribed by eq 9.30 

Consequently, the degree of solvent friction commonly 
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expected for such ET processes will be somewhat 
greater than predicted by the oft-cited eq 9. A simple 
physical rationalization of this barrier-shape effect de­
rives from the notion that solvent friction acts to di­
minish the net frequency factor vn in part by the barrier 
recrossings, or incomplete crossings, induced by such 
dissipative relaxation.3a,b As the barrier top broadens, 
therefore, the frequency of successful diffusive passages 
through this region should become progressively 
smaller. A simple, yet effective, treatment by Hynes80 

sets the inverse net barrier-crossing frequency equal to 
the reciprocal sum of the rates for ascending the reac-
tant well, kw, and traversing the barrier top, kh. Al­
though both kw and kh can be diminished in the pres­
ence of solvent friction; the latter diminishes as H12 
increases and is thereby more likely to become rate 
controlling under these conditions. 

On the basis of the foregoing, then, there is reason 
to believe that rate measurements for suitable elec­
tron-exchange reactions in a judiciously chosen series 
of solvents should yield substantial insight into the 
nature and extent of dynamical solvent effects, pro­
viding that sufficient information is available on the 
solvent-dependent ET barrier heights. This notion is 
indeed borne out under some circumstances. Prior to 
discussing further the virtues and pitfalls of such sol­
vent-dependent analyses, it is necessary to consider 
several additional features which together may conspire 
to make the influence of solvent dynamics on the re­
action rate rather more involved than suggested by 
relations such as eq 9. The most important of these 
factors will now be briefly described in turn. 

A. High-Frequency Solvent Dispersions. Even 
within the dielectric continuum limit, many solvents 
exhibit additional dispersions in the dielectric loss 
spectra at higher frequencies than the "major" Debye 
relaxation, T0.

27 In such cases, the relaxation dynamics 
are nonexponential and no longer described entirely by 
TL as extracted from eq 10. The observation of such 
"non-Debye" behavior in dielectric loss spectra has 
undoubtedly been limited by the frequency ranges over 
which such measurements have commonly been un­
dertaken,27 so that its occurrence may be much more 
common than is apparent from published data. Nev­
ertheless, the clear observation of such high-frequency 
dissipative relaxations has been made in a number of 
solvents, most notably in primary alcohols.31 

B. Noncontinuum (Solvent Molecularity) Ef­
fects. Even in the absence of multiple dissipative 
components for the pure solvent, there are good reasons 
to anticipate that TL can provide only an incomplete 
description of solvent relaxation in the vicinity of the 
reacting solute. Part of this evidence is derived from 
a number of theoretical examinations of "solvent 
molecularity" effects emanating from the inevitable 
limitations of dielectric-continuum treatments for de­
scribing local solvation. A simple approach for con­
sidering such molecular solvation effects is to utilize the 
mean spherical approximation (MSA) which treats the 
solvent as hard spheres with imbedded dipoles. A 
number of recent theoretical examinations along these 
lines stemmed from the demonstration by Wolynes that 
the MSA model could be utilized in a nonequilibrium 
fashion to treat the dynamics and energetics of sol­
vent-controlled reactions.7b This approach applied to 
Debye solvents yields a spatial distribution of solvent 

relaxation times, increasing from TL far from the re­
acting solute to values close to TD at short distances.7b,10b 

(This spatial dependence was predicted originally by 
Onsager in 1977.32) 

There has been considerable interest in comparing 
such dynamical MSA predictions with experimental 
TDFS relaxation times, T8 (see refs 18a and 19a,b for 
recent reviews). While initial comparisons suggested 
that T8 > TL in accordance with MSA predictions,33 it 
now appears that the observed TDFS behavior is closer 
to the dielectric-continuum predictions than expected 
from the MSA model.18a,19a One suggested reason for 
this surprising success of the continuum theory is it 
arises from a fortuitous compensation between the in­
fluence of solvent molecularity and dipole translational 
motion.198 As shown by van der Zwan and Hynes8b and 
latterly by Bagchi et al.,15 solvent dipolar translational 
as well as rotational motion can contribute importantly 
to the relaxation dynamics under some conditions. 
However, the relative lack of success of the MSA model 
may well be due also to its inability to account for 
specific solvent-solvent interactions. 

Of particular interest is the recent observation by 
Barbara et al. of "fast" (subpicosecond) relaxation 
components in a number of solvents by means of TDFS 
measurements using coumarin solute probes.18a'34 Be­
sides the translational motion just noted, there are 
several theoretical reasons to anticipate the presence 
of T8 components markedly shorter than TL even in 
Debye media, arising from short-range solvation and 
accompanying field inhomogeneity.35,36 The likely 
relevance of rapid relaxation components, arising from 
either non-Debye or short-range solvation, to ET bar­
rier-crossing dynamics is considered below. 

Also worth noting briefly here is the possibility of 
dynamical contributions associated from ionic-atmo­
sphere effects. These arise from the need to reorganize 
additionally the ionic population around the redox 
centers in order for electron transfer to occur. A the­
oretical treatment has appeared recently.8*1 In principle, 
the ion translational motions required can slow the rate 
of barrier crossing even below that prescribed purely 
by overdamped solvent motion. In practice, however, 
the rate effects predicted from this treatment turn out 
to be small or negligible, at least for reactions having 
the degree of barrier-top roundedness (i.e., electronic 
coupling) required for the occurrence of adiabatic 
pathways (see below). 

C. Reactant Vibrational Effects. As already 
noted, many activated ET processes feature significant 
or substantial barrier components associated with 
reactant vibrational or other intramolecular distortions, 
arising from the differences in reactant bond lengths 
and angles between the oxidized and reduced states. 
Given the anticipated common importance of solvent 
friction, a significant issue is the degree to which such 
effects might be muted in the presence of relatively high 
frequency vibrational relaxation. It is important to 
recognize that eq 2 above, prescribing the contributions 
of individual activation modes to vn, is inherently a TST 
expression, thereby requiring for its applicability that 
each dynamical component is underdamped. 

A distinctly different situation is encountered, how­
ever, in the presence of overdamped solvent motion. A 
theoretical treatment describing this latter case has 
been developed recently by Marcus and co-workers.9 
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Some numerical consequences of their approach are 
considered further below. It is pertinent to note here 
that the influence of overdamped solvent relaxation 
upon vn is anticipated to be attenuated in the presence 
of high-frequency reactant modes, in a qualitatively 
similar fashion to the TST limiting case. Thus the 
presence of such a rapid underdamped reaction coor­
dinate can provide facile additional channels for barrier 
passage once the reactant subsystem has reached the 
vicinity of the barrier top primarily by means of over-
damped solvent motion. A key difference, however, is 
that the overdamped dynamics can exert a significant 
influence upon vn even in the face of a much faster 
underdamped vibrational coordinate, especially as the 
former component becomes much slower than the lat­
ter. This expectation is quite different to the TST case 
(vide infra). 

D. Reaction Nonadiabaticity. We have so far only 
considered ET barrier-crossing dynamics in the so-
called adiabatic limit, corresponding to Kei -* 1 in eqs 
1 and 8, where the donor-acceptor electronic coupling 
is sufficient so to oblige the system to remain on a single 
reaction hypersurface throughout the passage from 
reactants to products. For the relatively weak electronic 
coupling (i.e., small H12 values) often characterizing 
outer-sphere ET processes, however, significantly no-
nadiabatic processes are expected whereby the system 
is liable to traverse the transition-state region while 
remaining on the reactant surface. Indeed, in this re­
gard the circumstances leading to eq 9, involving a 
cusp-like barrier along with reaction adiabaticity, are 
somewhat hypothetical. 

Besides diminishing the ET reaction rate, the pre­
ponderance of such nonreactive "nonadiabatic" tran­
sitions can alter drastically the nature of the barrier-
crossing dynamics. This is because, unlike the adiabatic 
limit where the net barrier-crossing frequency Kelvn is 
determined by the dynamics of the various nuclear 
modes, reactive barrier crossing in the nonadiabatic 
limit is characterized by an essential independence of 
the rate toward the nuclear dynamics, Keli/n being con­
trolled instead by the value of H12. Physically, this 
nonadiabatic barrier passage can be understood most 
simply in terms of a compensation between the rapidity 
of motion along the reaction surface and the time, At1, 
spent within the intersection region of the reactant/ 
product parabolas. The influence of faster nuclear 
dynamics, yielding more frequent passage through the 
intersection region, will be nullified by a correspond­
ingly smaller At1 each time, so that Keivn remains unaf­
fected. 

It is desirable to provide an algebraic means of in­
terpolating appropriately between the adiabatic and 
nonadiabatic limits. In particular, accelerations in the 
nuclear dynamics as engendered by suitable alterations 
in the solvent medium (such as increasing T ,̂1) are 
commonly expected to decrease the degree of reaction 
adiabaticity, and hence diminish the extent to which 
vn is affected by solvent dynamics. Consequently, then, 
the solvent-dependent rate behavior that is commonly 
utilized to explore solvent dynamics can be affected 
greatly by nonadiabatic effects.25'29'37 A detailed dis­
cussion of appropriate interpolation formulas is pro­
vided in ref 25; in particular, a treatment was developed 
which accounts for the coupled influences of nonadia­
baticity and barrier-top shape effects upon /celi>n. 

For the present illustrative purposes, a useful ex­
pression is the simplified Landau-Zener formula:2b'25 

Kel = 2[1 - exp(-vel/2vn)]/[2 - exp(-vei/2vn)] (11) 

where the "electronic frequency factor" eel is given by 

vel = (H12W/AG-h2kBT)V* (Ha) 

where h is Plank's constant. For large H12 (i.e., strong 
electronic coupling), vel » vn so that *el -* 1 in eq 11, 
and the nuclear dynamics term vn in eqs 1 and 8 con­
trols entirely the barrier-crossing frequency. On the 
other hand, for weaker coupling so that vel « Pn, eq 11 
reduces to K„I «= vti/vn. For such latter "nonadiabatic" 
circumstances (corresponding to /cel « 1), as already 
noted, the combined preexponential factor Kelvn in eqs 
1 and 8 will be independent of the nuclear dynamical 
term vn, equaling vei instead; i.e., proportional to (H12)

2 

("Golden Rule" limit). 

/ / / . Solvent-Dependent Kinetic Analyses: 
Separation of Dynamical and Energetic Factors 

Having outlined some key physical factors that are 
anticipated to influence the nature of solvent dynamical 
effects in activated ET processes, we now consider in 
critical illustrative fashion some solvent-dependent 
kinetic analyses commonly utilized to extract dynamical 
information from experimental rate data Experimental 
data for self-exchange reactions largely involving me-
tallocenium-metallocene redox couples will be mar­
shalled for this purpose, in view of the uniquely detailed 
kinetic, energetic, and electronic structural information 
available for these solvent dynamical reactant probes.20 

The central issue, and difficulty, involve the separation 
of the dynamical and energetic components, vn and AG*, 
respectively, in eq 8, together responsible for the ob­
served solvent-induced variations in kex. (This pres­
upposes that electrostatic work terms and other Kn 
components are negligible or otherwise solvent inde­
pendent.) A selection of publications from various 
laboratories (other than Purdue) where solvent-de­
pendent rate data have been evaluated and analyzed 
for this purpose, for homogeneous self-exchange and 
electrochemical exchange processes, are given in refs 38 
and 39, respectively. 

The simplest approach used involves the assumption 
that the observed rate-solvent dependencies are due 
chiefly to the dynamical component, thereby neglecting 
the solvent dependence of AG*. There are good reasons, 
however, to expect that the solvent-dependent dynam­
ical and energetic components are often of roughly 
comparable magnitude. The latter, intrinsic outer-shell 
barrier, contribution is usually estimated by means of 
the following pair of well-known relations, for homo­
geneous and electrochemical reactions, respectively, 
derived from the dielectric-continuum theory:1 

AG;8,h = (e2/4)(a-1 - An
1Ke^ - e?) (12) 

AG;8,e = (eVSKa-1 - R?)(t£ - tf) (13) 

Here e is the electronic charge, a is the (spherical) 
reactant radius, Rn is the internuclear distance in the 
homogeneous-phase precursor state, and Re is the cor­
responding distance between the reactant and its image 
in the metal electrode. 
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A key issue is the extent to which eqs 12 and 13 can 
provide reliable indicators of at least the variations in 
AG06 with the solvent. There are several limitations to 
the application of these relations, not the least of which 
are the inevitable uncertainties in the appropriate 
values of the "geometric factors" (a"1 - R^) and (a'1 -
Rl1), especially for nonspherical reactants. Moreover, 
there is theoretical evidence, supported by some ex­
perimental kinetic data, to suggest that the "imaging'' 
(Rl1) term in eq 13 can even be qualitatively inappro­
priate.40 The situation, however, for homogeneous-
phase processes is somewhat less cloudy, due primarily 
to the additional availability of experimental estimates 
of AG06, derived from optical ET energies, AEop, ob­
served for intramolecular redox systems.41 For sym­
metrical valence-trapped binuclear systems,41 AG* = 
A£op/4; this simple relation therefore enables the in­
trinsic outer-shell barrier AG^ in a given solvent to be 
obtained reliably if the inner-shell component is small 
or negligible. Provided that the binuclear system rep­
resents a close structural analogue of the bimolecular 
self-exchange reaction under study, then, such optical 
ET data can both circumvent the need to employ the­
oretical relations such as eq 12 and also furnish ex­
perimental tests of their applicability. 

So far, little application of this tactic has been availed 
in solvent-dependent rate studies. An interesting ex­
ample along these lines, which has undergone recent 
detailed examination in our laboratory, involves ho­
mogeneous self-exchange for metallocenium-metalloc-
ene redox couples, of the general form Cp2Co+/0 or 
Cp2Fe+/0, where Cp is a cyclopentadienyl ring (or de­
rivative thereof).20 By appropriate derivatization of the 
Cp ring along with metal substitution, a series of self-
exchange reactions can be examined that feature sys­
tematic differences in the donor-acceptor electronic 
coupling.29,42 Moreover, the redox couples feature small 
inner-shell barriers and can be examined in a range of 
solvents, kez being evaluated conveniently by proton 
NMR line-broadening techniques.29,43 Solvent-de­
pendent measurements of AEop have also been under­
taken for several binuclear ferrocenium-ferrocene 
(Cp2Fe+''0) complexes, yielding relatively reliable AG* 
estimates for the Cp2M

+/0 self-exchange reactions. 
Figure 2 consists of an illustrative comparison of 

solvent-dependent optical AG06 values with the corre­
sponding theoretical estimates extracted from eq 12 in 
a series of 11 Debye (or near-Debye) polar solvents 
having known TL values. The former values (filled 
circles) were obtained as noted above for the bis(fer-
rocenyl)acetylene cation;44 the latter theoretical esti­
mates (open circles) were calculated as noted in ref 43a. 
(See figure caption for further details; note that the 
optical AG06 values probably contain a small, ca. 0.5 kcal 
mol"1, contribution from inner-shell reorganization.44) 
The plot of AGJ8/ 2. SR T versus log T£X shown in Figure 
2 (for T - 298 K) is suggested by rewriting eq 8 in the 
form 

log Kelpn = log kn - log Kp + (AG*,8/2.3flT) (14) 

where AGl8 is assumed to be negligible. This relation 
indicates that the reliability by which the required 
solvent-dependent dynamical factor Kelj>„ can be ex­
tracted from rate-solvent measurements depends on the 
relative variations in log vn versus those in AG*„/2.3RT, 
provided that *cel and Kp remain constant. 
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Figure 2. Plot of dimensionless barrier heights, AG'M/2.3RT (T 
= 298 K) for metallocene self-exchanges versus logarithm of 
inverse longitudinal relaxation time for 11 polar "Debye" solvents. 
Open circles are barrier heights obtained from dielectric-contin­
uum formula (eq 12) with a = 3.8 A, fih = 2a. Filled circles are 
barrier heights extracted from optical electron-transfer energies, 
AJB0P, for bis(ferrocenyl)acetylene cation, by AG^8 = AE o p /4 . 
Latter values given in parentheses are obtained by interpolation. 
(See refs 29,43, and 44 for more details.) Key to solvents as given 
in caption to Figure 4. 

Inspection of Figure 2 reveals several features of in­
terest in this regard. Both the optical and theoretical 
AG06 values depend systematically on log r̂ ,1, so that the 
rate enhancements expected in dynamically more rapid 
solvents tend to be partially offset by the occurrence 
of correspondingly higher activation barriers (larger 
AG06). This rough correlation between AG^ and log T£X 

is commonly observed in polar Debye media. It can be 
rationalized physically by noting that larger solvent 
molecules, yielding longer TL values, tend to be more 
polarizable, thereby also exhibiting larger eop and hence 
smaller AG06 values when (as for polar solvents) e"1 » 
«oX (eq 12). (Somewhat different behavior is encoun­
tered in relatively nonpolar media; as noted below, 
however, their use in solvent-dependent analyses suffers 
from several pitfalls.) In addition, while the optical 
AG06 values are typically close to (within ca. 0.4 kcal 
mol"1) the corresponding theoretical AG06 estimates, 
Figure 2 shows that the former values are significantly 
less dependent on log T£J than are the latter. Possible 
origins of these small or moderate discrepancies have 
been discussed in terms of various extant molecular-
based models of solvent reorganization; interestingly, 
the hydrogen-bound solvents water and methanol dis­
play the greatest deviations, whereby the optical AG*8 
values are about 15-25% below the continuum pre­
dictions.44 

These systematic disparities between the optical and 
theoretical AG06 values yield noticeably different log vD 
- log T£X dependencies as inferred from the observed 
rate-solvent behavior, depending on whether the cor­
rection for the solvent-dependent barriers by means of 
eq 14 utilize the optical or theoretical AG* values.43b An 
illustration of the numerical consequences for esti­
mating the solvent-dependent preexponential factor is 
provided for ferrocenium-ferrocene self-exchange in 
Table II. The barrier-crossing frequencies labeled 
K61Vn(Op) were obtained from the experimental kex values 
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TABLE II. Barrier-Crossing Frequencies, nelvn (s'1), for Ferrocenium-Ferrocene Self-Exchange in Various Solvents as 
Estimated from Rate Data by Using Theoretical Dielectric Continuum, Compared with Experimental Optical, Barrier 
Heights 

solvent 

acetonitrile 
propionitrile 
acetone 
nitromethane 
dimethyl sulfoxide 
benzonitrile 
nitrobenzene 
methanol 
propylene carbonate 

k " 
M"1 s"1 

9 X 106 

9.2 X 106 

8 x 106 

1.2 X 107 

9.5 x 106 

2.7 X 107 

3.0 X 107 

1.8 X 107 

1.2 X 107 

±G'C0J 
kcal mol"1 

6.35 
6.05 
6.0 
6.0 
5.4 
4.8 
4.8 
6.45 
5.85 

AG:/ 
kcal mol"1 

5.35 
5.15 
5.4 
5.3 

(4.9) 
4.55 
4.55 
5.2 
5.25 

T L " 1 , ' 

s"1 

~ 3 X 1012 

~ 3 X 1012 

3.5 X 1012 

4.5 X 1012 

5 X 10" 
2 X 1011 

2 X 10" 
(1.3 X 1011) 
(4 X 10") 

Keli/„(con),e 

S"1 

1.5 X 1012 

1.0 X 1012 

8 X 10" 
1.2 X 1012 

3.5 X 1011 

3.5 X 1011 

4.0 X 1011 

3.9 X 1012 

8.5 X 10" 

«ei"n(op)/ 
S"1 

3.0 X 10 u 

2.2 X 1011 

4.5 X 1011 

3.7 X 1011 

1.5 X 1011 

2.4 X 10 u 

2.6 X 10 u 

4.7 X 1011 

3.4 X 1011 

"Rate constant for ferrocenium-ferrocene self-exchange (at ionic strength n ^ 0.01-0.02 M), from ref 29. bBarrier height estimated from 
dielectric continuum formula (eq 12), by using a = 3.8 A, flh = 2a. (See refs 29 and 43 for other details.) An inner-shell contribution, 
estimated to be ca. 0.6 kcal mol-1, is included.29 'Barrier height obtained from experimental optical energies A2Jop for bis(ferrocenyl)-
acetylene cation in given solvent (see ref 44). Value in parentheses for DMSO is estimated by interpolation.29 ''Inverse longitudinal re­
laxation time of solvent, taken from compilation in ref 29. Values in parentheses are for solvents that exhibit additional higher-frequency 
dispersions. ' Estimate of barrier-crossing frequency in given solvent, obtained from kel value by using eq 14, assuming that K9 = 0.25 M"1 

and setting the barrier height equal to the dielectric-continuum estimate AG*on. ^Barrier-crossing frequency, obtained as in footnote e, but 
by using the optical barrier height AG„P in each solvent. 

and optical barrier heights, AG*p, also given in Table 
II, by means of eq 14.45 (The preequilibrium constant, 
Kp, was taken to be 0.25 M;46" see refs 29 and 44 for data 
sources.) Listed alongside are corresponding barrier-
crossing frequencies, Kelvn(con), extracted from the ke% 
values in the same manner but utilizing instead barrier 
heights, AG*on, estimated by using the dielectric-con­
tinuum formula eq 12. (See ref 43a for most details; 
0.6 kcal mol"1 was added to the AG08 values obtained 
from eq 12 to allow for the anticipated inner-shell 
barrier component.29) Also listed in Table II are the 
inverse longitudinal relaxation times, TL1 for each sol­
vent (from ref 29). (Note that the last two entries, for 
methanol and propylene carbonate, are given in par­
entheses since these "non-Debye" solvents exhibit ad­
ditional relaxation components at higher frequencies.) 

Comparison between the KeIv„(con) and Kelvn(op) val­
ues for the sequence of polar solvents in Table II shows 
that while the former appear to correlate with r£x in the 
Debye media (albeit with a fractional slope), the latter 
are approximately independent of the solvent dynam­
ics.43^45 Quite apart from the anticipated greater re­
liability of the K61Vn(Op) values, being based on experi­
mental rather than theoretical barrier estimates, there 
is good reason to anticipate that the K61Vn for Cp2Fe+/0 

self-exchange is indeed largely independent of the nu­
clear dynamics. Thus the calculated electronic matrix 
coupling elements for this reaction are sufficiently 
small47 so that largely nonadiabatic pathways are ex­
pected to be followed throughout the range of solvent 
friction encountered in Table II.29 (Such weak elec­
tronic coupling for Cp2Fe+/0 self-exchange is also con­
sistent with recent gas-phase rate data.48) As noted 
above (eq 11), this circumstance (where K61 « 1) will 
yield combined preexponential factors K61Vn that ap­
proach independence of the nuclear component vn, in 
accordance with the observed Kelvn(op) values. The 
K61Vn(Op) values are also in most cases markedly smaller 
than TL\ as expected on the basis of eq 9 if K61 « I.49 

For Cp2Co+''0 and other metallocene self-exchange re­
actions featuring stronger electronic coupling, however, 
*ei"n(°P) correlates well with rf under these conditions, 
indicating not only that adiabatic pathways are being 
followed, but the overdamped solvent relaxation model 

is appropriate under these conditions (see further dis­
cussion below).29'430 

The systematic observed dependence of the K61Vn(COn) 
values upon rf (Table II), on the other hand, would 
suggest that the reaction is somewhat adiabatic in na­
ture. This, we think false, deduction arises from the 
systematically greater enhancements in the theoretical 
compared with the optical AG06 values as T^1 increases 
(Figure 2), thereby yielding excessively large solvent-
dependent barrier corrections. Consequently, then, the 
uncritical application of dielectric continuum estimates 
of AG09 in such solvent dynamical analyses can face 
difficulties for quantitative purposes. (This point is 
considered further below.) 

Nevertheless, it turns out that the use of such theo­
retical barrier estimates, usually necessitated by the lack 
of experimental data, can yield valuable information on 
solvent-dynamical effects if used with caution. Three 
related graphical analyses of solvent-dependent rate 
data (labeled here as methods I—III) have commonly 
been utilized for this purpose. A simple strategy is to 
plot log kex versus the solvent Pekar factor 
(«op - «o1)46'51,52 (method I). In view of eqs 12-14: 

log kex = log K61Vn + log Kp - C(C0I ~ ^1) (15) 

where C is a constant v^hich depends in part upon the 
precursor-state geometry (eqs 12 and 13). Despite the 
inevitable limitations of the dielectric-continuum model 
in estimating AG08, evidence from optical data41 indi­
cates that AG08 in polar media at least correlates ap­
proximately with (e0p - to1)- From eq 15, then, log kn 
should diminish linearly as (e"1 - i£) increases, provided 
that K6[Vn remains largely solvent independent. This 
behavior has been observed for several homogeneous 
and electrochemical exchange processes.51-53 Besides 
the occurrence of nonadiabatic pathways, such an in-
sensitivity of K61Vn to the solvent friction may often be 
anticipated in the presence of large inner-shell contri­
butions to the barrier-crossing dynamics (see below). 

However, in the presence of substantial solvent fric­
tion effects, such that Kelvn becomes markedly depend­
ent upon TL\ the slope of the log Ic6x - («0p - 0̂"

1) plot can 
change sign; since T^ roughly correlates with (t'1 - C0"

1) 
in polar solvents (Figure 2, vide supra) the rate dimin-
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utions with increasing Pekar factor can be more than 
offset by accompanying increases in log TL

X (eq 15). 
Consequently, then, the observation of log kez - (e~p -
tl1) plots having positive slopes (albeit with some 
scatter) can constitute reliable qualitative evidence of 
the presence of solvent-friction effects in the reaction 
dynamics.46'52 

Providing that the geometric factors in eqs 12 or 13 
controlling AG08 are known with some confidence, the 
energetic and statistical terms in eq 15 can be combined 
with the observed rate constant to yield an "observed" 
preexponential factor 

^n(ObS) = k„[Kp exp[-(AG08 + AG^/RT]]-1 (16) 

where the overall barrier height may include any 
"inner-shell" contribution, AG*S, arising from intramo­
lecular reactant distortions. Examining plots of log 
Kelj>n(obs) versus log T^1, or related dynamical quantities, 
(method II) can yield insight into the manner and ex­
tent to which the rates are influenced by solvent dy­
namics in suitable cases.438,57 Thus for processes con­
trolled essentially by solvent dynamics, the plot slope 
should approach unity, whereas markedly smaller slopes 
are anticipated for reactions following nonadiabatic or 
other solvent-independent dynamical pathways. From 
the above discussion, the obvious limitation to this 
approach lies in the need to presume the correct form 
of the solvent-dependent barrier height. Method II is 
therefore most useful in situations where there is good 
reason to expect that the variations in the solvent dy­
namics are greater than in the energetics. 

An alternative, yet related, approach for separating 
dynamical and energetic factors utilized in several 
studies3811"11'50 (labeled here method III) involves rear­
ranging eq 15 in the form 

log (fcexAei"n) - log Kp - C(eop - ê 1) (17) 

and assuming that en is given by the "cusp-limit" con­
tinuum formula, eq 9. Provided that the solvent-de­
pendent preexponential factor is indeed given by eq 9, 
having the functional form Tf1^Op _ fo1)^2. a plot of log 
[*ex̂ L(«op _ «oX)1/2] versus («op - ê 1) should yield a neg­
ative slope having a value reflecting the energetic 
"geometric factor" C (eqs 15 and 17). This analysis 
(method III) is therefore the converse of method II, 
since these attempt to correct the solvent-dependent 
rate constants for the energetic and dynamical com­
ponents, respectively. 

Method III can also be useful for data analysis under 
some circumstances.38d-h It can, however, yield quite 
misleading results since unlike method II it presumes 
not only an oversimplified functional form of vn (i.e., 
a TL1) but also that the preexponential factor is con­
trolled entirely by solvent dynamics. In the commonly 
anticipated cases where nonadiabatic, inner-shell, or 
non-Debye solvent dynamical effects are significant, 
method III is strictly invalid. Thus in the former limit, 
as noted above xel is not constant, as presumed in me­
thod III, but is inversely proportional to Pn so that the 
combined term Kelvn in eq 17 will be solvent independ­
ent. This key point was not appreciated in ref 50, for 
example, leading unfortunately to spurious estimates 
of energetic and preexponential statistical factors ex­
tracted from literature experimental data by means of 
method III. 

It is appropriate here to comment on some experi­
mental limitations of such analyses, especially for more 
quantitative purposes. First, for several reasons the 
dielectric-continuum treatment is inherently less reli­
able in weakly polar or nonpolar media (e.g., chloroform, 
dichloromethane, dioxane, etc.). The low e0 values (say 
£15) that characterize such media lead to greater un­
certainties in the applicability of eqs 12 and 13 due to 
dielectric saturation and ion-pairing effects.54 The 
former difficulty is recognized most simply by noting 
that in nonpolar media the "static" (Born charging) 
dielectric term ê 1 can make a substantial contribution 
to AG* as estimated from eqs 12 and 13.540 Unlike the 
optical term, e~p, the magnitude of ê 1 is sensitive to 
dielectric saturation and related local solvation effects. 
The latter point is exemplified for dichloromethane in 
ref 54a, in which optical electron-transfer barriers for 
bis(ferrocenyl)acetylene cation are clearly shown to be 
very sensitive to the ionic strength as a result of ion-
pairing effects. Such factors can also yield substantial 
uncertainties in electrostatic work terms, even for mo-
nocharged reactants. 

The measurement of ET rate constants themselves 
can often suffer from systematic errors, especially for 
fast reactions, yielding apparent rate-solvent depen­
dencies which give the false impression of displaying 
dynamical solvent effects. Thus rapid bimolecular ET 
reactions can easily be subject to at least partial rate 
control by reactant diffusional transport, rather than 
by activated electron transfer; diffusion rates are typ­
ically inversely proportional to the solvent viscosity, 
which in turn tends to correlate with solvent friction 
parameters. (Recall again, however, the distinction 
between solute mass transport by diffusion and diffu­
sional motion along the reaction coordinate, Le., solvent 
friction.) Additional difficulties along these lines are 
often anticipated for electrochemical rate measurements 
in nonpolar media. Such solvents tend to exhibit low 
conductances even in the presence of high supporting 
electrolyte concentrations, exacerbating the acquisition 
of reliable ET rate data. These problems can be par­
ticularly insidious since solvent conductivities (as well 
as diffusion coefficients) often correlate crudely with 
dielectric-friction parameters, so that failure to account 
properly for the former when evaluating the electro­
chemical rate parameters can yield apparent rate-sol­
vent dependencies that infer incorrectly the presence 
of the latter effect. Unfortunately, the literature con­
tains a number of examples of solvent-dependent rate 
data that almost certainly suffer from one or more of 
these difficulties, yielding misleading or even entirely 
incorrect information regarding perceived solvent-dy­
namical effects. 

While the smaller Pekar factors commonly obtained 
for nonpolar solvents encourage their use in log fcM -
(eop ~ eo ) ^ d related analyses (for example, ref 38h), 
such tactics can be problematical. Indeed, some authors 
have regarded observed deviations from the anticipated 
negative log k„ - (t^, - ê 1) slopes as signaling break­
downs in the dielectric-continuum formulas themselves 
rather than to the appearance of solvent dynamical 
effects.160 While we do not agree entirely with this 
assessment, the desirability of restricting such sol­
vent-friction analyses to polar media is clearly evident, 
at least for bimolecular or electrochemical electron-ex­
change reactions. 
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Another limitation of dynamical analyses based on 
relations such as on eq 15 is that it is usual to presume 
(as we have above) that the preequilibrium constant Kp 
is solvent independent. Aside from the possibility that 
K„ may contain solvent-specific work terms, for weakly 
adiabatic processes one anticipates generally that Kp 
will diminish systematically as TL* and hence vB in­
creases.25,29 The reasoning involved can readily be 
discerned from eqs 7 and 11. As T]} and hence PB in­
creases, Kei for each particular encounter geometry 
(corresponding to a given Hn value) will decrease, 
thereby shrinking the range of r-dependent geometries 
that contribute to the bimolecular rate constant (eq 7). 
The effective K„ will therefore diminish systematically 
as the nuclear dynamics becomes more rapid. A con­
sequence of this effect, first discussed by Beretan and 
Onuchic,55 is that use of the preequilibrium model, 
whereby K^ is assumed to be solvent-independent, 
tends to underestimate the effect of solvent-dependent 
dynamics upon feet.

25 Stated equivalently, the fcex-sol-
vent-friction dependencies anticipated by taking into 
account such spatial integration tend to be noticeably 
smaller, and of different functionality, than those based 
on the simple preequilibrium model.25 

Finally, it is appropriate to comment briefly on the 
limitations of multiparametric analyses of solvent dy­
namics based on simplified preequilibrium-dielectric 
continuum models. As mentioned above, the difficulty 
in separating dynamical and energetic factors according 
to method III is the a priori unknown solvent func­
tionality of (C6[Vn. In a revised analysis, Fawcett et al.56 

allowed for this complication by setting K^vn propor­
tional to Tfj", where 0 < a < 1, leading to a relation of 
the form 

log kex = log A - a log rL - C(€"i - ^ ) (18) 

where A is a largely solvent-independent term. These 
authors fitted solvent-dependent rate data to a multi-
parametric analysis to find essentially best-fit values 
of the "dynamical'' and "energetic" terms a and C, re­
spectively, that contribute to the observed rate-solvent 
dependencies. A number of inherent difficulties in this 
analysis can be gleaned from the above discussion. One 
problem lies in the tendency for the solvent-dependent 
dynamical and energetic terms to correlate with each 
other (Figure 2), hampering their reliable functional 
distinction unless one or the other is known independ­
ently. Admittedly, the correlation between log T£X and 
(£op ~ 4O1) is typically not found in weakly polar (or 
nonpolar) solvents, which also can provide substantial 
variations in the latter term. As already noted, however, 
the use of the continuum formulas (eqs 12 and 13) to 
estimate AG 8̂ is especially suspect in nonpolar media. 
Consequently, then, the use of such multiparametric 
analyses to diagnose and analyze solvent dynamical 
effects for weakly adiabatic process tend to be, in our 
opinion, specious rather than genuinely insightful. We 
comment further on related semiempirical analyses of 
solvent effects in section VIII below. 

IV. Quantitative Assessment of Solvent-Friction 
Effects 

The foregoing discussion, focusing on the problems 
of accounting for energetic and other obfuscating factors 

in rate-solvent dynamical analyses, may understand­
ably give the impression that the experimental dissec­
tion of such phenomena is fraught irrevocably with 
pitfalls. While this can be the case, enough reliable data 
has now been assembled to allow some broad-based, 
even quantitative, conclusions to be reached. A number 
of studies of electrochemical exchange reactions have 
been reported in this context, involving inorganic,52,57 

organometallic,46,58 and organic radical redox couples.39 

In most cases, at least qualitative evidence was obtained 
for the presence of a solvent-dependent prefactor cor­
relating with TL1 in Debye-like media. These results 
support the notion that the electrochemical reactions 
are commonly adiabatic, the dynamics being controlled 
at least partly by overdamped solvent relaxation. An 
interesting exception is provided by the electron ex­
change of tris(hexafluoroacetylacetonato)ruthenium-
(III)/-(II), for which the electrochemical as well as ho­
mogeneous-phase kinetics display log kex - (e"* - ê 1) 
plots consistent with a solvent-independent prefac­
tor.51,52 The inferred nonadiabatic behavior can be 
rationalized on basis of the electronically "insulating" 
character of the large aliphatic ligands.52 

In comparison with electrochemical systems, fewer 
homogeneous self-exchange reactions display clearcut 
evidence for adiabatic, solvent-friction-controlled, dy­
namics on this basis (e.g., see ref 38c). Nevertheless, 
the most quantitative dynamical information has been 
obtained from experimental data of this type. In par­
ticular, Grampp and co-workers have performed com­
prehensive kinetic measurements for organic radical 
redox couples in nonaqueous media by using ESR 
line-broadening techniques.38 To illustrate the insight 
that can be obtained from such studies, we focus at­
tention further on results obtained in our laboratory for 
solvent-dependent Cp2M

+/0 self-exchanges. Unlike the 
electrochemical exchange reactions, the rates of these 
processes display an intriguing sensitivity to the me-
tallocene electronic structure as well as the solvent.29,42,43 

A quantitative analysis of these rate variations, utilizing 
the optical barrier data noted above, provides insight 
into the role of donor-acceptor electronic coupling in 
the overall dynamics. 

Figure 3 summarizes some key experimental data of 
this type, taken from ref 29, in the form of a plot of log 
k'ex for five Cp2M

+/0 couples in 11 Debye (or near-De-
bye) solvents, against log TL

X. The "barrier-corrected" 
rate constants kex [referring to a fixed (cusp) barrier 
height of 5.0 kcal mol-1] were obtained from the mea­
sured kex values by correcting them for the solvent-
dependent AG'm values (which range from ca. 4.6 to 5.4 
kcal mol"1). The remaining solvent-induced rate vari­
ations should largely reflect changes in dynamics rather 
than energetics. Inspection of Figure 3 shows that the 
log K* ~ log TLX dependencies depend markedly on the 
metallocene couple. While k'ex for the least facile, 
Cp2Fe+/0, reactants exhibit little dependence on TFJ1, the 
log ^M ~ log 7L1 slopes increase progressively for the 
more rapid Cp2Co+/0 systems as k'ex in a given solvent 
increases. In a given solvent, the kex values vary by up 
to 100-fold. In addition, although there is significant 
scatter, the log k'ex - log TL

X slopes for a given reaction 
tend to decrease toward larger log TL

: values. 
These observations are in harmony with expectations 

based on a consideration of variable donor-acceptor 
electronic coupling. For this purpose, Figure 4 displays 
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Figure 3. Logarithmic plots of "barrier-corrected" rate constants 
(M"1 s"1, extracted from rate and optical barrier data) versus 
inverse longitudinal relaxation time (s"1) for five metallocene 
self-exchange reactions in 11 solvents, taken from ref 29. See 
Figure 4 caption for key to solvents. Key to redox couples: filled 
circles, Cp'2Co+/,° (Cp' = pentamethylcyclopentadienyl); filled 
squares, Cpe

2Co+/0 [Cpe = (carboxymethyl)cyclopentadienyl]; filled 
triangles, Cp2Co+/, open triangles, Cp2Fe+'0; open squares, (hy-
droxylmethyl)ferrocenium/-ferrocene (reprinted from ref 29; 
copyright 1989 American Chemical Society). 

theoretical log kex - log r]} plots (also taken from ref 29) 
computed for the same set of solvents as in Figure 3, 
for spherical reactants featuring the sequence of elec­
tronic coupling matrix elements, H12 (referring to 
reactant contact), as indicated. The feM(calc) values 
were calculated from conventional solvent-dynamical 
theory, taking into account both barrier-top shape ef­
fects and a spatial integration of bimolecular encounter 
geometries by using eq 7. The form of these log 
fe'ex(calc) - log T]} plots in Figure 4, closely similar to the 
experimental curves (Figure 3), can readily be under­
stood in terms of eq 11. Thus enlarging Jf12 and/or TL 
will increase Kel and hence the degree to which solvent 
dynamics, rather than nonadiabatic electron tunneling, 
controls the barrier-crossing frequency, as seen by the 
systematic increases in the log fe„(calc) - log r]} slopes 
under these conditions (Figure 4). [The scatter seen 
in Figure 4 for some low-friction solvents arises from 
the variable anticipated effects of solvent inertia, cor­
responding to the emergence of the TST limit (vide 
supra).29] 

Significantly, Figure 4 shows that the appearance of 
substantial solvent friction effects requires the presence 
of relatively strong electronic coupling (H12 2; 0.2 kcal 
mol-1) for the range of T£ values, ca. 1011 to 4 X 1012 s"1, 
that characterize most polar Debye media at ambient 
temperatures. Further, the log ̂ x(calc) - log T£* slopes 
are significantly below unity even at the highest H12 and 
TL values encountered in Figure 4. This latter feature 
arises from the expectation of friction-dependent Kp 
values, as noted above. Intercomparisons betwen Fig-
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Figure 4. Logarithmic plots of calculated "barrier-corrected" rate 
constants (M"1 s"1, for 5.0 kcal mol"1 "cusp" barrier), for electron 
self-exchange versus inverse longitudinal relaxation time (s"1) in 
11 "Debye" solvents for the sequence of six electronic coupling 
matrix elements (at reactant contact) as indicated. See ref 29 
for details. Key to solvents: 1, acetonitrile; 2, propionitrile; 3, 
acetone; 4, D2O; 5, nitromethane; 6, dimethylformamide; 7, di­
methyl sulfoxide; 8, benzonitrile; 9, nitrobenzene; 10, tetra-
methylurea; 11, hexamethylphosphoramide (reprinted from ref 
29; copyright 1989 American Chemical Society). 

ures 3 and 4 enable approximate estimates of H12 for 
the various metallocene self-exchange reactions to be 
obtained. These vary from about 0.1 kcal mol-1 for 
Cp2Fe+/0 to 0.5 kcal mol"1 for Cp2Co+/0 and 1.0 kcal 
mol"1 for Cp'2Co+/° (Cp' = pentamethylcyclo­
pentadienyl). Interestingly, the first two experimental 
H12 estimates are in approximate accord with the av­
erage values obtained for various metallocenium-me-
tallocene precursor geometries by Newton et al.47 The 
greater electronic coupling for the cobalt versus the iron 
metallocenes can be understood qualitatively in terms 
of the ligand- and metal-centered nature, respectively, 
of the molecular orbitals that participate in electron 
transfer.42,47 

Overall, these and other experimental results indicate 
that overdamped solvent relaxation as described in 
Debye media by r]} can provide at least an approximate 
description of the nuclear barrier-crossing dynamics, 
even though substantial donor-acceptor electronic 
coupling is required in order to yield a dominant in­
fluence of solvent friction upon the reaction rate. The 
findings, however, certainly do not exclude the occur­
rence of significant deviations from the simple dielectric 
continuum picture associated with short-range solvent 
reorganization and other factors. 

V. Influence of Rapid Solvent Relaxation 
Components 

Given this largely satisfactory picture, it is of par­
ticular interest to explore the manner and extent to 
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TABLE III. Comparison between Inverse Solvent Relaxation Terms from Dielectric Loss and TDFS Data with Effective 
Barrier-Crossing Frequencies for Metallocene Self-Exchanges 

solvent 

acetonitrile 
acetone 

nitromethane 
water 

benzonitrile 

nitrobenzene 
propylene carbonate 

methanol 

AG*,0 

kcal mol-1 

5.35 
5.4 

5.3 
5.2 

4.55 

4.55 
5.25 

5.2 

ps * 

~ 3 
3.5 

4.5 
1.9 

0.17 

0.19 
(0.3) 

(0.13) 

TS-V 
ps l 

1.8 
1.0 (53%) 
3.5 (47%) 

1.0 (50%) 
4.0 (50%) 
0.16 (61%) 
0.47 (39%) 

0.24 (54%) 
2.3 (46%) 
0.10 (60%) 
0.9 (40%) 

*el»n> 

Cpe
2Co+/°e 

2.5 
2 

3 
3.5« 

0.3 

0.15 
1.5 

1.5 

ps-Id 

HMFc+/0' 

0.2 
0.25 

0.4 
0.35« 

0.15 

0.12 

0.45 

"Cusp free-energy barrier for self-exchange reactions, estimated from optical electron-transfer energies for bis(ferrocenyl)acetylene cation 
in indicated solvent. (See refs 29 and 44 for details.) "Inverse longitudinal relaxation time for solvent indicated, obtained from dielectric 
loss spectra. (See refs 20 and 29 for data sources.) c Inverse solvation times, along with percentage weighting factors, obtained from TDFS 
data for the coumarin C152 except for water which refers to C343 (refs 18a and 34). d Effective barrier-crossing frequency for metallocene 
self-exchange reaction indicated, obtained from experimental kn values together with listed AG* values, assuming that Kp = 0.25 M"1 (Eq 
14). See refs 29 and 61 for kinetic data and other details; AG* values for Cpe

2Co+/0 taken to be 0.5 kcal mol"1 smaller to allow for electronic 
coupling.29 eCpe

2Co+/0 = (carboxymethyl)cobaltocenium/-cobaltocene [(CpCO2Me)2Co+''0]. 'HMFc+/0 = (hydroxymethyl)ferrocenium/-
ferrocene [Cp(CpCH2OH)Fe+/0]. *Rate data refers to D2O. 

which the presence of additional, more rapid, over-
damped relaxation components may influence the 
barrier-crossing dynamics. At least the qualitative 
presence of such effects has been diagnosed in several 
cases, especially for primary alcohols, from the mark­
edly (£ 10-fold) higher ke% values obtained for both or­
ganic39"1 and organometallic redox couples30,43a,46b'61 in 
such alcohols in comparison with the rates in aprotic 
media yielding similar anticipated barriers. As men­
tioned above, primary alcohols contain significant dis­
persion components of the dielectric loss spectra at 
markedly (£ 10-fold) higher frequencies than the major 
"Debye" relaxation.31 However, the use of analyses 
employing dielectric-continuum AG*8 estimates may 
well overestimate the importance of such effects, as 
adjudged by the markedly (ca. 0.5-1 kcal mol"1) smaller 
AG ,̂ values obtained for such hydrogen-bound solvents 
from optical data.44 

Of particular interest is the comparison between the 
direct information on rapid solvent relaxation compo­
nents obtained recently from subpicosecond TDFS 
measurements188,34 with data for adiabatic barrier-
crossing dynamics in activated ET. Pertinent data 
extracted from the sole comparison along these lines 
reported so far61 are summarized in Table III (taken 
from ref 20). The two far right-hand columns contain 
net barrier-crossing frequencies, K61Pn, in eight selected 
solvents extracted for a pair of metallocene self-ex­
change reactions from fcex and optical AG*8 data using 
the same procedure as in Table II. The redox couples, 
labeled Cpe

2Co+/'0 [Cpe = carboxymethyl)cyclo-
pentadienyl] and HMFc+/0 [(hydroxymethyl)-
ferrocenium/ -ferrocene] are selected since they display 
largely adiabatic and nonadiabatic behavior, respec­
tively,29 and can be examined in a range of solvents, 
including water.430 

Alongside these barrier-crossing frequencies are listed 
inverse relaxation times, T"1, for each solvent obtained 
from TDFS data for coumarin probes by Barbara et 
al.34,61 Almost all these solvents display nonexponential 
decay behavior; the relaxation times and weighting 
factors resulting from biexponential fits are given in 

Table III, along with corresponding T£X values extracted 
from dielectric loss spectra. For the most part, the 
"longer-time" T"1 components are comparable (within 
ca. 2-fold) to the corresponding T£X values. Two of the 
solvents, propylene carbonate and methanol, exhibit 
discernable "shorter-time" dielectric-loss components; 
the predominant "long-time" r]} values are given in 
parentheses in Table III. 

Similar to Cp2Fe+/0 self-exchange (Table II, vide su­
pra), the Kelpn values for HMFe+/0 are uniformly smaller 
than Ti,1 or r"1 and are insensitive to the solvent dy­
namics, as expected for a nonadiabatic process. For 
Cp^Co*/0, however, the K61Pn values not only correlate 
well with the solvent relaxation dynamics, but are also 
uniformly close to (within 1.5-fold) the faster T^1 com­
ponent (Table III). Admittedly, this agreement be­
tween the absolute K61Pn and Tg1 values is probably 
fortuitous given the inevitable uncertainties in ex­
tracting the former. The observed close correlation 
nevertheless demonstrates the importance of the more 
rapid dynamical component in accelerating the ET 
barrier-crossing frequency. The findings for methanol 
and water are perhaps of greatest interest.430,61 The 
influence of the high-frequency relaxation in methanol 
is especially striking, yielding barrier-crossing fre­
quencies that approach those in water and other low-
friction media despite the presence of a markedly 
(10-30) longer TL value. Comparable findings have been 
obtained for other adiabatic metallocene reactions.29,30,43 

Despite these substantial rate accelerations, most of the 
inferred Kelvn values are still significantly smaller than 
would correspond to the anticipated inertial (i.e., TST) 
limit, as can be gauged by comparing the K^vn values 
with the w0/2ir estimates obtained from Table I. 

The issue of the degree to which such rapid over-
damped relaxations can enhance ET rates has been the 
subject of substantial theoretical interest (see ref 
30)#8c,ioa,i4a,b,62 I n par ticular, a treatment by Hynes,80 

which considers dynamical effects in both reactant well 
and barrier-top regions, yields predictions largely in 
accord with these experimental observations: even 
relatively small amplitude rapid relaxations can yield 
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substantial rate accelerations.30'61 This deduction, based 
on analytic theory, is also in harmony with the results 
of numerical simulations utilizing a cusp barrier.63 The 
degree to which the rapid dynamical components ac­
celerate vn is predicted to diminish somewhat as the 
donor-acceptor coupling (HX2) increases, so that the 
barrier top becomes more "rounded".80,30 This effect 
arises from the increased influence that overdamped 
relaxation in the barrier-top region, rather than in the 
wells, is expected to exert under these conditions. 
Nevertheless, numerical calculations suggest that the 
accelerating role of higher-frequency relaxations re­
mains marked even at large Hn values, around 1 kcal 
mol"1.30 Dipole translation, as well as rotational, motion 
is also predicted to contribute to the rapidity of the 
TDFS and barrier-crossing dynamics in methanol.81"'61 

The common presence of very rapid (say T8 ^ 0.1 ps), 
overdamped relaxation even in supposedly "Debye" 
media, has also been suggested by several recent mo­
lecular dynamical (MD) simulations.19* Besides the 
numerical value of such calculations, they can provide 
interesting insight into the physical origins of solvent 
relaxation. So far, most solvents examined (e.g., water, 
acetonitrile) constitute relatively low-friction media, 
where the role of solvent inertia is relatively important 
in the overall dynamics.198 It would clearly be of sub­
stantial interest to pursue MD simulations for solvents 
where overdamped relaxation is anticipated to be more 
dominant. 

VI. Influence of Reactant Intramolecular 
Dynamics 

Up to this point, we have considered dynamical sol­
vent effects for experimental ET systems where the 
activation barrier is known (or believed) to arise wholly 
or predominantly from dipolar solvent reorganization. 
A much more common circumstance, however, involves 
the presence of barrier components from reactant in­
tramolecular (inner-shell) reorganization that are com­
parable to, or larger than, the solvent contribution. 
Given that the frequencies of such intramolecular 
motions, especially vibrational modes, are usually an­
ticipated to be higher than for solvent overdamped or 
even inertial motion, one might anticipate that the 
barrier-crossing frequency would commonly be domi­
nated by inner-shell rather than solvation dynamics. As 
mentioned above, this conclusion indeed commonly 
applies in the TST limit, as prescribed by eq 2. A 
rather different situation might be anticipated in the 
presence of solvent friction: even though the presence 
of higher-frequency inner-shell distortions should ac­
celerate barrier passage, the reaction rate may be lim­
ited in part by a slow diffusive approach toward the 
barrier top. Despite its practical importance, relatively 
little attention has been devoted to this issue. Never­
theless, a detailed theoretical treatment for cusp bar­
riers, spanning the range from activationless to acti­
vated ET processes, has been outlined by Marcus and 
co-workers.9 

Some numerical consequences of their treatment for 
activated ET processes are illustrated in Figure 5. This 
consists of a plot of log &ex for a model electron-ex­
change reaction64 versus the inner-shell barrier AG*8, 
with the outer-shell barrier held at 4.0 kcal mol"1. Both 

T r 

0.0 2.0 4.0 6.0 
AG: 

Figure 5. Illustrative plot of logarithm of unimolecular rate 
constant for model electron-exchange reaction, kez (s"1), versus 
the inner-shell barrier, AG*, (kcal mol"1), in the presence of varying 
overdamped solvent dynamics, as calculated66 from treatment 
based largely on Marcus et al.9 Outer-shell barrier is held at 4.0 
kcal mol , solvent inertial frequency W 0 = I x 1013 s"1. Inner-shell 
frequency, C18, is equal to 5 X 1013 s"1 (solid traces) or 5 x 1012 s"1 

(dashed traces). Upward-going sequence of four traces in each 
set refer to solvent i^1 values of 6 x 1010, 2 x 1011,1 x 1012, and 
6 X 1012 s"1 (see refs 64 and 65). 

sets of curves shown refer to a quartet of T^ values, 
varying from 6 X 1010 to 6 X 1012 s"1 (the lowest and 
highest traces, respectively); these values were chosen 
so to span the commonly encountered dynamical range. 
The quartet of solid curves refer to an inner-shell (vi­
brational) frequency, j>i8, of 5 X 1013 s"1, whereas the 
corresponding dashed curves were computed for a 10-
fold smaller frequency. The rates were computed 
chiefly in the manner prescribed by Marcus et al.;9 full 
details will be provided elsewhere.64 

Physically, the dynamical effect of the inner-shell 
component arises from the provision of additional 
channels by which the reaction can be consummated 
once the vicinity of the barrier top is reached. In the 
absence of such a vibrational reaction coordinate, 
electron transfer occurs only when the system reaches 
the barrier cusp entirely by diffusive solvent motion. 
In the calculations shown in Figure 5, the reaction is 
considered to be consummated under these latter con­
ditions at the barrier cusp by means of solvent inertial 
motion (a>0 is taken to be 10 ps"1); this feature yields a 
self-consistent kinetic treatment in the absence and 
presence of the vibrational reaction coordinate.65 

Examination of Figure 5 reveals several significant 
features. The inclusion of the inner-shell barrier com­
ponent initially increases the rate constant, even though 
decreases are seen eventually for moderate (£0.5-1 kcal 
mol"1) AG*8 values. The former effect is due to the 
occurrence of an increasingly rapid barrier-crossing 
frequency, arising from the inclusion of the inner-shell 
dynamics, offsetting the influences of the larger acti­
vation barrier. At a given v^, the vertical displacement 
of the various traces shows the sensitivity of the reaction 
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rate on r]}. As might be expected, this sensitivity de­
creases progressively as AG*8 becomes larger, corre­
sponding to an increasing dominance by the inner-shell 
dynamics under these conditions. Nevertheless, it is 
interesting to note that a significant or even substantial 
dependence of log feex upon log r]} can remain in the 
presence of the inner-shell barrier. This is especially 
the case in the presence of more rapid inner-shell dy­
namics (see the solid versus the dashed traces in Figure 
5). 

This last property, where the influence of varying 
solvent friction upon vn becomes more pronounced as 
the overdamped dynamics become slower, is in com­
plete contrast to the TST picture. A qualitatively sim­
ilar prediction can also be deduced468 from an earlier 
theoretical treatment by Ovchinnikova.66 Moreover, 
nuclear tunneling can diminish substantially the influ­
ence of high-frequency vibrations (say, ^ ^ l x 1013 s"1), 
enhancing the predicted effects of solvent friction upon 
kex even at ambient temperatures.64 (Nuclear tunneling 
corrections are not included in Figure 5 for simplicity.) 
Consequently, then, there are theoretical reasons to 
anticipate that the barrier-crossing dynamics can be 
influenced significantly by overdamped solvent motion 
even in the presence of much more rapid inner-shell 
barrier components, although the former effects should 
be largely attenuated when AGJj5 k, AG*8. 

Experimental tests of such theoretical predictions for 
activated ET are so far surprisingly sparse. One con­
tributing factor is that there is a paucity of suitable 
outer-sphere reactant systems, especially having low 
charges so to minimize electrostatic work terms, for 
which the inner-shell barriers are known and preferably 
are variable by means of suitable chemical modification. 
One such study for the solvent-dependent electro­
chemical exchange of cobalt clathrochelates has indi­
cated that significant solvent friction effects can be 
maintained even when AGj8 ~ AG*9.

57 Some further 
evidence that the theoretical predictions such as in 
Figure 5 may overestimate the influence of inner-shell 
vibrations in muting solvent-friction effects has also 
been obtained from a recent examination of electro­
chemical and self-exchange kinetics for various ses-
quibicyclic hydrazines.67 One limitation of the theo­
retical treatment noted above9 is that it does not con­
sider the effects of barrier-top roundedness arising from 
electronic coupling. Similar to the discussion in section 
II, the inevitable presence of this factor is anticipated 
to enhance the role of solvent friction in mediating the 
influence of additional vibrational reaction channels 
upon vn. 

VII. Activation-Parameter Analyses 

As already mentioned, at first sight the evaluation of 
activation parameters, i.e., temperature-dependent rate 
measurements, would appear to be a valuable tactic for 
extracting information on ET barrier-crossing dynam­
ics. At least in principle, the Arrhenius preexponential 
factor, A6t, obtained conventionally from the intercept 
of In kex-T'1 plots, should be related closely to the de­
sired frequency factor K61Cn. The approach has indeed 
been utilized on a number of occasions with this ob­
jective in mind.38f,43M6a Although yielding useful in­
formation, at least for bimolecular processes, this pro­

cedure suffers from some ambiguities that conspire to 
render it less useful for assessing K61Vn. 

First, the measured activation enthalpy, and hence 
the inferred preexponential factor, are expected to be 
affected by the enthalpic and entropic contributions to 
the free energy of precursor-complex formation. Such 
components may well be sensitive to the local solvation 
and other intermolecular interactions in the precursor 
state versus the separated reactants to a greater extent 
than the overall free energy and hence Kp.

6s Even for 
reactions involving monocharged cation/neutral pairs, 
such as the metallocene self-exchanges considered 
above, unexpectedly low Arrhenius preexponential 
factors, Ape, are obtained that may reflect in part un­
favorable entropic contributions to the precursor-com­
plex stability.438 

A second complication concerns the anticipated tem­
perature dependence of the barrier-crossing frequency 
(celcn. While the usual Arrhenius treatment tacitly as­
sumes that the overall preexponential factor Ape is 
temperature independent, this is seldom expected to 
be the case, especially for barrier crossing controlled by 
solvent friction. Thus T£\ and hence cn, are expected 
to increase with temperature, thereby yielding inferred 
Ap6 values that are larger than XpK61Cn.

438'468 While this 
factor can be taken into account in activation-parameter 
analyses,438,468 such procedures are obliged to rely on the 
presumed validity of the combined Debye/dielectric 
continuum or other treatments in accounting for the 
temperature dependence of the dynamics. Given the 
likely quantitative limitations of the theoretical treat­
ments noted above, the procedure is susceptible to 
difficulties so that the resulting preexponential factors 
tend to provide only an unreliable monitor of ET re­
action dynamics. 

Nonetheless, under favorable circumstances, such as 
the examination of rate parameters for related se­
quences of reactions, the evaluation of activation-pa­
rameter data may have considerable virtues for the 
elucidation of dynamical effects. Indeed, this tactic has 
been utilized in several solvent dynamical studies, 
mostly involving small-barrier ET processes.69 Most 
importantly, the approach has greatest merit for the 
examination of intramolecular electron-transfer sys­
tems, where the complications associated with the en­
ergetics of precursor-complex formation are absent.70 

VIII. Semlemplrlcal Solvent Analyses 

We have so far focused on the interplay between 
theoretical and experimental aspects of dynamical 
solvent effects, with a focus on utilizing the former to 
both describe and elucidate the latter. As in other 
aspects of electron-transfer chemistry, experimental 
data has also been used to provide critical tests of 
specific aspects of the theoretical framework, so that 
the theory-experiment intercourse has been mutually 
beneficial. In many facets of experimental chemical 
kinetics, appeal is usefully made to methods of sum­
marizing and collating the observed trends based on 
semiempirical solvent and reactant parameters; such 
approaches have become especially common (and so­
phisticated) in physical organic chemistry.71 Not sur­
prisingly, then, several recent studies concerned with 
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solvent effects in ET kinetics have pursued data 
analyses using tactics along these lines. We now briefly 
consider some of these correlation methods, and their 
possible relation to conventional treatments of ET dy­
namics. 

One simple approach involves correlating solvent-
dependent rate data for electron exchange with the 
macrOSCOpic So lvent Viscosity, ,j.38a,38b,39a,46b,72 T j 1 6 _e_ 

lationship is often found to be satisfactory, especially 
for electrochemical rate data. This is unsurprising in 
view of the crude correlation observed (and predicted73) 
between r/ and TD (and hence with TL via eq 10), at least 
for adiabatic reactions where the outer-shell barrier does 
not vary greatly so that roughly kex « vn. The obser­
vation of such ^x-Tf1 relationships, however, may also 
portend the presence of artifacts in the rate data arising 
from reactant diffusion and/or solution resistance (vide 
supra), since the latter parameters correlate closely with 
solvent viscosity. One oft-cited study found such cor­
relations for rate constants for electrochemical exchange 
of Fe(CN)6

3_/4_ and Cp2Fe+/0 with viscosity increases 
in water and dimethyl sulfoxide, respectively, caused 
by the addition of sugars.72 These findings are, how­
ever, difficult (and ambiguous) to interpret in a mi­
croscopic sense; in any case, such a relationship was not 
observed in related measurements for a homogeneous 
self-exchange reaction.38b 

Not surprisingly, multiparametric methods utilizing 
specific solvent properties can describe the solvent 
dependence of ET rates in a number of cases. One 
recent example74 employs solvent acidity, basicity, and 
polarizability parameters according to the Taft et al. 
treatment75 to achieve correlations with solvent-de­
pendent feex data that are touted to be superior to those 
obtained by using the conventional dielectric-continuum 
model. The version of the latter used in ref 74, however, 
did not consider solvent dynamics (it was essentially 
method I described in section III). The physical sig­
nificance of the findings are therefore questionable at 
best. More generally, it is worth noting that improved 
"fits" to experimental data achieved by multiparametric 
analyses can often be the inevitable result of the ad­
ditional variables employed rather than signaling a 
physically meaningful finding! 

As a final example, Nelsen et al. have related sol­
vent-dependent self-exchange rates for a sesquibicyclic 
hydrazine with the Kosower Z parameter.76 They note 
that better correlations are achieved than by using the 
conventional dielectric continuum model, either with 
or without consideration of solvent dynamics. In the 
latter case, a reasonable correspondence is actually 
obtained, except the rates obtained in alcohol solvents 
are anomously low. The reasons for such deviations are 
unclear at present; it would clearly be desirable to ob­
tain optical ET energies for mixed-valence hydrazine 
analogues so to check the applicability of eq 12 or re­
lated continuum treatments of the outer-shell barrier. 
Indeed, such optical data are conspicuous by their ab­
sence for organic radical redox systems. 

Overall, then, while semiempirical solvent analyses 
retain a place in the armory of chemists seeking to 
rationalize solvent effects in ET reactions, a greater 
emphasis should perhaps be placed in relating these 
approaches to the inherently more fundamental theo­
retical treatments now available for describing the dy­
namics as well as energetics of such processes. 

IX. Some Problems and Unresolved Issues: 
When Do Solvent-Friction Effects Matter? 

In some respects, our current understanding of dy­
namical solvent effects in activated ET processes might 
be deemed satisfactory. While many quantitative (and 
important) details are lacking, there is widespread ev­
idence available from solvent-dependent electron-ex­
change studies of the importance of overdamped solvent 
relaxation to the reaction dynamics. An initial quan­
titative link has been made with the real-time dynam­
ical information obtainable from TDFS measurements, 
and the rough applicability of continuum-Debye de­
scriptions of solvent dynamics established, along with 
the likely importance of rapid overdamped components, 
in some cases. The central role of donor-acceptor 
electronic coupling in mediating the occurrence, as well 
as the characteristics, of such nuclear dynamical effects 
has also become apparent on an experimental as well 
as a theoretical basis. 

There are some reasons, however, to suspect that this 
scenario may be overly optimistic or perhaps even 
misleading. First, our understanding of the type and 
range of activated ET processes susceptible to dynam­
ical solvent effects is cUscomfortingly inadequate. This 
situation is related to a lack of reliable independent 
information on electronic coupling, especially for elec­
trochemical reactions. The extent of solvent dynamical 
effects often observed for such processes38'39 infer that 
substantial electronic coupling, H12 £ 0.5 kcal mol"1, is 
commonly present. While there is some theoretical 
justification for the presence of such electronic coupling 
for reactions at metal surfaces,77 the broad-based oc­
currence of adiabatic pathways for outer-sphere reac­
tions, as inferred from the rate-solvent behavior, would 
be surprising. 

Unfortunately, a large fraction of the electrochemical 
reactions amenable to such solvent-dependent analysis 
exhibit feex values (ca. 0.1-10 cm s"1) that approach (or 
even surpass?) the limit that can be evaluated reliably 
even by contemporary kinetic techniques, such as ac 
impedance and/or microelectrode-based approaches. 
As mentioned above, this problem can be particularly 
insidious since the resulting systematic errors in the rate 
data have a solvent-dependent character which is sim­
ilar to that expected in the presence of solvent dynam­
ical effects. Given the additional uncertainties asso­
ciated with the usage of dielectric-continuum estimates 
of AG 8̂ to electrochemical systems, there are good 
reasons to be wary of some dynamical analyses under­
taken for electrochemical systems. Related difficulties 
can also hamper analyses for some homogeneous-phase 
reactions. For example, very rapid self-exchange re­
actions, having rates approaching the bimolecular dif­
fusion limit, can yield solvent-dependent rate behavior 
reminiscent of dynamical solvent relaxation merely as 
a result of viscosity-dependent solute transport effects. 

Another significant unresolved issue, again associated 
with electronic-coupling effects, concerns the likely im­
portance of solvent relaxation within the reactant (and 
product) free-energy wells versus that in the barrier-top 
region. For cusp barriers, featured in the original 
Zusman model6 (leading to eq 9) as well as numerous 
subsequent theoretical treatments, the former compo­
nent is necessarily dominant. However, this dynamical 
model is inherently somewhat artificial since cusp 
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barriers arise from the circumstance H12 -*• 0, where 
electron tunneling rather than nuclear dynamics will 
actually control the net barrier-crossing frequency. 
Recent MD simulations performed for a "model 
aprotic" solvent with a reaction involving moderate or 
large electronic coupling (H12 = 1 and 5 kcal mol"1, 
respectively) yielded little evidence of any solvent 
friction in the former case and mild friction arising from 
overdamped motion only within the barrier-top region 
in the latter circumstance.17,78 The solvent model em­
ployed in these studies appears to exhibit only low-
friction characteristics. Nevertheless, it is disquieting 
to note that there is apparently no evidence so far from 
MD simulations for the occurrence of ET solvent fric­
tion associated with well relaxation, the observed rate 
diminutions being associated only with recrossings 
within the barrier-top region.1778 

As already noted, there is good reason to expect ov­
erdamped motion in the barrier-top versus the well 
regions to become a more prevalent contributor to i>n 
as the electronic coupling increases, and hence the ef­
fective "barrier-top frequency", wb, decreases to the 
extent that it becomes comparable to the well fre­
quency, W0.

80'30 Given the general requirement that at 
least moderate electronic coupling be present to en­
gender nuclear-dynamical control, it is conceivable that 
the solvent friction observed experimentally for acti­
vated ET processes arises chiefly from relaxation within 
the barrier-top region. This circumstance would of 
course be aided by reaction pathways that utilize 
preferentially reaction geometries having especially 
large electronic couplings. Such a circumstance is 
plausible: for example, for Cp2Co+''0 self-exchange 
where one specific (D51,) internuclear geometry is pre­
dicted to yield especially strong coupling, H12 =* 2.5 kcal 
mol_1.47a'79 Further MD simulations, however, prefer­
ably for realistic overdamped model solvents, are re­
quired to resolve this critical question. 

X. Future Directions 

On the basis of the foregoing, progress in our exper­
imental elucidation of solvent dynamics in ET reactions, 
as perhaps for other condensed-phase chemical pro­
cesses, would appear to stand at the crossroads. The 
separation between energetic and dynamical factors, 
required for exposure of the latter in all activated 
processes, has been achieved with some confidence for 
some outer-sphere ET reactions, but usually by re­
sorting to the use of theoretical estimates of the sol­
vent-dependent barrier height. A number of organo-
metallic and organic redox couples have been examined 
in a variety of largely ambient temperature solvents. 
While judicious choices of solvents and especially 
reactant systems have often been made for the purpose 
at hand, the validity of the data analyses often appears 
to be questionable. This difficulty has been exacerbated 
by a significant lack of appreciation of the likely limi­
tations of the dielectric-continuum models usually em­
ployed for such analyses. That is not to say that such 
studies should be discouraged—much has been learned 
already from the experimental examination of solvent 
effects in electron-exchange reactions—however, the 
dissection of energetic and dynamical factors in rate 
data remains a key stumbling block to true progress in 
our understanding of ET solvent dynamics. As a con­

sequence, there remains a substantial gulf between the 
levels of sophistication of the theoretical predictions and 
experimental interrogation—a situation that also ap­
plies more generally to electron-transfer chemistry. 

It appears that this difficulty could be diminished by 
devoting greater attention in the future to the experi­
mental evaluation of electron-transfer barriers by op­
tical measurements. A general limitation of experi­
mental studies so far, however, is that the range of ET 
reaction types explored is relatively narrow, being re­
stricted almost entirely to outer-sphere electron-ex­
change processes. It would be desirable, for example, 
to examine exoergic processes, such as homogeneous-
phase cross reactions, in this context. Similar analyses 
could be undertaken as outlined above, although it is 
necessary to correct the observed solvent-dependent 
rates for variations in the thermodynamic driving-force 
contribution to AG* present for cross reactions. At least 
one study along these lines has recently been reported.82 

Especially given the central influence of electronic 
coupling in the reaction dynamics, it would be of par­
ticular interest to examine inner-sphere ET and other 
"strong-overlap" charge-transfer reactions. Despite the 
extensive theoretical and computational work on some 
aspects of strong-overlap charge-transfer processes,83 

related solvent-dependent experimental studies are rare. 
An interesting recent example, however, concerns the 
evaluation of primary kinetic isotope effects (fcH/ ̂ D) f°r 

hydride transfer.84 A significant solvent dependence of 
feH/fcD was observed, from a maximum of ca. 5-5.5 in 
low-friction media to ca. 3.0 in some other solvents. 
Although a quantitative relationship between kH/kD 
and solvent friction was not established, the results are 
roughly consistent with a shift from near-complete rate 
control by hydride tunneling to partial control by ov­
erdamped solvent dynamics.84 This interpretation is 
closely analogous to the phenomenon of solvent-fric­
tion-dependent adiabaticity for electron transfer, em­
bodied in Figures 3 and 4. 

Most importantly, it would be very desirable to ex­
plore the kinetics of unimolecular, preferably rigid in­
tramolecular, ET processes with regard to solvent dy­
namical effects. Compared with bimolecular (and 
electrochemical) processes, such systems have the major 
virtue of eliminating uncertainties regarding the ener­
getics and geometries of precursor-complex formation. 
Although a number of photoexcited intramolecular ET 
reactions have been examined,18 as mentioned above, 
these apparently feature small or negligible (£kBT) 
barriers; few such studies involving activated intra­
molecular ET process have been reported so far. Al­
though experimental difficulties need to be overcome, 
there are good reasons to emphasize intramolecular ET 
processes in future studies. It will be desirable to 
identify reactant systems for which both optical ET 
energetics and thermal ET rates can be obtained, 
thereby enabling reliable separations between dynam­
ical and energetic factors to be achieved. The evalua­
tion of activation parameters should also prove to be 
valuable in this regard, the complications of the pre­
cursor-formation energetics that plague their interpre­
tation for intermolecular systems being absent. 

Such unimolecular systems should also be useful for 
expanding experimental inquiries of dynamical effects 
into a wider range of solvating environments, such as 
polymers82 and glasses. Another novel variant of a 
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electron-transfer system for which unimolecular rates 
can be extracted involves films of redox-active species 
at solvent-air interfaces, along which redox-mediated 
electron transport can be evaluated.85 Interestingly, 
there is evidence that solvent dynamics can limit elec­
tron transfer in such systems, as deduced from the 
dependence of the transport rates through Os(III)/(H) 
tris(diphenylphenanthrolene) films upon the nature of 
the solvent molecules accumulated at the nominal 
water-air interface.86b 

Overall, then, there is some reason to be optimistic 
that our understanding of solvent-friction, as for other 
dynamical, aspects of ET reaction kinetics can be 
placed on an increasingly diverse as well as firm ex­
perimental basis in the future. Such studies, especially 
in conjunction with other information, such as that 
obtained from MD simulations and electronic structural 
calculations, should lead to a deeper understanding of 
some of these fascinating mysteries surrounding solvent 
and related environmental effects in charge-transfer 
processes. 

Glossary of Terms 

AG* outer-shell (solvent reorganization) barrier 
AGi8 inner-shell (reactant intramolecular) barrier 
6 o p solvent optical dielectric constant 
€„ "infinite-frequency" (ca. microwave fre­

quency) dielectric constant 
«0 solvent static (zero frequency) dielectric 

constant 
Kel electronic transmission coefficient 
H1 2 electronic matrix coupling element 
Vn nuclear frequency factor 
Kp equilibrium constant for forming precursor 

state for bimolecular (or electrochemical) 
reaction 

ket rate constant for (unimolecular) reaction 
within precursor state 

/eex rate constant for overall homogeneous self-
exchange, or electrochemical exchange, 
reaction 

TL longitudinal solvent relaxation time 
TD Debye solvent relaxation time 
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come apparent.81 
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