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/. Introduction 

Within the last decade, the general understanding of 
electron transfer reactions has been dramatically altered 
by the confluence of theory and experiment. Experi­
ments have confirmed some surprising fundamental 
predictions. As a first example, it is now well estab­
lished1-10 that electron-transfer reactions can occur at 
reasonable rates even when the reactants are separated 
far beyond "collisional" distances. Under optimal cir­
cumstances, rates of 106 s-1 can be obtained even when 
the electron donor and electron acceptor are separated 
by ca. 10 A of intervening solvent.1 If the reactants are 
directly linked, even by an "insulating" aliphatic chain, 
higher rates can be sustained.13 Such "long-distance" 
electron-transfer reactions are ubiquitous in biology. 

As a second example, it is now established that the 
redox reactions can have an optimal free energy.13 As 
the reaction free energy increases, the electron-transfer 
rate increases correspondingly, reaching a maximum 
rate when AG equals the "reorganization energy" (vide 
infra). Further increases in AG lead to a decrease in 
rate; the region AG > X is thus referred to as the 
"inverted region". Although this "inverted" effect was 
long controversial, it is now well established.1"10,13 

As a result of such advances, we can now reliably 
estimate the electron-transfer rate constant for a given 
couple to the nearest order of magnitude. 

In the following review, we will argue that this level 
of understanding holds true not only for small molecule 
electron transfer but also for redox reactions involving 
proteins. 

These advances in understanding have not gone un­
noticed, and reviews in this field have reached the level 
of a major cottage industry.1-17 We therefore will take 
a different tack in this review, using a few examples to 
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illustrate the general trends observed in biological 
electron-transfer reactions. 

/ / . Overview of Electron-Transfer Theory11 

Although electron-transfer theory will be more 
thoroughly developed elsewhere in this volume, a cur­
sory overview, applicable to interprotein electron 
transfer, will be useful for subsequent discussion. 

Electron transfer between proteins is facilitated by 
formation of a complex of the reacting proteins prior 
to the electron transfer. Conformational changes in the 
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Figure 1. Distance dependence of the maximum electron transfer 
rate (AG0 = X) (adapted from ref 104) for several systems. Dutton 
uses 18 different systems to determine the line on this plot; several 
of his systems are indicated by • : (A) bacteriochlorophyll to 
bacteriopheophytin (Rhodobacter viridis); (B) iridium to pyri-
dinium; (C) bacteriopheophytin to quinone A (R. viridis); (D) cyt 
c to His Ru; (E) quinone A to quinone B (R. sphaeriodes); (F) 
myoglobin to His Ru; (G) quinone A to quinone B (R. viridis). 
Interprotein systems covered in this review are indicated by •: 
(1) hemoglobin; (2) cyt c to CcP; (3) cyt c to cyt bs. 

proteins may also occur before electron transfer. Ki­
netic schemes can be devised to include such compli­
cations. Kostic provides an excellent overview of these 
different schemes.5 This simplest reaction can be best 
illustrated schematically: 

A" + B — A":B 
K2 

A:B~— A + B-

Here, A is the electron donor and B is the electron 
acceptor, K1 is the binding constant of the reacting or 
"productive" complex, K2 is the inverse of the binding 
constant for the products of electron transfer, and ket 
is the electron transfer rate. Thus the overall reaction 
actually includes three processes, each optimized by 
different factors. Much effort has been directed at 
analyzing the structural and functional properties of the 
reactant and product proteins and precursor electron 
transfer complexes. 

For any first-order reaction: 

k = AeWW 

The rate is determined by a prefactor, A, and the ac­
tivation energy, AG*. In the context of biological 
electron transfer, A is not a simple collision frequency, 
but instead is an electronic term that measures elec­
tronic wave function (orbital overlap) between the 
electron donor and the electron acceptor within the 
protein-protein complex. At optimal overlap (approx­
imately van der Waals contact), A = ca. 1013 s_1, but 
decreases exponentially with distance, A « e'ffR. The 
damping factor, /3, depends upon the properties of the 
intervening medium. For a wide range of systems, /3 has 

been empirically determined as 1.2 ± 0.3 A"1, as best 
summarized in Figure 1 (adapted from Dutton104). 

AG* is the activation energy of the reaction. Al­
though, in principle AG* should be quite complex, in 
practice, AG* = (AG0 - X)2/4X. X is the "reorganization" 
energy alluded to above. It includes all of the redox-
dependent nuclear motion in the chromophore, X1, and 
the associated charge-dependent changes in the sur­
rounding medium, X8. For biological electron transfer, 
the term X8 can include not only solvent repolarization 
but also repolarization of the protein medium around 
the redox-active site and, perhaps, the interface between 
the donor protein and the acceptor protein. A key 
insight of the theory is that the activation energy is 
related to the thermodynamic driving force for the re­
action, AG, and to the reorganization energy, X, of the 
medium. This is demonstrated in Figure 2. At small 
driving forces, (a) the activation energy will be pro­
portional to the thermodynamic free energy until an 
activationless situation occurs at AG0 = X, (b) one 
prediction is that at very high driving forces, in the 
"inverted" region discussed above, decreased reaction 
rates will be seen (c), and although corrections which 
include quantization of the relevant modes can be in­
cluded, they appear to be beyond the level of sophis­
tication necessary to describe most biological reactions. 
Thus the driving force of the reaction depends largely 
on the redox center, and the reorganization energy 
depends on the entire structure; the two are somewhat 
separable variables. Thus, the equation of interest in 
Marcus theory is 

ket = Ae-8Re-UAG°-x)2WkT 

This theory has been of great utility in understanding 
small-molecule charge-transfer reactions. The major 
successes of the theory are (1) the quantitative pre­
diction of rate constants between nonidentical redox 
partners when self-exchange rates and free energy 
change are known, (2) the relationship between acti­
vation energy (AG*) and standard free energy of the 
reaction (AG0),13 (3) the description of nonspecific 
solvent effects on the rate constant, (4) the relationship 
between the self-exchange reaction in solution and the 
heterogeneous electron transfer between reactant and 
electrode, (5) the calculation of rate constants from 
molecular size, bond length changes, vibrational fre­
quencies, and solvent properties, and (6) the inverted 
region, where reaction rates slow as the driving force 
increases.14 The dependence of the electron-transfer 
rate constant upon donor-acceptor distance,15 orienta­
tion,1617 and electronic coupling have also been ex­
plored. Successful separation of these variables is 
difficult. 

The Marcus theory forms the backdrop for our dis­
cussion of electron transfer between proteins. 

III. Biological Electron Transfer 

Because electron transfer can takes place over "large 
distances" in a confined area (the cell), with redox po­
tentials spanning 2 V, it is surprising that the cell 
doesn't come to equilibrium very rapidly, i.e. "short 
out". Molecular recognition helps ensure the physio­
logical specificity of redox proteins. The problem of 
"short circuits" is circumvented by sequestering the 
reactive centers in a nonconductive polypeptide coat, 
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Figure 2. The three regimes for electron transfer: (a) AG0 < X; (b) AG° = X, where the maximum electron-transfer rate is obtained; 
(c) AG0 > X, with increasing driving force an increasing activation energy is observed; and (d) a plot of AG0 vs Ka, predicted by the 
theory. 

just thick enough to make QR large enough to prevent 
random interactions, while maintaining a stable con­
formation with surface properties that allow binding of 
only the correct partner(s). Thus, the entire protein is 
not necessarily required for electron-transfer function 
but provides reaction specificity to an otherwise in­
discriminate redox center. 

A simple "back of the envelope" calculation can il­
lustrate the effect of (transient) binding between pro­
teins. (Only a small envelope is required.) Consider 
the case of the relatively reactive protein, ferryl cyto­
chrome c peroxidase. The reactive ferryl group 
(Fe(IV)O) has a reduction potential of ca. 1.0 V. It is 
therefore capable of oxidizing many cellular compo­
nents, yet it seems to react rather specifically with cy­
tochrome c. For example, at identical concentrations 
of the specific partner, cytochrome c (II), and a non­
specific reagent, Fe(CN)6

4", CcP will react only with cyt 
c (II). This is because, even though the second-order 
rate constant for reaction with Fe(CN)6

4" is high (106 

M"1 s"1), at micromolar concentration, the effective 
pseudo-first-order rate is only 1 per second. By con­
trast, given a binding constant for the CcPxyt c com­
plex of ca. 107 M"1, even at 10"* M cyt c, all of the cyt 
c will be bound. Using eq 1, with AG = 0.8 V and X = 
1.2 V and R = 16 A, we predict a rate of electron 
transfer of ca. 103 s"1. Thus the cytochrome, by binding, 
obtains a 103 advantage over the purely collisional re­
action, and specificity is assured. (Of course, when 
Fe(CN)6

4" is 1 M, CcP would "short circuit", but if a cell 
were 1 M in Fe(CN)6

2", then other problems would be 
more pressing....) This simple argument provides a 

possible guide to understanding the dynamics of protein 
to protein complex formation. Assume that the protein 
complex formation is diffusion controlled (which is 
roughly correct); if the reaction is to occur while the 
protein is bound, then the residence time must be (just 
slightly) longer than the mean reaction time. Obviously, 
there is no advantage to binding longer than necessary: 
if the "off" rate becomes very slow, this will limit the 
rate of turnover of the system. Thus, taking ket = 103 

s"1 > ko({, we expect the off rate to be ca. 103 s"1. We 
thereby predict an optimal binding constant K = 
KJ Ktt - 1010 M"1 s-yiO3 s"1 = 107 M"1 which quite 
nicely predicts the measured value for the system. 

IV. Basic Approaches to Study 

The structure of each individual protein reactant can, 
in best cases, be deduced from crystal structures. 
Where this information is not available, as for most 
protein-protein complexes, models of the electron 
transfer complexes, based on docking of crystal struc­
tures,18"26 are important starting points for predicting 
binding behavior and electron transfer rates, and 
therefore for formulation of experiments. 

Such models have been tested by a variety of methods 
which probe the recognition and binding between the 
protein pairs, including UV-visible spectroscopy, in­
frared spectroscopy, NMR spectroscopy, time-resolved 
and steady-state fluorescence quenching, chemical 
modification, and mutagenesis.27"33 

The kinetics of electron transfer has been studied 
using a variety of methods, depending on the time scale 
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required. Physiological reactions lend themselves well 
to steady-state (seconds-minutes), stopped-flow (mil­
liseconds-seconds), and laser-flash photolysis (micro­
seconds-milliseconds) kinetic studies. 

The final technique is particularly suitable for stud­
ying electron transfer in preformed protein complexes. 
Laser-flash photolysis has often been used to probe the 
reaction, using photoinducible electron-transfer agents 
or photochemical initiators for the reaction. These 
agents fall into three classes: flavin semiquinones and 
other small molecules, ruthenium-ammine complexes 
attached to the residue of interest at the protein surface, 
and for heme proteins, to initiate electron transfer, iron 
substitution by metals with a long-lived triplet 
state.4,34-36 These various approaches are detailed 
elsewhere.4 

With this background, we consider, on a case study 
basis, reactions of some individual protein complexes. 

A. Hemoglobin 

Electron transfer between two redox active sites in 
a single protein is the simplest regime for studying 
biological electron transfer, since the distances and 
angles between redox centers can be well defined. An 
excellent example of this type of system is hemoglobin. 
This tetrameric protein can be considered a dimer of 
dimers; two a and two /3 subunits arranged as [a@]2. 
Each subunit contains a ferric heme, and the structure 
of the protein with several ligands is known. This 
unique juxtaposition of insulated hemes provides an 
opportunity to determine electron-transfer rates in a 
system which contains well-defined distances and ge­
ometries. These subunits can be separated and the 
hemes in one type of subunit, either a or /?, can be 
replaced by another protoporphyrin IX molecule con­
taining another metal, e.g., a closed-shell dication like 
Zn, Mg, or metal-free H2. When the subunits are mixed 
again, a deoxy or T type tetramer reforms. These hy­
brid hemoglobins are designated as (aMj3Fe)2 or 
(aFe/3M)2, depending upon where the metal was sub­
stituted. These have been characterized by several 
methods.25,37 The hemes are arranged in the protein 
as shown in Figure 3. 

Hoffman pioneered the flash photolysis of long-lived 
triplet excited states in metal-substituted hemoglobin, 
with particular reference to subunit to subunit charge 
transfer. The reaction 

Ct3MpFe+3 - V aMpFe+2 

) *back / \ 
* decay / I 

, , « T , »<i . ,' -, *2 (amino acid) ^0 

CiMpFe+3 OtMpFe+2 aMpFe+2 (amino acid)+ 

has been explored for Zn, Mg, and H2 for this sys­
tem.38"47 The reorganization energy of the system was 
estimated to be 2.1 eV from studies of the temperature 
dependence of the reaction. Because the vinyl groups 
of the porphyrins in the a and /3 subunits are oriented 
toward each other, the distance dependence was ex­
plored by substituting deuterioporphyrin into the sub-
units, thereby increasing the distance between the 
nearest IT carbons from 16 to 17 A. This change led to 
a temperature-independent decrease in ket by a factor 
of 2.8,45a demonstrating the distance contribution to 
electron transfer. 

Figure 3. Arrangements of hemes within oxyhemoglobin and 
deoxyhemoglobin. Fe-Fe distances are shown in angstroms. Note 
that not all hemes are coplanar. 

B. Cytochrome c 

Cytochrome c (cyt c) has been a particularly popular 
protein because of its stability and availability. Of the 
electron-transfer proteins, more is known about cyt c 
than any other redox protein.48 Cytochrome c is an 
ubiquitous protein among eucaryotes; the complete 
sequence of over 100 eucaryotic cyt c's have been re­
ported. The tertiary structures of several different 
cytochromes have been determined by crystallogra­
phy.49 Numerous studies, exploring structural, physical, 
enzymatic, and genetic properties of cyt c,50,51 have been 
reported. Large patches of positive charge near the 
solvent-exposed heme edge of cyt c facilitate interaction 
with several redox partners. In mitochondria, it is the 
penultimate electron-transfer agent in the mitochon­
drial electron-transport chain, shuttling electrons be­
tween the membrane bound cytochrome c reductase 
and cytochrome c oxidase. In yeast, it has other 
physiological partners, including cytochrome b2 (lactate 
dehydrogenase), and cytochrome c peroxidase. Because 
of its charge and size it has been used to study electron 
transfer with many nonphysiological (plastocyanin, 
cytochrome b5) as well as physiological (cyt c oxidase, 
cyt c peroxidase, cytochrome b2) partners. 

1. Cytochrome c/Cytochrome b5 Complex 

Cytochrome b& (cyt 65) is a membrane-bound protein 
abundant in the liver and involved in stearyl Co-A de-
saturation52"54 as well as in cytochrome P-450 reduc­
tion.53-55 The second form is found in red blood cells, 
where it functions in the reduction of adventitiously 
oxidized (met)hemoglobin.56,57 Although the direct in­
teraction of cyt c and cyt b5 is unlikely in vivo, they 
react readily in vitro via a strongly bound complex. 
Thus, the cyt c/cyt 65 complex served as an early model 
for testing fundamental aspects of protein to protein 
electron transfer. The active portion of the protein, 
which includes the heme prosthetic group, is about 95 
amino acids. The cyt c/cyt b5 system was the first 
where computer graphics were applied to the problem 
of redox protein interaction.26 By matching oppositely 
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Figure 4. Plot of AG vs ket for the cyt O5/cyt c system. The X 
indicated is 0.8 eV. 

charged residues while avoiding steric crowding near the 
exposed heme edges of each protein, with the heme 
edges nearly coplanar, a set of complementary charges 
in the correct steric configuration could be arranged so 
that the heme edges were only 8 A apart and Fe centers 
only 17 A apart. The model predicts that the Lys 
residues 13, 27,79, and 72 interact with the GIu 48, GIu 
44, Asp 60, and a heme propionate, respectively. This 
theoretical model has since been refined using molecular 
dynamics methods.25,58 These later models include the 
original complex and several others, which may be more 
favored for electron transfer than the original complex. 
Visible difference59 and fluorescence60 spectroscopy were 
used to determine binding affinity of the complex. The 
binding constant [2 X 107 M"1 at pH 7 and ionic 
strength (/x) = 0.02] decreases as ionic strength increases 
and is driven by an increase in entropy. NMR,61 

high-pressure studies,62 and mutagenesis63 have been 
employed to map the binding faces of the complex. 

In experimental studies, both chemical modification 
and NMR show that 5-6 lysines (Lys 13, 25,27,72, and 
7S))64 in cyt c are important in the electrostatic binding 
of cyt c to cyt 65. Esterification of the heme propionates 
hinders the electron transfer between the partners and 
favors a set of complexes which are different from the 
unesterified system. Esterification of the other anionic 
residues decreases the stability of the complex as well. 
Cross-linking with carbodiimide as well as high-resolu­
tion NMR indicate that there are several static com­
plexes. The heme Fe-heme Fe distance has been es­
timated, by fluorescence quenching, to be 17 A.65 The 
reaction 

cyt C+3 + cyt b5
+2 -* cyt C+2 + cyt b5

+3 

can be explored by combining several methods and 
provides an exemplary fit to the theory. The observed 
electron-transfer rate appears to be well described by 
Marcus' theory where rate increases as AG increases, 
reaching a maximum as AG = X = 0.08 eV (Figure 4). 
The observed rate of 1600 s"1 for the native system is 
well below the maximum possible rate. The key lessons 
learned from this system was that protein to protein 
electron transfer can be rather rapid, but still involves 
large reorganization (X = 0.8 eV). 

TABLE I 
reductant oxidant AE" (V) Ket (s"

1) ref 
pc+1 

cyt C+2 

cyt C+2 

cyt c+c (covalent) 

cyt C+ 

pc+2 

pc+2 

pc+2 

-0.1 
0.1 
0.1 
0.14 

87.3 66 
4800 + 600 66 
1050 + 150 69 
<0.2 69 

2. Cytochrome c/Plastocyanln Complex 

Plastocyanin (pc) is a blue copper protein found in 
plants. The plastocyanin crystal structure is known for 
both Cu(I) and Cu(II) oxidation states. The function 
of the protein is to transfer electrons in the photosyn-
thetic cycle to cytochrome /. Unfortunately, cytochrome 
/ is rather poorly characterized, in part because it is 
both large and membrane bound. Thus, cyt c is often 
used in place of the cytochrome /, since both are similar 
in surface charge and E0.66 The analogue of the 
physiological reaction is 

cyt C2+ + pc2+ -»• cyt C3+ + pc1+ 

Kinetic studies indicate that the pc binds near the ex­
posed heme edge of cyt c through the acidic segments 
42-45 and Tyr 8367 on plastocyanin to the basic lysine 
patch of cyt c. Docking simulations estimate that the 
(pc)Cu-(cyt c)Fe distance in the complex is ca. 18 A, 
and the distance between the heme edge and the copper 
thiolate ligand is about 12 A. NMR experiments, fo­
cusing on the heme methyl resonances of cyt c indicate 
a 1:1 complex is formed and that the binding constant 
is 1 X 103 M"1 at 10 mM (M) at pH 7.5 and that there 
is rapid exchange between the free and bound pc in the 
complex. 

The two proteins have been cross-linked by carbo­
diimide,68 forming four species. The bonds formed were 
groups around the heme edge of the cyt c and the acidic 
region of plastocyanin, as suggested in simulated 
docking experiments. These cross-linked complexes 
were studied by several spectroscopic methods, and no 
perturbation of their active sites were found. However 
electron transfer was very slow between covalently at­
tached proteins, suggesting that some reorientation of 
the protein surface is necessary for electron transfer. 
This interfacial motion within a protein-protein com­
plex to obtain efficient electron transfer is apparently 
rather common in biology, as the next two cases show. 

Because the heme and the copper spectra do not 
overlap in the visible region of the spectrum, the system 
is well suited for kinetic studies. Studies reported in 
Table I show differences in electron-transfer rates, de­
pending upon conditions. 

3. Cytochrome b/Cytochrome c Complex 

Cytochrome b2 [bakers' yeast L-(+)-lactate de­
hydrogenase; flavocytochrome b2; yeast L-lactate: cy­
tochrome c oxidoreductase] is a low-spin (s = l/2) tet-
rameric enzyme of about 235 000 molecular weight, lo­
cated in the intermembrane space of the mitochondria. 
Cytochrome b2 catalyzes the transfer of reducing 
equivalents from L-lactate to cytochrome c by means 
of its prosthetic groups, flavin mononucleotide (FMN) 
and heme, in the reaction 

cyt b2 

2cyt C3+ + lactate • pyruvate + 2cyt C2+ 

The crystal structure at 3.0-A resolution of intact cyt 
b2 has been published.20 This protein contain two do-
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TABLE II 
reductant oxidant A£° (V) Ket (s'1) 

cyt b2 + 2 yeast cyt C+3 0.2 570 
cyt b2 + 2 horse cyt C+3 0.2 200 ± 80 
horse 3H2 cyt c cyt b2

+3 0.4 700 ± 100 
horse 3Zn cyt e cyt 62

+3 0.8 600 ± 200 

mains: a flavin domain, which abstracts H atoms from 
lactate to effect oxidation, and a cytochrome domain, 
which provides the necessary oxidizing equivalents (via 
cyt c) to regenerate the flavin cofactor. The flavin ring 
and heme group are separated by 16 A center-to-center 
in each monomer, and the planes are inclined by 17° 
toward each other. The flavodehydrogenase domain is 
involved not only in the reaction with lactate, but also 
in modulating the dynamics of electron transfer be­
tween the be cytochrome domain and cyt c.70-72 

Several investigations of the electron transfer be­
havior of this protein couple have been reported.73 Cyt 
c, Zn cyt c, and metal-free cyt c all form complexes with 
cyt b2 with essentially equal affinity. Rate constants 
for the complexes are shown in Table II.80 

In contrast to the cases discussed in Table II, the 
reaction rate is independent of reaction free energy.76"79 

Such free energy independence is a likely indicator that 
the rate-determining step is not an electron transfer 
(where ket « AG), but instead the electron transfer is 
"gated".12,80 This is not an isolated case of strong cou­
pling of conformational change and electron transfer. 
Cytochrome c oxidase is not treated explicitly in this 
review due to limited knowledge of its structure. 
However, it is known that cyt c oxidase induces a con­
formational change and polarity change on cyt c before 
electron transfer and that this conformational change 
is strongly coupled to electron transfer.81 As a third 
example, the pcxyt c system just discussed shows a free 
energy dependence at low AG, where electron transfer 
is rate limiting. At high AG the "surface diffusion" at 
the pcxyt c interface can become the slowest step. 

4. Cytochrome c/Cytochrome c Peroxidase Complex 

Of all of the protein to protein electron-transfer 
systems which have been studied to date, probably the 
best characterized is the reaction between cytochrome 
c and cytochrome c peroxidase (CcP). The cyt c/CcP 
system is a particularly attractive model for studying 
biological electron transfer. Both proteins are stable 
and are readily isolated in pure form. High-resolution 
structures are known for both proteins in oxidized and 
reduced forms,82'83 and detailed static and dynamic 
models of the interaction have been proposed.84"86 

These proteins form an electron-transfer complex which 
is purported to be involved in yeast physiology as de­
tailed below. Finally, both proteins have been 
cloned,8788 opening the possibility for site-directed 
mutagenesis as a tool to probe specific interactions. 

Cytochrome c peroxidase catalyzes the oxidation of 
cytochrome c by H2O2 as shown in the following un­
balanced equations: 

CcP + H2O2 — CcP(I) (1) 

CcP(I) + cyt C+2 — cyt C+3 + CcP(II) (2) 

CcP(II) + cyt C+2 — cyt c+3 + CcP (3) 

The product, called CcP(I) is referred to as compound 

CYT C / CCT COMPLEX 
COOH HOOC 

Figure 5. The original model for the cyt c/CcP complex, based 
on docking of tuna cyt c and CcP crystal structures. CcP residues 
are underlined (adapted from ref 84). 

I or is often designated "ES", contains an oxyferryl 
(Fe(W)O) heme and an amino acid cation radical. The 
first reduction yields the semireduced compound II, an 
equilibrium mixture of the oxyferryl and cation radical 
species. The radical is extensively delocalized over an 
aromatic network, focused on Trp 191. The kinetic 
scheme implied by eqs 1-3 is rather complicated.89 The 
limiting rate constant for reaction 2 is construed as the 
intracomplex electron-transfer rate. 

In early studies, the interaction between cyt c and 
CcP was interpreted in terms of a geometrically well-
defined electron-transfer complex.24,90 This proposed 
complex, shown in the Figure 5, was based on the 
docking of the individual crystal structures of tuna cyt 
c and CcP by optimizing electrostatic interactions. The 
optimization by computer graphics places the heme 
groups nearly coplanar, with the heme edges ca. 18 A 
apart and the Fe atoms ca. 24 A apart. The primary 
interaction domain on cyt c is localized around the 
exposed heme edge, near Lys 13 and the heme pyrrole 
II. Other residues implicated in the model are Lys 27, 
72, 79, 86, and 87, which surround the exposed heme 
edge. The peroxidase has complementary aspartates 
at positions 37, 79, 217, and 34 that form hydrogen 
bonds ("salt bridges") with the cyt c lysines. An elec­
tron-transfer pathway, including His 181 of the CcP, 
hydrogen bonded to the heme propionate, and Phe 82 
on the surface of cyt c, close to the heme. Like the cyt 
b2 model, this work prompted a great deal of research 
to test the model. 

Early binding studies and chemical modification ex­
periments broadly support the model but suggest that 
a broader domain than originally suggested might be 
involved in binding. 

Site-directed mutagenesis has been used to investi­
gate the roles of individual amino acids in protein in-
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TABLE III 

CcP(ES) + cyt c(M) — CcP + cyt c(M)" 

metal AE" (V) feob. (s-1) 
Fe(II) 0.9 800 
Zn(II) 0.35 0.2 
H2 0.05 0.05 

teraction. Early work focused on the interaction of the 
Asp 37,79, and 217; residues implicated by Poulos and 
Kraut as having complementary charge and steric in­
teractions with corresponding cyt c residues. Stepwise 
mutagenesis of these residues on the surface of CcP and 
the corresponding residues on cyt c have probed this 
interaction. 

The results, while broadly consistent with the Poulos 
and Kraut model, are best explained if there is not a 
single rigid complex. Such a flexible interaction motif 
is consistent with more recent and more complex 
docking experiments. Brownian dynamics calculations 
suggest a complex that allows multiple binding sites, 
with the possibility of restricted or two-dimensional 
diffusion after binding.86 Cocrystallization of CcP and 
cyt c yielded X-ray diffraction patterns indicating that 
the cyt c may occupy several sites on CcP, but is dis­
ordered in the crystal.91 Finally, there evidence for a 
distribution of heme-heme distances in the complex 
and reactant (ferrous cyt c) and product (ferric cyt c) 
have different equilibrium binding characteristics.92,93 

Physical measurements on mutant forms of the pro­
teins indicate that cyt c uses at least two different 
binding patches which closely correspond to those im­
plicated by Northrup's Brownian dynamics studies86 

and, furthermore, that the reduced and oxidized species 
have different affinities for these subdomains of the 
general binding region. The reduced cyt c appears to 
localize around Asp 37 and Asp 79, while the oxidized 
cyt c localizes around Asp 217 and Asp 37. This implies 
that the couple may utilize interfacial motion (a re­
stricted dimensional diffusion) to arrive at the 
"productive complex" for the electron transfer. While 
this motion occurs rapidly at room temperature, 
Hoffman and co-workers have postulated that this 
motion may be slowed enough at 250 K to make this 
motion the rate-determining step for electron transfer: 
the redox reaction becomes "gated" by the interfacial 
conformational change. At 220 K, no electron transfer 
is observed, indicating that the complex is trapped in 
a nonproductive conformation(s).94 

The reorganization energy for this couple has been 
estimated by both temperature-dependence measure­
ments and by free energy perturbation methods (Table 
III).76 

Both methods suggest a reorganization energy of 
about 1.4 eV. If interfacial motion is indeed linked to 
electron transfer, as these studies imply, then the 
thermally activated motion will contribute to the ap­
parent reorganization energy for the reaction. 

In this context it has been observed that complexes 
which cannot undergo Brownian diffusion cannot 
transfer electrons well.95 If the electrostatic interactions 
were identical for both product and reactant, low ionic 
strength, which favors strongest binding, should also 
favor fastest electron-transfer rates. The opposite is 
observed. When the ionic strength is increased, with 
concomitant decrease in binding, electron-transfer rates 
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increase, as expected if surface diffusion is necessary 
for efficient electron transfer. 

In like manner, those derivatives that bind less well 
(e.g., Asp 37 Lys) give lower apparent reorganization 
energies for electron transfer (ca. 1.0 eV). This suggests 
that we have opened a new path for electron transfer 
or, in this context, lessened the interfacial reorganiza­
tion necessary for electron transfer. Redox-linked in­
terfacial dynamics provide a simple and natural ex­
planation for the relatively large reorganization energy 
(X = 1.5 V)76 observed in the cyt c/CcP complex and 
related complexes. 

Why should biological electron transfer involve this 
rather messy sequence of nonspecific binding, interfacial 
diffusion, and subsequent electron transfer? Why not 
just bind to a single (optimal) domain in the first place? 
A simple analysis suggests that the "messy" solution 
may be the best. The probability of obtaining a precise 
alignment of small (charges) groups in random collisions 
of large protein surfaces is very low. [Given a surface 
area of ca. 200 A and a reactive area of 10 A, few col­
lisions (5%) would be productive; if three such points 
had to form simultaneously, the probability becomes 
vanishingly small (0.05).3] By contrast, if the complexes 
can be "electrostatically guided" as Margoliash sug­
gests,96 into a general binding domain, then virtually 
all collisions will produce an initial complex. Since 
subsequent redistribution is fast compared to electron 
transfer, the high degree of reaction specificity is as­
sured by this "patchwise" recognition mechanism. 

V. Conclusions 

We have discussed several protein complexes, fo­
cusing on the cyt c:CcP complex, in terms of Marcus 
theory and interprotein electron transfer. These results 
lead to the following conclusions and speculations: 

While this work is still in its infancy, results indicate 
that Marcus theory, in its simplest (classical) form, 
provides a reasonable description for protein to protein 
electron-transfer reactions. As other reviewers have 
pointed out,4'35,36,97,101 certain generalizations emerge 
from such work. 

In cases where electron transfer is the rate-deter­
mining step, the correlation between driving force for 
interprotein electron transfer is good. Most interprotein 
electron-transfer systems do not exhibit Marcus 
"inverted" region kinetics. This likely reflects the rather 
high Marcus reorganization energies, which may be 
preventing us from preparing a system with a large 
enough driving force. Alternatively, "surface diffusion", 
or some other conformational change may be rate lim­
iting at high AG values, so that the reaction becomes 
"gated". 

A general distance dependence has also been dem­
onstrated for protein to protein systems. However, in 
an interprotein complex, it is difficult to know the 
distance between reacting centers, because of the lack 
of "lock and key" interactions. Furthermore, it is not 
clear that a "straight-line distance" provides the best 
electronic overlap. For example, Beratan102 has pro­
posed that through-bond effects can dominate elec­
tronic coupling in proteins. Thus the dependence of 
rate on distance or pathway is still best studied by 
intraprotein electron transfer, like the hemoglobin case, 
protein-derivatized electrodes,103 or small molecules 
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Figure 6. Representation of cyt c residues important in the interaction with cyt b6 (a), cyt c oxidase (b), cyt c peroxidase (c), and 
cyt c reductase (d) (adapted from ref 64). The degree of shading indicates the relative importance of each residue. Dashed outlines 
indicate residues located on the face opposite the exposed heme crevice. 

covalently attached to the protein.102 With that caveat, 
the general similarity for the distance dependence of 
protein-protein electron transfer to that for small 
molecules was noted in the first studies of the cyt c/cyt 
65 system, and recently systematized by Dutton. It 
is amusing to note that those systems treated here 
(except for the "gated" reactions) fit well with Dutton's 
generalizations (Figure 1). 

Peculiar to proteins is the problem of recognition. 
Unlike the small molecules originally used to formulate 
the electron-transfer theory, proteins recognize and bind 
their redox partners. This recognition, although useful 
to the cell, remains difficult to model. 

In this context, the cell has used a generalized mode 
of electrostatic binding to its advantage. Certain pro­
teins (e.g., cyt c) can recognize several physiological 
partners (e.g., cyt c peroxidase, cyt c reductase, cyt c 
oxidase, cyt b2) as well as nonphysiological ones (cyt b5, 
plastocyanin). Figure 6M illustrates the relative im­
portance of certain cyt c residues in interacting with 
electron-transfer partners. Binding domains differ for 
each partner. 

A corollary to this observation is that cyt c and per­
haps many other proteins are not, and cannot be, op­
timized for all partners. In vivo, a typical rate (103 s"1) 
is required. Anything faster, or much slower is un­
necessary and often undesirable, causing saturation or 
depletion of materials necessary to the cells survival. 
Since this rate corresponds to the mean residence time 

of the cyt c on CcP, one can speculate that the cell has 
engineered recognition to facilitate electron transfer at 
that rate.1'103 

A remaining thorny problem in protein electron 
transfer is understanding the protein matrix itself. 
What kind of a solvent is a protein? How does it con­
duct electrons? What is tunneling like, and what 
pathways are used by an electron traveling through a 
protein? How can X be calculated with the plethora of 
data available on the simpler systems? How can an 
interface reorganize, if it does? These problems lie in 
the area of protein chemistry and are dealt with, in part, 
in the review by Gray in this volume. 

Although much remains to be done in this area, data 
from the past decade indicate that many of the ques­
tions left unanswered here may be printed in textbooks 
a decade from now. 

VI. References 
(1) McLendon, G. Ace. Chem. Res. 1988, 21, 160. 
(2) Sigel, H., Sigel, A., Eds. Metals in Biological Systems; Verlag: 

New York, 1990; Vol. 27. 
(3) Williams, R. J. P. Chem. Scripta 1989, 29, 63. 
(4) Hazzard, J.; Tollin, G. Arch. Biochem. Biophys. 1991,287,1. 
(5) Kostic, N. Metals in Biological Systems; H, Sigel, Bd.; Ver­

lag: New York, 1990; pp 129-182. 
(6) Mayo, S. L.; Ellis, W. R., Jr.; Crutchley, R. J.; Gray, H. B. 

Science 1986, 233, 948-952. 
(7) Gray, H. B. Proceedings of The Robert A Welch Foundation 

Conference on Chemical Research XXXI. Design of En­
zymes and Enzyme Models; The Robert A Welch Founda­
tion: Houston, TX, 1988; pp 9-33. 



Interproteln Electron Transfer Chemical Reviews, 1992, Vol. 92, No. 3 489 

(8) Gray, H. B. Adrichim. Acta 1990, 23, 87-93. 
(9) Cusanovich, M. A.; Hazzard, J. T.; Meyer, T. E.; Tollin, G. 

Progress in Clinical and Biological Research: Oxidases and 
Related Redox Systems; A. R. Liss: New York, 1989; Vol. 24, 
pp 401-408. 

(10) Cusanovich, M. A.; Meyer, T. E.; Tollin, G. Adv. Inorg. Bio-
chem. 1987, 7, 37. 

(11) Marcus, R. A.; Sutin, N. Biochim. Biophys. Acta 1985, 811, 
265. 

(12) Hoffman, B.; Ratner, M. J. Am. Chem. Soc. 1987,109, 6237. 
(13) Milier, J.; Closs, G.; Calcaterra, L. J. Am. Chem. Soc. 1984, 

106, 3047. 
(14) Chanon, M.; Hawley, M. D.; Fox, M. A. In Photoinduced 

Electron Transfer; Fox, M. A., Chanon, M., Eds.; Elsevier: 
New York, 1988; Part A, pp 1-51. 

(15) Isied, S. S.; Vassilean, A.; Wishart, J. F. J. Am. Chem. Soc. 
1988, 110, 635. 

(16) Osuka, A.; Maruyama, K.; Yamazaki, I.; Tamai, N. J. Chem. 
Soc, Chem. Commun. 1988, 1243. 

(17) Heiler, D.; Rogalsky, P.; McLendon, G. L. J. Am. Chem. Soc. 
1987, 109, 604. 

(18) Perutz, M. F. Nature 1970, 228, 726-739. 
(19) Mathews, F. S.; Argos, P. J. Biol. Chem. 1975, 250, 747-751. 
(20) Xia, Z.; Shamala, N.; Bethage, P.; Lim, L.; Bellamy, H.; 

Xuong, N.; Lederer, F.; Matthews, F. Proc. Natl. Acad. Sci. 
U.S.A. 1987, 84, 2629. 

(21) Katoh, S. Metalloproteins; Otsuka, S., Yamanaka, T., Eds.; 
Elseiver: New York, 1988. 

(22) Gordon, V. L.; Hutcheon, W. L. B.; Brayer, G. J. MoI. Biol. 
1988, 199, 295-314. 

(23) Dickerson, R. E.; Takano, T.; Eisenberg, D.; Kallai, O. B.; 
Samson, L.; Cooper, A.; Margoliash, E. J. Biol. Chem. 1971, 
246, 1511-1535. 

(24) Poulos, T.; Kraut, J. J. Biol. Chem. 1980, 259, 10322. 
(25) Wendoloski, J. J.; Matthew, J. B.; Weber, P. C; Salemme, F. 

R. Science 1987, 238, 794. 
(26) Salemme, F. R. J. MoI. Biol. 1976, 102, 563-568. 
(27) Erman, J. E.; Vitello, L. B. J. Biol. Chem. 1980, 255, 

6224-6227. 
(28) Holloway, P.; Mantsch, H. Biochemistry 1988,27, 7991-7993. 
(29) Saterlee, J. D.; Moench, S. J.; Erman, J. E. Biochim. Biophys. 

Acta 1988, 912, 87-97. 
(30) Kolozcek, H.; Horie, T.; Yonetani, T.; Anni, H.; Maniara, G.; 

Vanderkooi, J. M. Biochemistry 1987, 26, 3142-3148. 
(31) Arean, C; Moore, G.; Williams, G.; Williams, R. J. P. Eur. J. 

Biochem. 1988, 173, 607. 
(32) Zhang, Q.; McLendon, G.; Corin, A.; Hake, R. MoI. Cryst. 

Liq. Cryst. 1991, 194, 343. 
(33) Corin, A.; McLendon, G. L.; Zhang, Q.; Hake, R.; Falvo, J.; 

Lu, K.; Ciccarelli, R. B.; Holzchu, D. Biochemistry 1991, 30, 
11585. 

(34) Cusanovich, M. Photochem. Photobiol. 1991, 53, 845-857. 
(35) Wilkins, R. G. Adv. Inorg. Mech. 1983, 2, 139. 
(36) Richardson, D. E. Comments Inorg. Chem. 1985, 3, 367. 
(37) Stonehuener, J.; Williams, J. B.; Millett, F. Biochemistry 

1979, 18, 5422. 
(38) Peterson-Kennedy, S. E.; McGourty, J. L.; Hoffman, B. M. 

J. Am. Chem. Soc. 1984,106, 5010. 
(39) Peterson-Kennedy, S. E.; McGourty, J. L.; Ho, P. S.; Sutoris, 

C. J.; Liang, N.; Zemel, H.; Blough, N. V.; Zemel, H.; Mar­
goliash, E.; Hoffman, B. M. Coord. Chem. Rev. 1985, 64,125. 

(40) Peterson-Kennedy, S. E.; McGourty, J. L.; Kalweit, J. A.; 
Hoffman, B. M.; McGourty, J. L.; Hoffman, B. M. J. Am. 
Chem. Soc. 1986, 108, 1739. 

(41) Devault, D. Quantum Mechanical Tunneling in Biological 
Systems; Cambridge University Press: New York, 1984. 

(42) Marcus, R.; Sutin, N. Biochim. Biophys. Acta 1985,811, 265. 
(43) McGourty, J. L.; Peterson-Kennedy, S. E.; Ruo, W. Y.; 

Hoffman, B. M. Biochemistry 1987, 26, 8302. 
(44) Natan, M. J.; Hoffman, B. M. J. Am. Chem. Soc. 1989, 111, 

6468. 
(45) (a) Gingrich, D. J.; Nocek, J. M.; Natan, M. J.; Hoffman, B. 

M. J. Am. Chem. Soc. 1987, 109, 7533. (b) Poulos, T. L.; 
Mauk, A. G. J. Biol. Chem. 1983, 258, 7369. 

(46) Simolo, K.; McLendon, G. L.; Mauk, M. R.; Mauk, A. G. J. 
Am. Chem. Soc. 1984, 106, 5014 

(47) Magner, E.; McLendon, G. Biochem. Biophys. Res. Commun. 
1989, 159, 472. 

(48) Timkovich, T. In The Porphyrins; Dolphin, D., Ed.; Aca­
demic Press: New York, 1979; Vol. 7, p 241. 

(49) Louie, G. V.; Brayer, G. D. J. MoI. Biol. 1990, 214, 527-555. 
(50) Hamsey, D. M.; Das, G.; Sherman, F. FEBS Lett. 1988, 231, 

275-283. 
(51) McLendon, G.; Miller, J. R. J. Am. Chem. Soc. 1985, 707, 

7811-7816. 
(52) Strittmatter, P.; Velick, S. F. J. Biol. Chem. 1957, 228, 

785-799. 

(53) Oshino, N.; Imai, Y.; Sata, R. J. Biochem. 1974, 69,155-162. 
(54) Holloway, P. W.; Katz, J. P. Biochemistry 1972, 11, 

3689-3696. 
Hildebrant, A.; Eastbrook, R. W. Biochim. Biophys. Acta 
1971,143, 66-79. 
Mauk, M.; Mauk, A. G. Biochemistry 1982, 21, 4730-4734. 
Hultquist, D. E.; Passon, P. G. Nature 1971, 229, 252-254. 
Mauk, M. R.; Mauk, A. G.; Weber, P. C ; Matthew, J. B. 
Biochemistry 1986, 25, 7085. 
Mauk, R. L.; Reid, L. S.; Mauk, A. G. J. Am. Chem. Soc. 
1982 21 1843 
Korriblatt, J. A.; Hui Bon Hoa, G.; Eltis, L.; Mauk, A. G. J. 
Am. Chem. Soc. 1988, 119, 5909. 
Burch, A. M.; Rigby, S.; Funk, W. D.; McGillivray, R.; Mauk, 
M. R.; Mauk, A. G.; Moore, G. R. Science 1990, 247, 831. 
Rodgers, K. K.; Sligar, S. G. Science 1988, 240, 1657. 
Qin, L.; Rodgers, K. K.; Sligar, S. G. MoI. Cryst. Liq. Cryst. 
1991, 194, 311. 
Moore, G. R.; Eley, C. G. S.; Williams, G. Adv. Inorg. Bioi-
norg. Mech. 1984, 1, 1. 
McLendon, G. L.; Winkler, J. R.; Nocera, D. G.; Mauk, M. R.; 
Mauk, A. G.; Gray, H. B. J. Am. Chem. Soc. 1983, 107, 739. 
King, G. C; Binstead, R. A.; Wright, P. E. Biochim. Biophys. 
Acta 1985, 806, 262. 
Augustin, M. A.; Chapman, S. K.; Knox, C. V.; Sykes, A. G. 
J. Chem. Soc, Dalton Trans. 1984, 2775. 
Geren, L. M.; Stonehuerner, J.; Davis, J. D.; Millett, F. Bio­
chim. Biophys. Acta 1983, 724, 62. 
Peerey, L. M.; Kostic, N. M. Biochemistry 1989, 28, 1861. 
Silvestrini, M.; Brunori, M.; Tegoni, M.; Gervas, M.; Labey-
rie, F. Eur. J. Biochem. 1980,161, 465. 
Capeillere-Blandin, C ; Bray, R.; Iwatsubo, M.; Labeyrie, F. 
Eur. J. Biochem. 1975, 54, 549. 
Capellere-Blandin, C; Albani, J. Biochem. J. 1987,245,159. 
Capeillere-Blandin, C ; Iwatsubo, M.; Testylier, O.; Labeyrie, 
F. Flavins and Flavoproteins: 6th International Symposi­
um; Science Society Press: Japan, 1980; pp 617-630. 
Capeillere-Blandin, C. Eur. J. Biochem. 1982, 128, 533. 
Vanderkooi, J.; Glats, P.; Casadei, J.; Woodrow, G. Eur. J. 
Biochem. 1980,110, 189. 
Conklin, K. T.; McLendon, G. L. J. Am. Chem. Soc. 1988, 
110, 3345-3350. 
Moore, G.; Williams, R. K.; Chien, J.; Dickenson, L. J. Inorg. 
Biochem. 1980, 13, 1. 
McGourty, J.; Blough, N.; Hoffman, B. J. Am. Chem. Soc. 
1983, 105, 4470. 
Liang, N.; Pielak, G.; Mauk, A.; Smith, M.; Hoffman, B. Proc. 
Natl. Acad. Sci. U.S.A. 1987, 84, 1249. 
McLendon, G. L.; Pardue, K.; Bak, P. J. Am. Chem. Soc. 
1987, 109, 7540. 
Weber, C ; Michel, B.; Bossard, H. R. Proc. Natl. Acad. Sci. 
U.S.A. 1987, 84, 6687. 
Takano, T.; Dickerson, R. E. Proc Natl. Acad. Sci. U.S.A. 
1980, 77, 6371-6375. 
Poulos, T. L.; Kraut, J. J. Biol. Chem. 1980, 259, 
10322—10330 
Finzel, B. C; Poulos, T. L.; Kraut, J. J. Biol. Chem. 1984,259, 
13027-10036. 
Lum, V. R.; Brayer, G. D.; Louie, G. V.; Smith, M.; Mauk, G. 
Prot. Struct. Folding Design 1987, 2, 143-150. 
Northrup, S. H.; Boles, J. O.; Reynolds, J. C. L. Science 1988, 
241, 67-70. 
Goltz, S.; Kaput, J.; Blobel, G. J. Biol. Chem. 1982, 257, 
11186-11190. 
Sherman, F.; Stewart, J. W.; Jackson, M.; Gilmore, R. A.; 
Parker, J. H. Genetics 1974, 77, 255-284. 
Summers, F. E.; Erman, J. E. J. Biol. Chem. 1988,263,14267. 
Poulos, T.; Finzel, B. Pept. Prot. Rev. 1984, 4, 115. 
Poulos, T. L.; Kraut, J. J. Biol. Chem. 1980, 259, 10322. 
Zhang, Q.; Marohn, J.; McLendon, G. J. Phys. Chem. 1990, 
94, 8628. 
Zhang, Q.; Wallin, S. A.; Spears, K. G.; Hoffman, B. M.; 
McLendon, G. J. Am. Chem. Soc. Submitted for publication. 
Nocek, J. M.; Laing, N.; Wallin, S. A.; Mauk, A. G.; Hoffman, 
B. J. Am. Chem. Soc. 1990, 112, 1623-1625. 
Hazzard, J.; McLendon, G. L.; Cusanovich, M.; Tollin, G. 
Biochem. Biophys. Res. Commun. 1988, 151, 249. 
Bossard, L.; Margoliash, E. Trends Biochem. Sci. 1983, 8, 
345. 
Scott, R. A.; Mauk, A. G.; Gray, H. B. J. Chem. Educ. 1985, 
62, 932. 
McLendon, G. L.; Magner, E.; Zhang, Q. P.; Pardue, K.; 
Simmons, J. Proceedings of The Robert A Welch Foundation 
Conference on Chemical Research XXXI. Design of En­
zymes and Enzyme Models; The Robert A. Welch Founda­
tion; Houston, TX, 1988; p 201. 

(99) McLendon, G. L.; Short-Rogalsky, J.; Magner, E.; Conklin, 
K. T. In Oxidases and Related Redox Systems; Alan R. Liss: 
New York, 1988; p 387. 

(55 

(56 
(57: 
(58: 

(59 

(60 

(6i: 

(62 
(63: 

(64: 

(65: 

(66: 

(67 

(68: 

(69 
(70: 

(71 

(72 
(73: 

(74: 
(75: 

(76: 

(77 

(78: 

(79: 

(80 

(si: 

(82: 

(83: 

(84: 

(85: 

(86: 

(87 

(88: 

(89' 
oo: 
(91 
(92 

(93: 

(94 

(95: 

(96 

(97: 

(98 



490 Chemical Reviews, 1992, Vol. 92, No. 3 

(100) Cusanovich, M. A.; Hazzard, J. T.; Meyer, T. E.; Tollin, G. 
In Oxidases and Related Redox Systems; Alan R. Liss: New 
York, 1988; p 401. 

(101) Cusanovich, M. A.; Hazzard, J. T.; Meyer, T. E.; Tollin, G. 
J. Macromol. Sci. 1989, A26, 433. 

McLendon and Hake 

(102) Beratan, D. N.; Gray, H. B. Metals in Biological Systems, 
Sigel, H., Ed.; Verlag: New York, 1990. 

(103) Heller, A. Ace. Chem. Res. 1990, 23, 128. 
(104) Moser, C; Warncke, K.; Keske, J.; Dutton, P. L. J. Inorg. 

Biochem. 1991, 43, 91. 


