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1. Introduction 

Modeling of the physical interactions of molecules 
with solid surfaces has been a subject of considerable 
interest for many years. These potentials play a central 
role in the theory and computer simulations of the 
thermodynamic, structural, and dynamic properties of 
adsorbed films.1*2 Consequently, efforts are being made 
to devise accurate interaction laws for these systems. 
This review will be devoted to the physical interaction 
of simple molecules with solid surfaces and the relation 
between these energies and observable properties. 

It should be stated at the outset that most potentials 
for molecule-solid interactions are still basically em­
pirical. The ideas employed are often straightforward 
extensions of those which are widely used in the 
statistical mechanics and computer simulations of bulk 
liquids. The simplest versions of these model potentials 
are based on the idea that nonbonding interactions are 
pair wise additive to a good level of approximation, that 
they can be decomposed into electrostatic terms plus 
a dispersion-repulsion part, and finally, that the 
dispersion-repulsion parts for nonspherical molecules 
can be expressed as sums of spherically symmetric Site-
Site energies which are generally written as inverse 
power-law functions. (These sites are capitalized below 
to distinguish them from adsorption sites which are 
defined later.) Thus it is often assumed that a pair of 
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Sites a,/5 separated by a distance rss will have an 
interaction energy uap(rss) given by 

with «a0 and oap defined as the well depth and size for 
the pair of Sites. The total interaction for a pair of 
molecules 1 and 2 is a function of their separation Ti2 
and their orientations, denoted here by Qi and Q2. One 
can write 

u(r12,Q1,Q2) - uelect(rl2,QvQ2) + £Lu<tf<rss) (2) 

where the double sum runs over all Sites in molecule 
1 and in molecule 2. The electrostatic energy ueiect can 
be written as a sum over discrete charges distributed 
over each molecule or as a sum of ideal dipole-dipole, 
dipole-quadrupole, quadrupole-quadrupole,... terms. 
(The charge distributions are normally adjusted to give 
the correct values of the known molecular multipole 
moments while maintaining a reasonable level of 
convenience.) 

Let us consider how an interaction law of this kind 
can be adapted to deal with the problem of a molecule 
interacting with a solid adsorbent. As a first step, 
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assume that both the molecule and the solid are rigid. 
(Flexible adsorbed molecules such as normal hydro­
carbons have been modeled—it is only necessary that 
the internal motions be well characterized.) The 
interaction energy us(r ,0) for a molecule located at point 
r with orientation Q is now written as the sum of an 
electrostatic interaction ueiect(r>2) and a dispersion-
repulsion part ussCi*!̂ ): 

u.(r,Q) = i W r , Q ) + uss(r,0) (3) 

where uss is a sum over the Sites in the adsorbate 
molecule and over the Sites in the solid adsorbent. Since 
the electrostatic energy is due to the molecular moments 
interacting with the charges or moments in the solid, 
a summation over these elements in the solid is also 
needed. 

This brief description of the gas-solid interaction is 
hardly complete. Some suggested modifications and 
extensions will be discussed in section 5. Basic problems 
which must be dealt with if this model is to be applied 
to specific molecule-solid systems are: How does one 
parameterize realistic Site-Site interaction functions? 
How can one deal with the semiinfinite sums over the 
Sites in a macroscopic solid adsorbent? And how does 
one represent the resulting u8(r,Q) in a way which is 
computationally convenient and readily visualized? 

Of the systems which have been modeled and tested 
against experiment, simple molecules interacting with 
the exposed basal plane of graphite form the largest 
group. It turns out that one can produce graphite with 
adequate specific surface area for experimental use 
which is chemically pure and stable and which presents 
surfaces that are almost entirely made up of large, nearly 
perfect pieces of exposed basal plane. From the 
theoretical point of view, this system has the advantage 
that one need sum over Sites of only one kind (C atoms) 
whose positions in the solid are precisely known. In 
fact, once the parameters of the Site-Site potentials 
have been estimated (see section 2), theory and/or 
computer simulations based on the resulting molecule-
graphite interaction laws are generally found to be in 
good agreement with the existing body of experimental 
data. In section 4, the data for these systems which are 
most closely related to the molecular potentials will be 
discussed. 

A widely used representation of the atom-graphite 
potential derives from the fact that one can approximate 
a finite exposed basal plane by an infinite, perfect two-
dimensional single crystal. This approach, which is 
also applied to many other crystalline adsorbents, relies 
on the fact that the interaction at a fixed distance from 
the surface will have the same symmetry as that of the 
surface lattice. This allows one to express the variation 
in potential as a periodic function of the lateral position 
of the adsorbate molecule. These representations of 
the interactions will be discussed in detail in section 3, 
together with models of the interactions for atoms over 
solids which do not possess this surface symmetry. 

One important class of solids which cannot be 
realistically treated by equations such as eq 3 is that 
of metals. In this case, the interactions with gaseous 
atoms or molecules are due in large part to the non-
localized conduction electrons. Although there is a very 
large body of literature concerning adsorption on metals, 
most of it deals with chemisorption. The boundary 

between chemisorption and physisorption is particu­
larly ill-defined for adsorption on metals. The usual 
distinguishing criteria are the magnitudes of the 
adsorption energy and the perturbations to the elec­
tronic wave functions of the solid and/or the adsorbate. 
Both criteria are qualitative rather than quantitative 
and the experimental data vary continuously from one 
extreme to the other. Another criterion which is 
sometimes invoked is that chemisorption can be an 
activated process, whereas physisorption is not. One 
consequence of this is that both chemisorption and 
physisorption can occur in the same system depending 
upon temperature, as has occasionally been observed 
in gas-metal systems. A discussion of gas-metal 
physisorption will be given in section 6. 

2. Experimental Methods 

2.1. Thermodynamics 

A brief review1 of the thermodynamics of physical 
adsorption should begin with the adsorption isotherm, 
which is an evaluation of the number of molecules 
adsorbed Ns as a function of the pressure or the 
concentration, for adsorption from liquid solution. In 
both cases, the equality of chemical potentials of the 
adsorbate on the surface and in the bulk means that an 
isotherm is essentially a measure of the chemical 
potential as a function of the amount of adsorbate on 
the surface, measured as an excess over the amount 
expected in the absence of adsorption. If one wishes 
to calculate the isotherm from a computer simulation,2 

one proceeds either by grand canonical Monte Carlo, 
where molecules are added and deleted at random as 
the simulation proceeds, or by the particle insertion 
technique.3 In the latter case, a simulation of an 
iV-particle system is carried out, and an extra particle 
is randomly added to the configurations generated; the 
average Boltzmann factor for such additions yields the 
chemical potential. 

In addition to the isotherm, the coverage dependence 
of the isosteric heat of adsorption is often measured. 
This quantity yields the partial model enthalpy of the 
adsorbed material or, if the bulk gas is ideal, the partial 
molal average potential energy of adsorption. (It is 
also assumed here that classical statistical mechanics 
is applicable.) In simulations, it is straightforward to 
evaluate the average molal potential energy and a simple 
manipulation then yields the partial molal quantity. 

In the limit of low density, expansions of thermo­
dynamic properties in powers of the density become 
useful. Adsorption equations analogous to virial ex­
pansions of bulk gas properties are the result. (One 
can imagine the solid adsorbent as a single large 
"particle" in a grand canonical ensemble.) For an ideal 
gas in equilibrium with an adsorbed film, the result can 
be written as 

p = N3Kn'
1 exp[2B2D(Ns/A) + 

(3/2)Cm(NJA)2 + ...] (4) 

where S2D, C2D, etc. are virial coefficients for pairs, 
triplets, etc. of molecules near the surface, Kn is the 
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Henry's law constant, and A is the surface area of the 
adsorbent. One also has 

<?Bt(JV8) = RT2Hd In KnIdT) + (2Na/A)W2D/dT) + 

(S/2)(Na/A)\dC2D/dT) + ...} (5) 

for the isosteric heat of adsorption qat. Furthermore, 
if classical statistical mechanics can be used to describe 
the adsorbed phase, the coefficients in eqs 4 and 5 are 
directly related to the potential energies of the molecules 
near the surface. In particular, 

KH = ̂ fS Jv(exp[-u8(r,Q)/feBr] - 1) dr dO (6) 

where W is the normalizing factor for the integration 
over the adsorbate molecule orientation Q and V is the 
volume available to the adsorbate. Also, 

f f uB(r,Q)exp[-u8(r,8)/feBT] dr dfl 
?.t(0) = RT + If7 (7) 

J J (exp[-u8(r,G)/fcBT] - 1) dr dQ 

Of course, analysis of virial coefficient data for bulk 
gases is a standard technique for obtaining the pa­
rameters of molecular pair interactions. The analogous 
procedure applied to adsorbed gases involves compar­
ison of the measured KH and q9t(0), the isosteric heat 
in the limit of zero coverage, with parameterized 
calculations of these quantities. This procedure be­
comes less useful when the solid surface is heteroge­
neous, since the gas-solid energy then becomes a 
complicated function depending upon the numerous 
parameters needed to properly describe heterogeneity. 
Comparisons of experimental and theoretical gas-solid 
virial coefficients including Henry's law constants began 
some time ago.1 Data for rare gases and methane on 
the graphite basal plane have been fitted to calculated 
Henry's law constants and parameters of the gas-solid 
interaction laws have been evaluated.4,5 Henry's law 
constants and second virial coefficients on graphite have 
been calculated and fitted to experiment for dia-
tomics;6"8 similar calculations for benzene5'9 and for 
aromatic and saturated hydrocarbons10 have been 
published. Quantum effects on the Henry's law 
constant11-13 and on S2D14 have been considered. The 
evaluation of KH and the second virial coefficient for 
heterogeneous surfaces has been discussed;1,15"18 the 
second surface virial coefficient has also been treated 
for Ar on graphite19 and for model gases on a struc­
tureless surface.20 

In the case OfB2B, the theoretical expressions contain 
integrals over the positions of pairs of molecules in the 
neighborhood of the surface and thus are sensitive to 
the adsorbate-adsorbate pair potential as well as the 
adsorbate-solid potential. Fits of theory and experi­
ment can produce information concerning pair poten­
tials for molecules in the vicinity of the solid, but the 
calculation is a difficult one except for the simplest 
gas-solid systems and consequently has not yielded 
much useful information to date. 

Finally, the general virial expansion for fluids in an 
external potential field, with applications to sorption 
in zeolites, has recently been reexamined.21 Calcula­
tions of virial coefficients for systems with explicitly 
periodic gas-solid interactions have also been given.2223 
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Table I. Bound-State Energies for Helium on Graphite 
energy per feB (K) 

ref25 

-75 
-34 
-13 
-3 

ref27 

-139 
-73 
-33 
-11 
-2 

ref28 

-144 
-76 
-35 
-14 
-5 
-2 

ref29 

-142 
-76 
-36 
-14 
-6 
-2 

2.2. Beam Scattering 
Modern experiments on the nonreactive scattering 

of molecular beams from well-characterized surfaces 
are capable of producing considerable information 
about the interactions of the beam molecules with 
surfaces.24-26 Although there is an analogy between 
these experiments and beam-beam scattering in the 
gas phase, the beam-surface problem has several 
complicating factors which are not a significant part of 
the interpretation of crossed-beam data. In the surface 
case, one must take inelasticity in the gas atom-surface 
collisions into consideration. Also, most data are 
interpreted in terms of the quantum description of 
scattering, which limits the gases involved to helium 
and hydrogen. Finally, if the surface is regular but 
strongly corrugated, the scattering calculations become 
rather complex. Particularly successful experiments 
of this kind have been helium beam scattering from the 
exposed graphite basal plane, from single-crystal metal 
surfaces, and from the (100) face of LiF, although helium 
from other alkali halide crystal faces has also received 
considerable attention. Two popular types of obser­
vation have been diffraction and resonant capture by 
selective adsorption of beam atoms into surface bound 
states. Of course, the diffracted beam directions are 
dependent upon the symmetry and lattice size of the 
surface crystal; the intensity of the diffraction depends 
upon the amplitude of the surface corrugation. In the 
case of selective adsorption, direct measurements of 
the energy levels for an adsorbed atom can be obtained. 
As a specific example, data for the helium-graphite 
basal plane system have been reported by several 
groups.25 Measured diffraction intensities can be 
quantitatively fitted to a corrugated hard-wall model 
with the correct symmetry and spacing for graphite, 
and values of 0.21 and 0.15 A have been obtained for 
the amplitude of the surface corrugation by separate 
groups using different graphite samples. In addition, 
the bound-state energy levels for helium on graphite 
have been evaluated from selective adsorption exper­
iments. The results are summarized in Table I and 
exhibit quantitative consistency from one study to 
another. When combined with similar but less extensive 
results for 3He on graphite, the level schemes can be 
fitted to a potential function which gives a He-graphite 
adsorption surface-averaged well depth oiu^Jks = 175 
K (±10%) and an energy corrugation per ks of 3.3 K. 

In the quantum limit, the heat of adsorption at zero 
coverage is written as a sum over the energy states of 
an isolated adsorbed atom times a Boltzmann proba­
bility weighting factor. For a light rare gas on graphite, 
the periodicity of the potential causes the surface-
averaged levels to spread into bands, which complicates 
the sum over states. Helium-graphite potentials and 
the associated band structure of the surface energy have 
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been considered by several authors12,30,31 and calcula­
tions of the heat of adsorption have been reported. 
Values for the average energy j£ave for an isolated 
adsorbed helium atom can be calculated from the 
experimental qst(0) since Eave = 2.5RT - qst(0). Esti­
mates of this energy per R at 15 K are in the range -122 
to -144 for 4He and -133 for 3He,12 and, by extrap­
olation, -142 and -136 for the two isotopes at 0 K. 
The 0 K results are completely consistent with calcu­
lated energies based on the surfaced-averaged levels 
obtained from the scattering experiments and the 
associated band structure obtained from the assumed 
periodicity.31 This comparison is thus a test of the 
accuracy of the assumed periodicity of the potential, in 
contrast to the earlier calculations in which a model for 
the entire potential function was developed. These are 
not nearly so precise, giving heats at 20 K which differ 
from experiment by roughly 20%. 

2.3. Diffraction from Overlayers, Atomic 
Microscopy, Spectroscopy 

Experiments which have greatly altered our under­
standing of the behavior of molecules in monolayers at 
low temperatures are determinations of diffraction from 
the overlayer itself. With some effort, this can be done 
with helium beams; the older and, in some ways, easier 
technique is low energy electron diffraction (LEED).32 

Both neutron33-35 and X-ray35,36 diffraction have been 
shown to be powerful methods for the study of overlayer 
structure. Although the determination of molecular 
orientation on the surface by these techniques is 
difficult, the evaluation of two-dimensional unit cell 
size and symmetry has become almost routine. These 
measurements thus provide crucial data for the elu­
cidation of the interactions of the molecules in the 
monolayer with the underlying solid and with their 
neighbors in the overlayer. Specific examples of such 
studies of monolayers on graphite will be discussed in 
section 4. 

Of course, diffraction measurements provide infor­
mation about molecular positions in the adsorbed layer 
for a rather small class of systems where the surface is 
sufficiently perfect and the temperature sufficiently 
low to produce a two-dimensional crystal with long-
range order. Other techniques are needed to locate 
adsorbed molecules when the adsorbate has only short-
range order (or none at all, especially on certain 
heterogeneous surfaces). Techniques which can at least 
potentially provide such information are scanning 
tunneling microscopy (STM) and atomic force micros­
copy (AFM).37 The resolving power of these micro­
scopes is in the subangstrom range, and the systems 
that can be studied seem to be unlimited. As an 
example, the adsorption of xenon on a stepped platinum 
surface has been followed by STM.38 After the initial 
adsorption at the step, addition of more xenon to the 
surface at low temperature causes the layer to grow by 
addition to the previously adsorbed atoms to form 
patches that gradually cover the terraces between steps. 
Similar behavior is seen if the metal surface possesses 
a defect which is the initial adsorption site. As the 
xenon coverage increases, a two-dimensional cluster 
forms around the atoms initially adsorbed at the 
defect.39 Reports of the use of AFM to study the surface 
roughness of nonconducting solids are now beginning 

to appear. These include measurements on an activated 
carbon black,40 on mica and clay,41 and on a zeolite.42 

It has long been known that adsorbate spectra can 
be used in several ways to characterize molecular 
interactions with a surface. The most obvious of these 
has to do with chemisorption, since one ordinarily 
associates this with significant alterations in the elec­
tronic structure of the adsorbate molecules which then 
produce changes in electronic and vibrational spectra 
when a molecule is adsorbed. However, there can be 
interesting spectral changes in the infrared spectrum 
even in the case of physisorption: if molecular rotation 
is hindered on the surface, infrared bands will be 
narrowed relative to the gas phase; interactions with 
the surface can produce vibrational frequency shifts; 
and the presence of an electric field at the surface of 
the solid can alter spectral intensities, including the 
induction of spectral bands in normally nonpolar 
molecules on ionic solids. There is extensive literature 
in this area. Here, we discuss only a few recent examples 
of such studies. 

Infrared spectra of the isotopes of hydrogen43 and 
methane44 adsorbed on the NaCl(IOO) surface have been 
reported in which both the band shapes and the 
intensities were measured as a function of the amount 
of gas on the surface. The integrated intensity o due 
to the electric field at the surface of a solid has been 
written as 

where n is the reduced mass of the (diatomic) molecule, 
4TT€0 = 1.1 X 10-10 J"1 C2 m-1, E1 is the electric field 
perpendicular to the surface at the molecule, and the 
derivative is the change in the molecular polarizability 
with the stretching coordinate r (perpendicular to the 
surface). In the hydrogen case, the spectra are com­
pletely due to this induction. The spectra for this 
molecule on NaCl actually show six vibration-rotation 
bands spread over a 100-cnr1 range. The dependence 
of the band intensities on surface coverage leads to the 
conclusion that three bands are due to adsorption on 
the flat parts of the (100) plane and the other three are 
due to defect sites of some kind which fill first as the 
gas is adsorbed at ~ 30 K. The quantitative intensity 
measurements allow one to estimate the magnitude of 
Ez, and from this and the calculated field for the flat 
region of NaCl(IOO), one can estimate the distance 
between the adsorbed molecules and the surface. It 
was also observed that the magnitudes of E2 associated 
with the defect sites are six times larger than those for 
the flat surface. The three bands of each kind can be 
interpreted as, first, a pair of vibration-rotation tran­
sitions and, second, a combination of the vibrational 
modes perpendicular and parallel to the surface. 

In the case of methane adsorbed on NaCl and KCl,44"46 

the surface electric field can induce absorption for the 
vi inactive mode as well as causing splittings in the 
active 3-fold degenerate v3 and Vi modes. This lifting 
of the degeneracy has also been observed for methane 
in a zeolite and is associated with a low-symmetry 
environment for the adsorbed molecules; i.e., a crystal 
field splitting.47 Use of incident radiation polarized 
parallel and perpendicular to the single-crystal surface 
allows one to deduce the directions of the transition 



Molecular Interactions for Physical Adsorption Chemical Reviews, 1993, Vol. 93, No. 7 2359 

dipoles in the split spectra and leads to the conclusion 
that these molecules are not rotating on the surface at 
42 K but are either tripod- or dipod-down. Indeed, the 
use of polarized incident radiation on single-crystal 
surfaces is a powerful technique which has been applied 
to other systems such as CO on NaCl(IOO) to determine 
the orientation of the adsorbed molecules—see below. 
The infrared spectra of carbon dioxide on NaCl(IOO) 
and carbon monoxide on MgO(IOO) will also be dis­
cussed in section 3.3 in connection with work on the 
potential functions and the monolayer unit cells on these 
surfaces. 

Spectra have also been reported for C0248-50 phys­
isorbed on the (100) face of MgO. CO2 also chemisorbs 
on this surface.51 Of course, chemisorption will produce 
major changes in the infrared frequencies associated 
with the CO2 moiety. An ab initio calculation of the 
interactions of CO2 with MgO has been reported52 and 
the results have been compared with the spectral data 
for this system. The conclusion drawn from both 
experiment and theory is that both types of adsorption 
can occur simultaneously. The calculations indicate 
that CO2 orientations perpendicular to the surface are 
slightly preferred to those which are parallel. The 
observation of the infrared-forbidden v\ symmetric 
stretching mode in the adsorbed CO249 indicates that 
these molecules are indeed perpendicular to the surface 
and distorted by the electrostatic field of the solid. 

Other recent studies of infrared spectra include 
hydrogen physisorbed on porous glass, silica, and MgO53 

and CO on hydroxylated silica.54 

3. Molecule-Solid Potentials 

3.1. General Aspects 
Consider first the interaction of a monatomic gas with 

a solid that is approximated as an infinite single 
crystal.55"58 The potential will possess a two-dimen­
sional periodicity which is produced by and thus is 
identical to the periodicity of the exposed surface. One 
defines a surface unit cell by a pair of two dimensional 
vectors ai,a2. The unit cell is thus a rhombus which, 
when translated by integer multiples of ai,a2, generates 
the surface crystal. Reciprocal lattice vectors bi,b2 are 
defined such that 

a.i'\ = a2*b2 = 1 (9) 

ax-b2 = a-j-bi = 0 (10) 

The periodicity of the atom-solid potential can now be 
explicitly shown by writing 

a » ( r ) = LLu i ( z« ) e*T (11) 

« e 
where r = 2, r with 2 equal to the distance between the 
gas atom and the surface plane and T denoting its 
position in the plane. The two-dimensional vector g = 
nibi + ^ 2 , with ni,ri2 equal to integers. The sum­
mation over a is over the stack of planes in the solid 
parallel to the surface at distances za from the gas atom. 

The series expansion of eq 11 is only of use if it 
converges rapidly and if the coefficients ut(za) can be 
conveniently evaluated. In fact, an equation of this 
form was used over 60 years ago in a calculation of the 
electrostatic potential near the surface of an ionic 

crystal.69 For Coulombic interactions, the form of ut(za) 
is actually a simple exponential function of za. In 
general, one evaluates the coefficients from 

«,(*-> = ^ Je_iBX(2«.T) dr (12) 
S 

where a8 is the area of the surface unit cell. If u8(za,T) 
is written as a sum over Sites in the ath layer, and t is 
defined by T - m* - 1 (1 being a vector denoting the 
position of a unit cell in the surface), one finds 

O — 

"*(*«) = — Ee''g , m*/0V0(gOug A(p)* dt (13> 

where ugk(p) is the interaction of the gas atom with the 
fcth type of Site, and m* is the location of one of those 
Sites in the cell. The atom-Site separation distance p 
= (za

2 + t2)1/2. The integral involving the Bessel 
function Jo can be evaluated analytically for ugk which 
are inverse power law functions,66 so that the coefficients 
Ug(Za) are often reasonably easy to calculate. Also, for 
many single-crystal surface planes, the number of atoms 
(or Sites) per unit cell is small (2 for the graphite basal 
plane, 2 for the low order Miller planes of alkali halide 
crystals, 1 for the low order Miller planes of many 
metals, etc.). 

As one varies rii,ri2, the values of the vector g actually 
define the entire reciprocal lattice. Consequently, the 
number of g values for a given length g depend upon 
the symmetry of the lattice. For the graphite basal 
plane, one has six values for the smallest nonzero g = 
4ira/-v3, where a = unit cell edge length = 2.46 A. These 
correspond to ni,rc2 - ±1.0; 0,±1; +1,+I; -1,-1. It 
emerges that the nonperiodic term plus those for these 
six nonzero g values gives an adequate representation 
of the gas-graphite interaction for all gases of interest 
to date. For many purposes, it is even possible to omit 
all the periodically varying terms in this molecule-solid 
potential. 

Another feature of this expansion is that terms with 
g ?* 0 decay very rapidly with increasing 2, so that 
contributions from planes with a > 1 ordinarily do not 
contribute to this part of the interaction. Even the 
terms with g = 0 decay rapidly, for an inverse (12,6) 
power law atom-Site energy. Consequently, one obtains 
accurate surface-average energies in the region near 
the minimum by either cutting off the series in a after 
one or two planes beyond the surface plane or by using 
simple approximations to sum the series to infinity.4 

The leading g = 0 term expresses the energy obtained 
by smearing out the atomic structure in the surface 
and interior planes into continua. For a single plane, 
the smearing of the inverse (12,6) power law interaction 
produces an interaction which varies as the inverse 
(10,4) powers of za; the summation over a gives an 
asymptotic long-range form which varies as z-3. The 
periodically varying part of the potential is due almost 
entirely to the atomic structure of the outermost layer 
of the solid. The only significant exceptions to this are 
interactions with some Miller plane surfaces of ionic 
crystals where a summation of Coulomb energies 
necessitates inclusion of more than one layer of ions to 
accurately evaluate the periodic terms. In general, the 
magnitude of the periodicity in the interaction potential 
relative to the nonperiodic part depends very much 
upon the relative sizes of the gas atom and the surface 
Sites. 



2360 Chemical Reviews, 1993, Vol. 93, No. 7 Steele 

Evaluation of the nonperiodic part of the interaction 
potential for single-crystal surfaces or for surfaces where 
heterogeneity plays a minor role is an important first 
step in characterizing the molecule-solid interaction. 
Considerable effort has been expended on this problem 
over the years and the results have been critically 
reviewed recently.60 A somewhat more limited review 
of the information concerning the long-range asymptotic 
behavior of the potentials which are obtained from beam 
scattering experiments has also appeared.24 

Theoretical or computer simulation studies of phys­
ical adsorption on nonperiodic or perfectly flat surfaces 
have been popular for many years.2 While this work 
has led to useful physical insights concerning the 
structure of fluids near surfaces and in pores, it 
obviously has its limitations. One learns nothing about 
the effects of surface structure upon the formation and 
growth of ordered (i.e., solidlike) films. Unexpected 
structural and thermodynamic features have been 
observed which are a consequence of the periodicity of 
the surface (see below). Another defect of the perfectly 
flat surface models is an inability to properly model 
flow in pores, since a featureless pore wall will give only 
slip flow unless some arbitrary condition is applied to 
prevent the molecules from sliding freely along the walls. 
Not surprisingly, models of slit pores which are single-
crystal lattice planes give much more realistic flow 
properties than those with slip boundary conditions.61-71 

However, it becomes increasingly difficult to model the 
walls of cylindrical pores by crystalline surfaces and 
this difficulty obviously extends to other nonplanar 
surface geometries. Thus, it is important to consider 
how one might model surfaces for which the atomic 
structure is explicitly present, but not as an exposed 
single-crystal plane. Of course surfaces which contain 
symmetry-breaking defects, either physical or chemical, 
are the rule rather than the exception in systems of 
practical interest. The presence of steps72,73 or cracks 
would be expected to produce rather large local changes 
in the atom-surface interaction. Similarly, the presence 
of chemical impurities in an otherwise perfect lattice 
can also produce large changes in the potential which 
will depend upon the nature, the number and the spatial 
distribution of the defects. A typical case is produced 
by the partial oxidation of a nonpolar solid such as 
carbon black. It is generally believed that the gas-
solid potential for a polar molecules over oxidized carbon 
black is very different from that for the clean or 
unreacted surface. If the oxidation occurs preferentially 
at the basal plane edges, as is likely to be the case, polar 
impurities will be concentrated in particular regions 
rather than scattered randomly over the surface. It is 
also believed that the properties of a film adsorbed on 
such a surface will be sensitive to the spatial distribution 
of the impurity Sites. 

Two questions arise at this point: how can the 
adsorption potential ua(z,r) be calculated for an im­
perfect surface, and how can the results be presented? 
Current computer power is such that it is no real 
problem to directly sum atom-Site energies over the 
solid, for many kinds of physical roughness or the 
chemical heterogeneity. In practice, accurate energies 
are obtained for (12,6) inverse power law atom-Site 
interactions if one sums over the nearest several 
hundred Sites in the solid. A correction term for more 

distant Sites can be evaluated by replacing the discrete 
atomic structure by a continuum and integrating over 
this region. However, the numerical tabulations of the 
large arrays of numbers generated in this way for the 
three-dimensional ua(z,r) are not easy to use nor are 
they very enlightening. In this respect, one can make 
some progress by considering the minimum energies 
"ads(i") as a function of location over the surface. Since 
adsorbed species are usually located at or near these 
minima, they are the local adsorption energies. (Note 
that thermodynamic adsorption energies contain con­
tributions from the adsorbate-adsorbate interactions 
as well as the gas-solid interactions.) Their variation 
with T contain local minima that are sites for localized 
adsorption, when it occurs. The adsorption site is 
unfortunately not the same as the Site in the atom-
Site pairwise interaction model. For clarity, the word 
has been capitalized in this article when referring to 
the interaction Site model. Also, the barriers to 
translation across the surface which are believed to 
determine surface diffusion are obtainable from uads-
(r). 

A heterogeneous surface which can be modeled 
without too much difficulty is that for an amorphous 
material such as the high specific surface area solids 
often encountered in practical applications. Of course, 
a variety of surface defects may be present in these 
adsorbents, but modeling the nominally planar surface 
is at least a first step in producing a realistic description. 
Since many of these materials are oxides such as silica, 
titania, or alumina, we can consider a mostly covalently 
bonded oxide for which the adsorption energy may be 
approximated by the dispersion-repulsion interactions 
of the gas atoms with the oxides. Coulombic terms are 
often omitted as are the interactions with the metals. 
The latter omission is justified on the grounds that the 
oxides have considerably greater polarizabilities than 
the metals in these solids and thus should have much 
larger dispersion interactions. A calculation of ad­
sorption energy is based upon an algorithm74 for 
building a block of hard spheres with random close 
packing. The computer program for this purpose was 
originally developed in connection with studies of 
amorphous metals and embodies periodic boundary 
conditions in two dimensions (at least). Thus, one can 
generate a cube of roughly 1000 spheres with exposed 
amorphous surfaces each containing roughly 100 
spheres. Due to the periodic boundary conditions, the 
surface can be replicated to infinity in the directions 
parallel to itself. (This algorithm is a realization of the 
physical model of a liquid studied by Bernal in the 
1930s by randomly filling a box with spheres and then 
counting coordination numbers, spatial distributions 
of neighbors and so on.) The "Bernal" model can be 
readily transformed into an amorphous adsorbing solid 
by associating an interaction Site with each sphere.75"78 

Other similar models have been used to describe 
adsorption on amorphous materials, especially silica.79-82 

One feature of these potentials is that the basic ideas 
can be readily adapted to complicated geometries, such 
as spherical particles in a packed powder or microporous 
sorbents. In fact, the Bernal solid provides a starting 
point for a wide range of adsorbents, since chemical 
heterogeneities can be introduced by altering the well 
depth, the size, and, if necessary, the charge on an 
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X(A) 
Figure 1. Contours of constant adsorption energy for a 
krypton atom over the basal plane of graphite. Contour lines 
are drawn for changes of 40 J/mol in adsorption energy, 
calculated relative to the points of weakest adsorption. These 
are located directly over the C atoms, which are at the centers 
of the dotted triangular regions. The deepest wells occur 
over the centers of the C hexagons, where the energies are 
-12 270 J/mol. The two rhombuses show unit cells for the 
graphite lattice (dashed lines) and for a commensurate V3 
X v 3 overlayer lattice (solid lines). Note that the numbers 
on the curves are energy (in J/mol) X 0.1. 

arbitrary number of spheres at or near the surface of 
the original model. Furthermore, the spatial distri­
bution of the chemical heterogeneities can be varied 
from random to patchwise, with many intermediate 
possibilities as well. Various kinds of physical imper­
fection can be introduced merely by deleting unwanted 
atoms: the surface can be roughened by random 
removal of surface atoms; pits or cracks of various sizes 
and shapes can be created; and pores of an arbitrary 
geometry can be produced. For example, cylindrical 
pores with constrictions are among the interesting pore 
shapes which can now be studied by computer simu­
lation.83 Work on such systems in presently in a very 
early stage. 

3.2. Adsorption Energy for Kr on Graphite 

The differences in the various model gas-solid 
systems can be illustrated by showing adsorption 
potential energy diagrams for a few representative cases. 
We begin by considering the energy variations for a 
krypton atom over a graphite basal plane.55,84 Param­
eters for the Kr-C Site energy (and a number of other 
gas-C Site energies) have been evaluated from the 
Henry's law data for gases adsorbed by graphitized 
carbon black.4-60 Although the analysis of this data gives 
reasonably reliable information about the surface-
averaged nonperiodic part of the potential, the infor­
mation concerning the periodicity obtainable from 
measurements of Henry's law constants is somewhat 
questionable (see section 4). In any case, the Kr-C 
Site energies can either be directly summed or written 
in terms of the Fourier expansion of section 3.1—the 
results are essentially identical. Figure 1 shows the 
calculated contours of constant energy (in units of joule/ 
mole) of UadsW for the Kr-graphite system. The energy 
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difference between adjacent contour lines is small, 
amounting to 40 J/mol out of a total surface-averaged 
adsorption energy of-11 840 J/mol. Thus, this surface 
is relatively flat as far as the periodic variation in 
adsorption energy goes. This weak variation in energy 
does significantly affect the structure of the Kr mono­
layer on graphite, since it plays a major role in producing 
a commensurate lattice in which the Kr atoms lie over 
carbon hexagons, presumably at their centers. Such a 
lattice built on occupation of second neighbor hexagons 
yields a two-dimensional crystal in which Vs of the 
hexagons are covered, and which has a unit cell rotated 
by 30° relative to that of the underlying graphite lattice. 
The C atoms of the graphite surface are not shown in 
Figure 1, but lie at the midpoints of the triangles formed 
by the lattice of Kr adsorption sites. These sites are 
wells which are only 430 J/mol deeper than the energy 
at the weakest points, which are directly over C atoms. 
Unit cells for the graphite lattice and for the commen­
surate Kr monolayer are shown in the figure by the 
dashed and the solid lines, respectively. These unit 
cell edge lengths are 2.46 and 4.26 A for graphite and 
commensurate Kr, respectively, compared to the Kr 
size a = 3.60 A or T1nIn = 4.04 A, where rmin is the 
separation at the minimum of the Kr-Kr interaction. 
It is evident that the Kr atoms are slightly undersized 
for a perfect fit in the commensurate lattice where the 
intermolecular spacing is 4.26 A. However, the small 
potential wells associated with the adsorption sites on 
this surface are sufficient to stabilize this lattice 
structure in preference to the natural two-dimensional 
crystal. The same commensurate lattice has been 
observed for a number of other simple gases on graphite 
including (rmin values are given in parentheses): He 
(2.87 A); H2, D2 (3.29 A); CH4 (4.28 A); N2 (4.15 A); and 
Xe (4.60 A), significant quantum effects for helium 
and hydrogen produce lattices which are expanded 
relative to the expected "classical" size. In other cases, 
there is a good match of T1nJn and the commensurate 
lattice size, with the possible exception of xenon. In 
this last case, the data indicate that the commensurate 
lattice will form even when there is size mismatch if the 
corrugation in the gas-solid potential is sufficiently large 
and the temperature is sufficiently low.85 In fact, it 
should be noted at this point that evidence has been 
accumulating that the periodicities on graphite given 
by the pairwise sum of spherical atom-Site functions 
are too small by roughly 50%. A possible reason for 
this and some of the experimental evidence for it are 
discussed below. 

Another way to view a surface is to evaluate the 
physical roughness exhibited for a particular adsorbing 
gas. This roughness clearly depends upon the size of 
the probe atom, a fact which plays a role in current 
fractal descriptions of surfaces.86,87 One can define 
surface roughness in different ways, but a convenient 
choice is based on an evaluation of the position of the 
minimum in the gas-solid energy (i.e., the adsorption 
energy) as an atom moves across the surface. For 
example, contour lines for the position of the minimum 
in the gas-solid potential are shown in Figure 2 for the 
Kr-graphite system. These lines follow the energy 
contours of Figure 1, as expected. The corrugation, 
which might be used in an interpretation of Kr-surface 
atomic beam diffraction (if the atoms were light enough 
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Figure 2. Contours of constant well-depth position for the 
curves of Kr-graphite energy. Contour lines are drawn for 
changes of 0.01 A, calculated relative to the lowest points on 
the surface, which occur over C hexagon centers. The total 
difference between the highest and the lowest points amounts 
to 0.06 A with the highest points occurring over the C atoms. 

to be diffracted) is directly obtainable from Figure 2, 
since it is defined as the difference between the highest 
and the lowest points on a periodic surface. In the 
present case, this amounts to only 0.06 A. Note that 
this corrugation strongly depends upon the energy value 
chosen for the calculation. If one were to choose an 
energy which is positive (and thus repulsive), the 
corrugation will be larger than that obtained using the 
minimum energy. Conversely, the corrugation becomes 
very small for energies corresponding to an atom at a 
large distance from the surface. (This choice is par­
ticularly relevant to beam scattering, where the "pen­
etration" distance obviously depends upon the incoming 
beam velocity perpendicular to the surface.) 

Contour diagrams such as that shown in Figure 1 
have long been used to present the variations in 
adsorption energy over single crystal surfaces. Early 
calculations were carried out88 for various rare gases on 
the (100) and (111) facs of a solid xenon crystal. This 
is of course a particularly favorable case for the pairwise 
Site interaction model, especially since the parameters 
of the potentials are relatively well known. The contour 
diagrams for these systems show adsorption sites located 
directly over the centers of squares or triangles of surface 
xenon atoms, saddle points in the energy located above 
the midpoints between pairs of xenon atoms, and points 
of weakest adsorption located directly above surface 
xenon atoms. 

3.3. Adsorption Energy for Gases on Ionic 
Crystals 

There is a long history of calculations of adsorption 
potentials for simple gases adsorbed on the exposed 
low index Miller planes of ionic crystals, especially alkali 
halides.23'59,89""101 Although the electrostatic potential 
near the surface of an ionic crystal of known surface 
morphology is readily evaluated, estimation of the 
constants in the dispersion-repulsion part of the 
interaction are still subject to some uncertainty. Nev­
ertheless, explicit energy contours have been evaluated 

for several rare gases over the exposed (100) surface 
planes of selected alkali halides.23'97 An interesting 
aspect of this calculation is the effect of surface 
relaxation upon the gas-solid potentials.23 That is, 
atomic positions near the surface of a crystalline solid 
are known to shift somewhat from those expected for 
the truncation of a perfectly rigid solid. The calcula­
tions indicate that this relaxation can noticeably alter 
the energy of adsorption on the NaCl(IOO) surface—by 
6% for Ar, 20% for H2, and 25% for N2. Note that 
there are considerable quadrupole interactions with the 
electrostatic field gradients near the surface in the cases 
of H2 and N2. 

The extensive studies of helium beam scattering from 
alkali halides have led to considerable efforts to evaluate 
gas-solid potentials for these systems. The experi­
mental results have recently been reviewed.102 Inten­
sities of the diffracted beams can be interpreted in terms 
of a surface corrugation which is consistent with the 
known ionic radii. Measurements of selective adsorp­
tion have yielded precise surface-averaged potentials 
for these systems.60'102 Calculations of the summed two-
body interactions have been reported for the He-LiF 
and the He-NaCl103 interaction. The ideas developed 
in these papers were later applied to He-NaF and He-
LiCl.104 In these studies, the He-ion interactions were 
adjusted to give agreement between the calculated and 
the experimental surface-averaged energies. Values 
found for the minimum in this energy per k-R for helium 
amounted to -97 K on LiF, -90 K on NaF (this shows 
that a change in the cation is not significant compared 
to the nearly constant He-F - energy, as one might 
expect), and -71 K on NaCl. Conceivably, such 
calculations could be extended to other nonconducting 
solids where one is reasonably confident that separate 
ions have distinct identities from a quantum mechanical 
point of view. However, as usual in such problems, the 
difficulty of an a priori computation increases very 
rapidly as the number of electrons in each of the 
interacting species increases. 

Energy contour lines for Ar on the unrelaxed (100) 
faces of NaCl and KCl are shown in Figure 3. Although 
the preferred site for Ar adsorption is directly over the 
Na+ ion for NaCl, the site has shifted to a point centered 
over a square of ions for KCl. Note that the Ar-ion 
interaction curves have been chosen to be essentially 
identical for the K+ and the Cl- but the well depth for 
the Ar-Na+ interaction is roughly V8 that for either of 
the other ions. Consequently, the adsorption site on 
KCl minimizes the energy of interaction with any four 
ions in a unit cell, whereas on NaCl the sites are such 
as to minimize the interaction with four chloride ions. 
In these calculations, the energy due to the interaction 
of the dipole induced in the rare gas atom by the 
electrostatic field with the field makes up a significant 
part of the total. The magnitude of this induction 
energy is proportional to polarizability times the square 
of the field and thus decreases quickly with increasing 
distance from the surface due to the exponential decay 
of the field. Indeed, it has been suggested105 that the 
gradients of the electrostatic fields near the surfaces of 
ionic crystals are sufficiently large to give a nonnegligible 
energy when they couple with the next higher order 
polarizability (quadrupolar) in an adsorbate molecule. 
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Although the presence of these calculated sites for 
adsorption on the alkali halide surfaces would favor 
the formation of commensurate overlayers, it should 
be remembered that a commensurate layer on the (100) 
face would be expected to have square symmetry and 
thus only four nearest-neighbors compared to six in 
the close-packed incommensurate hexagonal lattice. 
Thus, a detailed calculation is necessary to determine 
which ordered lattice will actually be favored for a given 
gas-alkali halide pair. For example, experiment has 
shown that the xenon monolayer on the (100) surface 
of NaCl is incommensurate hexagonal, with two do­
mains which differ in their orientation relative to the 
substrate.106 Very recently, another study of this system 
has appeared296 in which the earlier results were 
confirmed and extended using LEED to determine the 
lattice parameters. 

The orientational behavior of polar molecules on the 
surface of a salt crystal is also a competitive situation. 
The Site-Site model predicts that the favorable ori­
entation will usually be one with the maximum number 
of gas molecule Sites in contact with the surface. 
However, the alignment of dipole or quadrupole mo­
ments in the electrostatic field at the surface is often 
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favorable when the electrostatic moment is perpen­
dicular to the surface. For example, a linear molecule 
will lie flat on the surface in the absence of electrostatic 
interactions, but will orient perpendicular to the surface 
when the latter interaction is dominant. When inter­
actions with the neighboring adsorbate molecules in a 
dense monolayer are included, it is quite possible that 
the favored orientation will be altered from that 
expected for isolated molecules on these surfaces. 

Recently the interactions of methyl bromide and 
iodide with (100) face of LiF have been calculated.10 

Although these molecules are predicted to lie parallel 
to the surface at low coverage, the energy of the 
monolayers are minimized when the molecular axes are 
perpendicular to the surface with alternating directions 
of the dipole moments. (In the case of methyl bromide 
on NaCl(IOO) and LiF(IOO), both commensurate and 
incommensurate phases are seen.107) 

The computed favorable molecular orientations for 
the isolated CO and CH3F molecules on NaCl(IOO)89 

are with molecular axes tilted at roughly 50° to the 
surface normal. In the case of CO, the calculated 
electrostatic interactions of the molecular moments with 
the crystal surface field amount to 2% (dipolar), 38% 
(quadrupolar), and 37% (octopolar) of the total min­
imum energy. At monolayer density and low temper­
ature, the experimental spectra indicate46'108-110 that 
the CO molecules are oriented perpendicular to the 
surface with one CO over each Na+ having the carbon 
atom down. (Area = 15.8 A2 per molecule.) However, 
at lower temperature, these molecules can tilt away 
from the surface normal. The infrared spectra for this 
system can show three vibrational bands, but annealing 
of the solid eventually produces a spectrum exhibiting 
a single vibrational band—the other bands are thus 
associated with edge sites on the small crystallites. 

It is interesting to note that the vibrational spectrum 
for nitrogen adsorbed on NaCl(IOO)111 is quite similar 
to that for CO. Clearly, the intense electric field at this 
surface induces dipoles in the nitrogen molecules which 
are infrared active; polarization studies indicate that 
these dipoles are perpendicular to the surface, and it 
is reasonable to assume that the molecules are adsorbed 
directly over the small Na+ ions where the field is most 
intense. 

Calculations and measurements of the structure and 
infrared spectra of carbon dioxide on NaCl(IOO)46'112-116 

indicate that two states dominate at different coverages. 
For less than V3 monolayer, the molecules lie almost 
flat on the surface and are preferentially over the 
midpoints between Na+. As coverage increases (at ~ 80 
K), a condensed film forms with each molecule tilted 
at an angle of ~ 37° (calculated) or ~23° (experimental) 
to the surface plane. The data and the calculations 
indicate that the structure of the ordered monolayer is 
commensurate 2 X 1 and contains two CO2 molecules, 
which thus corresponds to an area of 15.9 A2 per 
molecule. The calculated energy of the monolayer at 
0 K is -29.8 kJ/mol, in reasonable agreement with the 
experimental value of -30 kJ/mol at 87 K.110 

The spectrum of acetylene on NaCl(IOO) has also been 
measured.46 The proposed structure for this adsorbed 
molecule is that it lies at an angle of ~ 8° to the surface 
plane in the T-bone lattice with a molecular area that 
is the same as that for CO2. 
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Ab initio calculations of the interaction of CO with 
the perfect116 and the stepped117 LiF(IOO) surface have 
been reported. On the perfect surface, the electrostatic 
part of the interaction is strong enough to stabilize a 
molecular orientation perpendicular to the surface. The 
modification of the electrostatic field produced by a 
step causes a considerable enhancement of the adsorp­
tion energy and a reduction in the tilt angle. 

The infrared spectra of HBr on LiF(IOO) has been 
measured.118 The polarization data for this system 
indicate the monolayer HBr is hydrogen bonded to the 
F - ions, with the adsorbate molecular axes making angles 
of ~21° to the surface plane. 

Recent studies of the structure and spectra of water 
adsorbed on the NaCl(IOO) include refs 119-121. The 
data indicate that a stable monolayer can be grown on 
this surface at low temperature with a unit cell that is 
commensurate 2X4 centered rectangular and contains 
six molecules in a nonplanar hexagonal arrangement 
(area per molecule = 10.6 A2). 

There has been considerable interest in adsorption 
on the (100) face of MgO. Work on this system has 
been reviewed in ref 122 and recent papers in this area 
include refs 98 and 123-127. The surface of this solid 
is highly corrugated because it consists of alternating 
(large) O-2 and (small) Mg2+. There is a large and 
rapidly changing electric field near the surface as well. 
Consequently, adsorption energies for simple molecules 
on this surface would be expected to favor localized 
adsorption. However, the square symmetry of the (100) 
plane will produce ordered layers lacking the 6-fold 
coordination which has the maximum lateral interac­
tion. Instead, a square or at least a centered rectangular 
crystal would be the preferred structures in localized 
monolayers on this surface. The diffraction experi­
ments for argon and methane films show layers com­
mensurate with the surface lattice, but with unit cells 
with edge lengths which are multiples of the MgO 
surface unit cell length. In particular, a 2 X 3 
commensurate unit cell has been observed for Ar at low 
temperature, followed by a phase with one-dimensional 
ordering at T > 40 K. For methane, a 2 X 2 commen­
surate lattice is found for temperatures up to 80 K. For 
monolayers of the larger rare gas atoms, incommen­
surate hexagonal ordering is observed, which illustrates 
the point that the corrugation seen by a given atom 
depends very much on the size of the atom relative to 
the underlying lattice. For ethane on MgO at low 
temperature, two ordered phases are observed:127 a V2 
x 2v2 commensurate phase (areaper molecule = 17.7 
A2) and a phase with an oblique incommensurate unit 
cell (area = 19.9 A2). When these areas are compared 
with the 21 A2 obtained for an ethane molecule lying 
flat on graphite128 and 17.1 A2 estimated from the bulk 
crystal parameters, one may conclude that the molecules 
are lying flat in both phases on MgO(IOO), with one per 
unit cell in the oblique and two per unit cell in the 
commensurate phase. 

Monolayers of the quadrupolar gas nitrogen on MgO-
(100) have also been studied by diffraction and different 
two-dimensional solids have been identified: three 
rectangular crystals (2 X AO where the molecules lie in 
the channels formed by the rows of Mg2+ in the surface. 
Here, N indicates varying adsorbate atom spacing along 
the channels. At higher temperatures, an ordered 

hexagonal incommensurate phase is also observed for 
nitrogen. Experimental values for the orientations of 
the nitrogen molecules in these monolayers are unknown 
at present, although it seems likely that tilting occurs 
in at least some of the phases. Carbon monoxide is 
quite similar to nitrogen with respect to its physical 
interactions and thus one might expect the behavior of 
CO on MgO(IOO) to be similar to that of N2. Calcu­
lations123 for these two molecules on MgO indicate that 
their orientations should be initially flat on the surface. 
However, the infrared spectra of the CO/MgO sys­
tem129-131 are interpreted as being due to CO molecules 
adsorbed directly over the Mg2+ in the intense electric 
field there, with the carbon atom down. Several 
vibrational bands are observed, but only one is due to 
adsorption on the (100) plane of the solid. There appear 
to be some differences in the translational orderings 
observed for N2 and CO, but the orientational behavior 
in the CO monolayer could well be a model for the N2. 

An important question which arises for MgO is the 
magnitude of the charges on the ions, since it has been 
suggested that the binding in this solid is partially 
covalent and thus, that the ionic charges are signifi­
cantly less than 2. This question has been explored in 
connection with the modeling of the NHs-MgO inter­
actions.126 Comparison of the calculated energies and 
experimental indicate that the effective charges for this 
solid should be close to 2, and that ammonia should 
adsorb with fixed orientations at low temperature which 
give rise to large repulsive interactions between neigh­
boring adsorbate molecules and a monolayer capacity 
which is considerably smaller than that expected for a 
close-packed layer. 

Calculations of the structure and energetics of 
ammonia and water clusters on MgO(IOO) have been 
reported.132 The conclusion is that water will form a 
condensed commensurate monolayer on this surface, 
but ammonia will not. Finally, an ab initio calculation 
of the energetics of Cl2 on MgO(IOO) has appeared133 

in which it is argued that the site for Cl2 adsorption is 
directly over an oxygen with the adsorbate molecule 
aligned perpendicular to the surface plane. Energies 
of adsorption were also calculated and shown to decrease 
with increasing coverage. 

3.4. Adsorption Energy for Gases on Amorphous 
Solids 

Energy contours for a gas atom over an amorphous 
surface have a very different appearance from those 
for single crystals. As an example, the energy contours 
for Kr over a model coal surface are shown in Figure 
4. Here, the coal is modeled as an amorphous collection 
of -CH- groups with Site-Site well depth and size 
parameters78 obtained by substituting literature values 
for the CH-CH and the Kr-Kr interactions into the 
Lorentz-Berthelot combining rules which are txy = 

(exx«yy)1/2 and <TXY = i^xx + <ryy)/2. Thus, eKr-Site/k = 
101 K and ffKr-site = 3.45 A. Since the coal is modeled 
as a Bernal solid with a nominally flat surface (coal is 
actually microporous), direct summation over the Sites 
gives the interaction energies used to construct the 
contour diagram. Figure 4 reveals an irregular, het­
erogeneous surface. The deepest energy wells are 
blacked in as a guide to the eye—these would ordinarily 
be described as adsorption sites. However, there is a 
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Figure 4. Contours of constant adsorption energy for a 
krypton atom over an amorphous surface which is designed 
to model coal. Adsorption energies range from -5.22 to -13.88 
kJ/mol, and the contour lines are separated by 1.0 kcal/mol. 
The regions of strongest adsorption energy have been blacked 
in as a guide to the eye—they correspond to regions where 
the energy is less than -11.0 kJ/mol. 
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Figure 5. A smoothed histogram of the distribution of 
adsorption energies for the system shown in Figure 4. The 
curve is normalized to unit area so that the fraction of the 
surface with energy in the range between ua<j8 and uad8 + AuadB 
is given by the area of a strip of width Auads located at uadg 
+ 0.5Auads. 

continuous variation in the Kr-solid energy as the atom 
moves across the surface and these sites clearly do not 
correspond to those used in the usual theoretical 
treatments of adsorption on heterogeneous surfaces 
which are usually taken to be points on a regular lattice 
with fixed nearest-neighbor spacings roughly equal to 
the distance of maximum Kr-Kr interaction. Indeed, 
the basic descriptor of heterogeneity in these treatments 
is often taken to be the number distribution of sites 
with a given adsorption energy.134-135 It is possible to 
evaluate a number distribution of adsorption energy 
from Figure 4 merely by evaluating the histogram of 
energies for a fine grid of points over the surface. Figure 
5 shows such a histogram obtained from a grid of 2500 
points (50 X 50 points on a surface which is 40 X 40 A 
in size). However, this distribution function is not for 
the adsorption sites, since the concept of site requires 
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that there be at least a local minimum where the 
adsorbed atom can attach itself to form a localized 
species when the temeprature is sufficiently low. The 
fixed grid will pick up mostly values which are not local 
minima in T and will even include local maxima. A 
better approach would be to identify the local minima 
and make a histogram of those values only. Even here, 
there are difficulties since many of the local minima 
are extremely shallow and will not act as sites at any 
temperature of interest. 

An amorphous surface such as this model of coal will 
exhibit physical roughness as well as the energetically 
irregular surface shown in Figure 4. The roughness 
can be exhibited by a contour plot which is similar to 
that of Figure 2. One first locates the positions of the 
minima in the gas-solid energy curves. From these 
numbers, one can construct the diagram shown in Figure 
6. Both parts of this figure are identical contour plots, 
but the lowest parts of the surface are highlighted in 
part a, and the highest points, in part b. There is a 
good correlation between the locations of the strong 
sites for adsorption shown in Figure 3 and the low spots 
on the surface shown in Figure 6. The high points are 
shown because of their possible relevance to diffusion 
on this surface—it is reasonable to suppose that they 
may serve as obstacles (or scattering features) for the 
translational motion of the atoms in the adsorbed 
monolayer. 

One final point is in ordering concerning physical 
adsorption on heterogeneous surfaces: the weight of 
the evidence is that complete monolayers on such solids 
have densities close to two-dimensional close packing, 
or at least close to what one would expect on the basis 
of the packing in the bulk liquid near its normal boiling 
point. This picture is the basis for the use of the BET 
equation to obtain specific surface area based on 
monolayer capacity and molecular cross-sectional areas 
obtained from liquid densities. The success of this 
approach leads one to the conclusion that heterogeneous 
surfaces generally will become fully covered with 
molecules in the monolayer, regardless of the spatial 
distribution of strong and weak sites. In fact, in one 
case75 it has been shown that previously adsorbed 
molecules help to create new "sites" when a molecule 
is added to an almost complete monolayer. Although 
such a molecule interacts weakly with the surface, 
possibly at a position which was initially a local 
maximum, favorable interactions with neighboring 
adsorbate molecules enhance the overall probability of 
adsorption and thus facilitates completion of the 
monolayer. 

Another class of materials which has been the subject 
of numerous modeling studies recently is zeolites (see 
ref 136 and references contained therein). Site-Site 
models have been heavily exploited in the computer 
simulation of the thermodynamic, structural, and 
dynamical properties of gases sorbed in these materials. 
Since the crystal structure of the aluminosilicate 
framework is ordinarily known, one uses the positions 
of the oxides to perform pairwise sums over this part 
of the lattice, neglecting any Al or Si Site interactions. 
When cations other than H+ are also present in the 
structure, their interactions with the sorbate are 
included. However, the positions of these species are 
not always well known, so an element of uncertainty is 
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Figure 6. The physical roughness of the surface of Figure 
4 is illustrated here by contour lines of constant location of 
the adsorption energy. The height above the surface of this 
minimum energy varies by 1.83 A from the highest to the 
lowest points. In part a, the lowest regions are blacked 
in—their locations correspond reasonably well to the locations 
of the points of strongest adsorption which are shown in Figure 
4. In part b, the locations of the highest points over this 
surface are blacked in. 
introduced. Still, comparisons between experimental 
and simulated data are reasonably good and have led 
to a number of useful physical insights concerning the 
locations and nature of adsorption sites and the 
mobilities of the sorbed species in the complex pore 
structures of these materials. 

Up to this point, the discussion of model potentials 
has primarily been concerned with atoms interacting 
with rigid solids. Formally, one can progress to 
molecules by extending the calculation to allow for more 
than one interaction Site in the adsorbate molecule. As 
will be discussed below, molecules such as N2, O2, CO, 
CO2, and CH4 are among the many species interacting 
with the basal plane of graphite which have been 
modeled in this way. After parametrization of the Site-
Site potentials, the results have been used in computer 

Steele 

simulations of the structural and thermodynamic 
properties of the adsorbed films for these materials. 
One interesting feature of these potentials is that they 
allow prediction of orientational behavior of the ad­
sorbed molecules relative to the solid surface and each 
other. Information of this kind is relatively hard to 
obtain from experiment, especially when one recollects 
that these orientations are sensitive to both temperature 
and density. 

The representation of molecule-solid potentials pre­
sents a problem because now the interaction is a 
function of six variables, in general (three translational 
and three orientational). One can still use the Fourier 
expansion for the T-dependence of the energy, if T is 
taken to be the position of the center-of-mass or center-
of-symmetry position of the molecule. However, the 
orientation-dependence of this energy is often quite 
significant. One can calculate the potential either as 
a function of molecule-solid separation distance for 
various fixed orientations, or one can expand the energy 
at fixed r as a series in suitable angular functions, such 
as spherical harmonics.137 

4. Molecular Gases on Graphite 

4.1. Potential Functions 

Over the years, a considerable effort has been 
expended in theoretical attempts to evaluate the 
interaction potentials of rare gases with the graphite 
basal plane.5'138-141 However, it appears that the most 
reliable potentials are still those which have been 
derived from analysis of the experimental gas-solid 
virial coefficients as described in section 2. The most 
questionable aspect of the potentials derived in this 
way is the magnitude of the corrugation of the inter­
action, since it appears that the pairwise summation of 
spherical atom-Site interactions does not yield a 
sufficiently large periodic variation in the energy. The 
structures and the thermodynamics of the phases which 
occur in monolayers adsorbed on the basal plane of 
graphite are quantities which can be quite sensitive to 
this energy variation. Complex phase diagrams are 
observed, with numerous two-dimensional solids as well 
as two-dimensional liquids and gases found for mon-
atomic and polyatomic adsorbates. Here, we will review 
the work which is most closely concerned with the 
intermolecular potentials, both molecule-solid and 
molecule-molecule. In essence, this means the structure 
of the two-dimensional solids. 

For rare gases, ordered layers which are commen­
surate with the graphite lattice such as the V3 X V3 
phase mentioned above for krypton have been observed 
as well as a variety of solid incommensurate phases. 
However, the presence of the periodic terms in the gas-
solid potential often causes the incommensurate phases 
to have the unusual property of a variable density which 
usually takes the form of patches of essentially constant 
density separated by regions of either higher or lower 
density which are called domain walls.142-143 Both 
incommensurate and commensurate solidlike mono­
layers have also been found for molecular gases, as will 
be mentioned below. The extensive studies of the 
properties of rare gas monolayers on graphite have been 
reviewed recently142,144 and will not be discussed further 
here. 
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Figure 7. Curves of the surface-averaged interaction of a 
nitrogen molecule with the graphite basal plane are shown 
for various values of the orientation angle /9 between the 
molecular axis and the surface normal. The energy wlk^ is 
plotted versus the distance z between the molecular center-
of-mass and the surface. (Reprinted from ref 153. Copyright 
1977 Editions de Physique.) 

Most of the theoretical and simulation studies carried 
out on molecular monolayers adsorbed on the graphite 
basal plane have used variants on the simple models 
for the interaction energy discussed above. That is, 
the molecule-solid potential is taken to be a pairwise 
sum over Sites in the molecule which are coincident 
with the atoms (except for methyl and methylene groups 
which are frequently approximated as a single Site). 
Each C atom in the solid is usually taken to be a spherical 
Site, although there is now reasonably convincing 
evidence that these carbon Sites are not spherical but 
more or less ellipsoidal. This idea becomes plausible 
when one realizes that graphite is quite anisotropic, 
being more polarizable in directions parallel to the basal 
plane than perpendicular. Since the attractive part of 
the dispersion-repulsion interaction is proportional to 
polarizability in well-known theoretical treatments of 
the problem, one should take this into account somehow 
in modeling the Site-Site potentials. When this is 
done,145-147 the nonperiodic part of the potential is 
hardly affected, but the periodic terms become con­
siderably larger than those for spherical C sites. Various 
estimates for the enhancement range from 50 to 150 %, 
with values at the low end of this range seeming to give 
the best agreement with experiment.85,148"152 

When these Site-Site models for the gas-solid 
interaction are evaluated, one finds large changes in 
the energy when orientation of the gas molecule relative 
to the surface is altered. This point is illustrated in 
Figure 7 which shows calculations of the surface-
averaged energy for a nitrogen molecule over the 
graphite basal plane for different values of the angle 
between the N2 molecular axis and the surface normal 
vector.153 When the molecule lies parallel to the plane 
(0 = 90°), a well depth per feB of -1130 K is found for 
a molecular center-of-mass distance from the plane 
equal to 3.3 A; as the molecule tilts up toward 
perpendicular, the center-of-mass equilibrium distance 
moves out to 3.8 A. At this point, the minimum gas-

Chemical Reviews, 1993, Vol. 93, No. 7 2367 

Table II. Quadrupole Moments for Selected Molecules* 
Iquadrupole moment| 

molecule (C m2 X 1040) 
nitrogen 
oxygen 
carbon monoxide 
carbon dioxide 
carbon disulfide 
chlorine 
ethane 
ethylene 
acetylene 
benzene 

4.7 
1.3 
8.3 

13.4 
12.0 
11.0 
3.3 
5.3 

30.0 
29.0 

" See refs 154-156. 

solid energy per ks has changed to -880 K, a considerable 
shift in view of the fact that most experiments on 
nitrogen adsorption are performed at 100 K or lower. 

When considering the lateral interactions for pairs 
of molecules on the surface, there are good grounds for 
belief that these potentials are slightly altered relative 
to the gas-phase curves (see section 5). The main 
contribution to this change in the effective pair potential 
is due to the Axilrod-Teller-Muto triple dipole inter­
action in which one of the three bodies is the solid. For 
atoms, most of this substrate-mediated effect can be 
accounted for by decreasing the well-depth parameter 
by 15-20% relative to the gas-phase value. For 
molecules, such a reduction has been incorporated into 
the calculation by using a similar reduction in the Site-
Site interaction well depths even though the theoretical 
justification for this is relatively weak. 

The structures and thermodynamic properties of 
dense adsorbed films are strongly affected by the 
molecule-molecule interactions as well as the molecule-
solid energies. It has emerged that the electrostatic 
part of the molecule-molecule potentials is particularly 
important in determining adsorbate molecule orien­
tations in these layers. This is not too surprisng for 
dipolar adsorbates, but it has been shown that the 
quadrupolar energies of nonpolar, nonspherical inter­
actions can produce a variety of layer structures, 
especially for adsorption of the graphite basal plane 
(see below). Experimental and theoretical quadrupole 
moments have been reported for many molecules. An 
abbreviated list is given in Table II. When a pair of 
quadrupoles is co-planar, as is often the case in 
monolayers, the electrostatic interaction favors con­
figurations in which the pair forms a T-shape with the 
two quadrupole moments perpendicular or, with a 
slightly less favorable value, a parallel arrangement 
where both moments lie at a 49° angle to the vector 
connecting them. The most unfavorable arrangements 
are parallel at angles of either 0° or 90° to the connecting 
vector. Clearly, this includes pairs of molecules stand­
ing perpendicular to the surface. The presence of these 
interactions significantly affects the orientational ar­
rangements in monolayer (and multilayer) films, es­
pecially at low temperature. 

The parameters used for molecule Site-C Site po­
tentials are obtained by a combination of techniques. 
Since Site-Site models have been quite successful in 
simulations of bulk liquid and solid properties, one can 
take these potentials as starting points for the molecule-
solid problem. Using C Site well depth and size 
parameters which work well in estimates of the atom-
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graphite interaction, one can then try the Lorentz-
Berthelot combining rules to obtain a molecule-solid 
potential. However, in the last analysis the final 
parameterization of a molecule-graphite potential 
should be validated by a comparison of calculated and 
experimental Henry's law constants and/or the zero 
coverage limiting heat of adsorption. More often than 
not, this will bring about an adjustment of the well-
depth parameters which significantly improves the 
model interaction. 

When the adsorbate molecules of interest possess 
permanent electrostatic moments, there will be added 
terms in the molecule-solid energy due, at the least, to 
the induction of multipoles in the dielectric solid and 
the interaction between these induced multipoles and 
the permanent multipoles of the adsorbate molecules. 
This interaction is usually treated by the method of 
image charges and is an important aspect of molecules 
which interact with metal surfaces where the dielectric 
constant is effectively infinite. However, these inter­
actions are often omitted from molecule-insulator 
systems. Of course, the fact that one tunes the well-
depth parameters by comparison with experiment 
means that many effects are swept up into the final 
Site-Site model. Not only the induction energies, but 
other undoubtedly significant factors like many-body 
effects (see section 5) will be included in a rough way. 

4.2. Monolayer Structures 

Perhaps the simplest of the nonspherical molecules 
are homonuclear diatomics such as O2 and N2. Thus, 
the structures of the monolayers formed by these gases 
on graphite will be discussed in detail. It emerges that 
the general features of their behavior also occur in the 
phases of numerous other simple molecules. For 
nonpolar, quasilinear molecules, the low-temperature 
structures of the monolayers are determined by two 
features of the intermolecular potentials, which are the 
molecular length-to-breadth ratio and the electrostatic 
quadrupolar interaction energy. In fact, the structures 
of many of the observed monolayer crystals can be 
classified according to their quadrupole moments. For 
this reason, some relevant values were given in Table 
II. The data there must be used with caution, since the 
electrostatic energy of a crystal depends upon molecular 
separation distance r, with the quadrupolar energy 
varying as r-5. For example, the calculated quadrupolar 
energy in the CO2 monolayer crystal is larger than that 
in the CS2 crystal, in spite of the much larger quadrupole 
moment of CS2, the similarity of the orientational 
structures of the two crystals and the dependence of 
the electrostatic energy upon quadrupole moment 
squared. However, the CS2 molecular separations are 
sufficiently large compared to those for CO2 to produce 
this result. 

In general, simple nonpolar molecules will lie flat on 
the surface and be orientationally ordered at very low 
temperature. However, the ordering is quite different 
for O2

157"171 and N2.
157'167'172'186 Schematic drawings of 

the molecular arrangements in the low-temperature 
monolayers for these substances are shown in Figures 
8 and 9. The herringbone structure which is found for 
N2 is a consequence of the electrostatic quadrupolar 
interaction between these molecules. In fact, the 
T-shaped pair and the shifted-parallel pair which are 

Figure 8. The molecular orientations in the commensurate 
V3 X Vs N2 monolayer on the graphite basal plane are shown. 
The ellipses are nitrogen molecules, drawn roughly to scale. 
The angle 9 indicates the orientations in the herringbone 
pattern; its value is slightly less than 60°. The carbon 
hexagons in the surface are also shown. In this low-energy 
commensurate layer, the center of each N2 lies over the center 
of a hexagon. (Reprinted from ref 157. Copyright 1983 
Asociaci6n Espafiola del Vacio y sus Aplicaciones.) 

Figure 9. The molecular orientations in the lowest density 
ordered O2 monolayer on the graphite basal plane are 
illustrated. As in Figure 6, the ellipses are adsorbate molecules 
drawn roughly to scale. The angle y is very close to 90°, 
indicating a centered rectangular unit cell. The positions of 
the centers of these molecules show clearly that this layer is 
not commensurate with the graphite lattice. (Reprinted from 
ref 157. Copyright 1983 Asociaci6n Espafiola del Vacio y sus 
Aplicaciones.) 

most favorable for quadrupolar interactions are both 
present in the herringbone array. The Site-Site part 
of the molecular interaction potentials tends to favor 
parallel arrangements where the coordination number 
of a Site is as high as possible (six, or five plus one 
intramolecular Site, for diatomics in two dimensions), 
and this is what is found for O2, which has negligible 
quadrupolar interactions. The phases of N2 and O2 
shown in Figures 8 and 9 are the lowest density low-
temperature solids, and one can ask whether higher 
density monolayers are stable, and if they are, what is 
their structure? It turns out that O2 exhibits a number 
of higher density phases which are still characterized 
by molecules lying flat on the surface and by structures 
which are incommensurate with the graphite. Their 
distinctive features are different, fixed orientations of 
the crystal axes relative to the graphite lattice. This 
orientational epitaxy was first observed for rare gas 
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Figure 10. The molecules in the high density O2 monolayer 
are shown. Here, the packing is triangular and the circles 
indicate that the molecules are essentially standing on end 
in an incommensurate lattice. (From ref 157, Copyright 1983 
Asociaci6n Espaflola del Vacio y sus Aplicaciones.) 

monolayers and is actually a widespread phenome­
non.187 Its existence is a consequence of the density 
modulations induced in these two-dimensional crystals 
by the substrate, as pointed out some time ago.188 At 
even higher densities where the molecules in the oxygen 
monolayer are compressed from the original solid 
density of 0.073 molecules/A2 to a value of 0.11 
molecules/A2, a phase forms in which the molecules 
essentially stand on end. The packing of the high 
density layer is illustrated in Figure 10. (The areas per 
molecule in these two phases are 13.7 and 9.1 A2, 
respectively.) In contrast, it is rather difficult to 
increase the density of the N2 layer from its commen­
surate value of 0.064 molecules/A2 (area per molecule 
= 15.7 A2). Experimentally, one attempts to increase 
the density in a monolayer by adding more molecules 
to the system. However, there is always an alternative 
to the desired density increase, which is adsorption into 
a second (or higher) layer. When the free-energy change 
for multilayer formation becomes more favorable than 
that for additional adsorption into the monolayer, one 
has in effect reached the upper limit for the monolayer 
density. In the case of nitrogen, additional adsorption 
into the commensurate monolayer does occur, with the 
initial formation of an incommensurate uniaxial phase 
with a density of ~0.068 molecules/A2. Here, the 
molecules remain in the herringbone pattern and remain 
flat—some free area between molecules has been 
squeezed out. At even higher density, another solid 
has been found where at least some of the molecules 
are no longer parallel to the surface. There is still some 
debate about the nature of this phase, with a pinwheel 
and a 2-out structure having been suggested.172,176'177'184 

In the pinwheel case, a central molecule stands up 
surrounded by six neighbors which are nearly flat; in 
the 2-out case, all molecules tilt away from the surface, 
but are at angles which are not close to perpendicular. 
The question of which of these two possibilities is most 
stable is again associated with the electrostatic energy 
for N2. Of course, this energy will be large and repulsive 
for a close-packed array of molecules, all perpendicular 
to the surface. Both of the two suggested structures 
give a relatively high areal density without an unfa­
vorable electrostatic energy. 

The herringbone ordering found for N2 is often 
observed or calculated in the monolayers of other linear 
molecules on the graphite basal plane, especially when 

the molecular quadrupole moment provides a signif­
icant portion of the adsorbate-adsorbate interaction. 
Specific cases include the following (all molecules lie 
flat on the surface except when noted otherwise). 

CO2: Experiment189 gives an incommensurate, her­
ringbone structure with an area per molecule of 16.1 A2 

and an angle between nearest-neighbor molecular axes 
in the herringbone which is equal to ~82°; calcula­
tions186'190 give two structures, depending upon the 
potential function chosen. Both are incommensurate 
herringbone, with areas and angles of 16.1 A2 and 68° 
or 17.0 A2 and 90°, respectively. 

CS2: Experiment191 gives an incommensurate rect­
angular unit cell, herringbone packing, area = 24.3 A2 

per molecule, angle between molecular axes = 58°. For 
this system, calculations performed with and without 
the quadrupolar part of the adsorbate-adsorbate in­
teraction clearly show the change in structure which is 
produced by this electrostatic energy. When the 
quadrupole is included, the calculated structure is 
nearly the same as the experimental herringbone; 
without it, the molecules are predicted to lie in parallel 
rows. 

C2N2: Experiment192 gives a incommensurate rect­
angular unit cell, herringbone packing, 24.2 A2 per 
molecule, 70° angle between the axes of nearest neighbor 
pairs. 

CO: Two ordered phases have been observed for 
CO179'193-194, a herringbone A/3 X A/3 commensurate and 
an incommensurate high density pinwheel structure. 
(The small dipole moment and large quadrupole 
moment for this molecule make it very similar to N2. 
Even the sizes and shapes are very similar.) This is one 
of the few molecules for which the polarized infrared 
spectra of the film adsorbed on graphite have been 
measured.196 A single vibrational band is found at low 
temperature which splits as coverage increases. The 
CO is believed to undergo two-dimensional condensa­
tion when this splitting appears. The polarization of 
the spectra indicate that the transition dipole for this 
molecule is perpendicular to the surface. Several 
interpretations of this are possible: the molecules could 
be oriented perpendicular or they could have a per­
pendicular dipole induced by an electrostatic field at 
the surface. (A quadrupolar electric field at the graphite 
surface has been recently proposed196 and confirmed 
experimentally.197) 

C2H2: Acetylene198,199 also forms two monolayers 
with the molecules lying flat on the surface, a square 
T where all molecules are perpendicular to one another 
with a density of 0.053 molecules/A2) (area = 18.9 A2 

per molecule) and a herringbone A/3 X A/3 commen­
surate phase. In this case, the quadrupole moment is 
quite large (3.6 times that for CO2) and the length/ 
width ratio is also comparatively large. 

C2H4: Ethylene200-206 shows seven solid mono­
layer phases. There are two in which the molecular 
axes lie parallel to the surface. In one, the molecules 
are orientationally ordered in a centered, almost-
rectangular unit cell (with a corner angle = 94° and an 
area = 19.0 A2 per molecule). The second, higher-
temperature phase is orientationally disordered and 
A/3 X A/3 commensurate with two molecules per unit 
cell (area = 18.3 A2 per molecule). This molecule is 
similar to nitrogen, but the almost-rectangular phase 
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is incommensurate with the graphite lattice due to the 
larger area of the ethylene. Furthermore, the fact that 
the intermolecular distances in the low-temperature 
crystal are larger for ethylene than for nitrogen means 
that the quadrupolar energies will be smaller. Pre­
sumably, the orientational ordering observed for eth­
ylene is a consequence of the competition between 
electrostatic and nonelectrostatic contributions to the 
crystal energy. The five high-density phases have 
triangular symmetries but different areal densities, 
presumably reflecting different values of both the tilt 
angle of the molecular axis and the freedom of rotation 
around this axis. Three of these phases are 
commensurate: 2X3 (two per unit cell, area = 17.4 A2 

per molecule; V3 X V3 (also two per unit cell but area 
= 15.7 A2 per molecule); and 2V3 X V 3 (four molecules 
per unit cell, differing from the previous case only by 
the orientational ordering one the surface). Finally, 
an orientationally disordered phase with an area of 15.3 
A2 per molecule was observed—here, it is likely that 
the molecules are significantly canted away from the 
surface plane. 

C2H6: The ethane monolayer has been studied by 
several groups.128,207-213 Here, the molecule is only 
quasilinear but little is known about its orientation other 
than that of the C-C bond. Three solids have been 
observed: a low-density incommensurate herringbone 
phase with the C-C bonds nearly parallel to the surface, 
two molecules per unit cell and an area = 19.1 A2 per 
molecule; an intermediate V3 X 4 herringbone phase 
with two molecules per unit cell, an area = 18.2 A2 per 
molecule and a cant angle to the surface of ~16°; and 
a high-density V3 X Vs commensurate phase with the 
molecules standing more or less on end. An inspection 
of the quadrupole moments listed in Table II indicates 
that this molecule can be considered as transitional, 
with an electrostatic energy which is large enough to 
produce herringbone structures at relatively low density 
in the solid, but not large enough to prevent the 
molecules from standing on end when compressed. 

Cl2: Chlorine214-216 forms a monolayer qualitatively 
similar to oxygen. Although the X-ray data indicate a 
phase in which these molecules are all standing up on 
the surface with an area = 14.2 A2 per molecule, the 
most recent calculations show also a lower density phase 
in which the molecules are either in a herringbone or 
a pinwheel structure depending upon the interaction 
potential which is used. At this point, it is not clear if 
either or both interaction potentials are unrealistic. 
Another possibility is that several ordered phases exist 
on the graphite surface and further experiments are 
needed. 

Methane is a quasispherical molecule with a size that 
is well adapted to form a y/Z X V3 commensurate 
monolayer on graphite. This system has been exten­
sively studied.152-217-226 Although the expected com­
mensurate monolayer is observed at low temperature, 
the system expands slightly into an incommensurate 
film just before melting. At very low temperature these 
molecules appearently sit on tripod bases of H atoms. 

Structural studies of the monolayers of higher hy­
drocarbons on graphite are relatively limited,208'209,227-231 

with the exception of benzene. Butane lies flat on the 
surface and forms an incommensurate rectangular 
lattice. n-Hexane also lies flat, in an ordered herring­

bone structure which is commensurate in one direction 
only (N X 4\/3) at low density, but becomes 2 X 4V3 
commensurate at higher density. A number of longer 
n-hydrocarbons have been adsorbed from solution onto 
graphite and studied by STM. The room temperature 
monolayer structures of n-alkanes containing 27, 32, 
34,36, and 70 carbons have been deduced as well as the 
structures for several long-chain molecules containing 
a bulky group or groups along the chain (stearic acid 
and benzene disubstituted with C12H25 are two such). 
The n-alkane molecules lie flat and parallel to one 
another on the surface with conformations which are 
all-trans.232-235 Clearly, all-trans can minimize mole­
cule-solid energies which have been evaluated using 
the usual Site-Site model.236 However, a somewhat 
controversial point arises concerning the orientation of 
the C-C-C-C planes relative to the surface. One 
expects that this plane would lie parallel to the surface 
but the data indicate that commensurate phases form 
with chain-chain spacings that are roughly 10% too 
small for minimum energy, if the C-C-C-C planes are 
parallel to the surface. Rotation of this plane to a 
perpendicular orientation would give a more favorable 
chain-chain energy, but a less favorable chain-graphite 
energy. The balance between these two terms appears 
to be rather delicate and may well produce a situation 
where the equilibrium orientation of this plane is 
temperature and/or solvent dependent. Very recently, 
X-ray diffraction from these layers296 has confirmed 
the STM studies and has extended the measurements 
to include alkanols adsorbed from solution onto graph­
ite. 

Benzene has a reasonably large quadrupole moment 
which is oriented perpendicular to the molecular plane. 
Although one would expect this molecule to form a 
monolayer with all molecules lying flat, this would 
produce an unfavorable electrostatic interaction. In 
fact, numerous experimental and computer simulation 
studies225'237-243 indicate a single ordered solid that is a 
commensurate y/l X Vl monolayer in which all 
molecules lie flat on the surface (two molecules per 
unit cell, area per molecule = 36.6 A2). This particular 
lattice size happens to be very close to recent estimates 
of the benzene planar van der Waals dimension. In 
contrast, cyclohexane on graphite244 forms three ordered 
phases, including a y/l X v 7 commensurate phase and 
two incommensurate phases, one with a hexagonal 
structure with an edge length ranging from 6.51 to 6.25 
A (compared to 6.51 A for the commensurate phase) 
and an even denser phase with a centered rectangular 
lattice. Toluene on graphite has also been studied238 

and exhibits a 3 X 3 commensurate phase at low 
temperature (47.2 A per molecule) plus an expanded 
incommensurate phase with a large thermal expansion. 
It appears that all of these adsorbed molecules lie nearly 
flat on the surface in their ordered phases. 

X-ray diffraction from carbon tetrachloride on graph­
ite shows an incommensurate hexagonal ordered layer 
with an area of 31.6 A2 per molecule.245,246 Perfluori-
nated molecules are larger than their hydrocarbon 
analogues and this fact is reflected in the surface lattices 
of the molecules of this type which have been studied. 
SF6

247 forms a commensurate 2 X 2 lattice at low 
temperature (area = 21.0 A2per molecule),butexpands 
into an incommensurate structure at higher temper-
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ature. C2F6248 also forms a 2 X 2 lattice at low 
temperature in which the molecules must be standing 
on end, and expands to an incommensurate form at 
higher temperature. CF4

249 is incommensurate at low 
temperature (area = 19.4 A2 per molecule, depending 
upon temperature) but expands into the 2X2 structure 
at higher temperature. 

Nitric oxide252 appears to dimerize on the graphite 
surface to form square N2O2 molecules. These form 
two ordered structures: one with a rectangular unit 
cell having an area of 25.3 A2 per dimer, and one with 
an oblique cell corresponding to 21.0 A2 per dimer. 

Structures have been determined for a number of 
polar molecules on graphite. Since the graphite surface 
is usually taken to be nonpolar, there are questions 
concerning the wettability of the surface by strongly 
polar molecules. From the perspective of adsorption, 
one has a competition between formation of bulk 
adsorbate or growth of the adsorbed film whenever more 
molecules are added to the system. Strong dipolar 
interactions tend to lower the free energy of the bulk, 
favoring its formation compared to adsorption on a 
nonpolar surface where the some of the dipolar inter­
actions are replaced by a rather small molecule-solid 
energy. When the growth of the adsorbed multilayer 
film terminates at a finite coverage, it can be said that 
this is a nonwetting system. One possible consequence 
is a region of coexistence between adsorbed film and 
bulk droplets on the solid surface. In the specific case 
of water on graphite, there is currently a dearth of 
simulations of this system that employ realistic inter­
action potentials, and experimental studies of the 
structural properties of the thin layers on this substrate 
are also sparse. It does appear that many other polar 
molecules will form monolayers on graphite, and these 
monolayers can be highly ordered. Knorr260 has recently 
reviewed the structural data for halogenated methanes. 
The methyl monohalides all lie flat on the surface and 
form herringbone structures with varying angles of 
molecular in-plane orientation relative to the unit cell 
axes. Methyl bromide forms a single uniaxially com­
mensurate monolayer on graphite. However, there are 
indications that two structures can form at least for 
methyl fluoride and methyl chloride, with the molecular 
symmetry axes significantly canted relative to the 
surface plane. Not surprisingly, the dipole moments 
of these molecules are generally stacked alternately. 
Most of the other halogenated methanes form relatively 
complex structures—for details, see Knorr's article. 
Potential energy functions for such species are poorly 
known at present. (However, see ref 251.) It will be 
interesting to evaluate the effects of the newly deter­
mined197 graphite surface quadrupolar electric field 
upon the energies and orientations of adsorbed polar 
molecules.196 

Finally, experimental monolayer structures for mol­
ecules which might be expected to form hydrogen bonds 
are now beginning to appear. These include metha­
nol,253 ethanol,254,255 and imidazole.256 In all cases, these 
species essentially lie flat on the surface and form 
crystals which facilitate zigzig chains of hydrogen bonds. 
Very recently, the X-ray diffraction from 1-propanol 
in the monolayer on graphite has been reported.297 The 
data indicate the presence of a two-dimensional smectic 
liquid crystal. Calculations and experiment for am­

monia257,268 indicate that it forms an incommensurate 
triangular monolayer on graphite in which the dipole 
moments are somewhat canted relative to parallel to 
the surface, but otherwise have alternating orientations. 
(Note that there is still some discrepancy between these 
results and those obtained earlier in a neutron diffrac­
tion study.217-259) 

5. Beyond the Two-Body Site-Site 
Approximation 

Over the years, there have been many attempts to 
improve upon the semiempirical two-body Site-Site 
approximation to physical adsorption energies. This 
work has been reviewed recently,60,142 so only a brief 
description of the nature of these calculations and their 
success will be given here. The research falls into several 
categories: The first is a priori quantum mechanical 
calculations of the molecule-solid interaction energy. 
However, this requires accurate calculations of the 
spatial dependence of the electronic wave functions of 
both the molecule and the solid. Lack of knowledge of 
these functions has restricted the number of such 
calculations and the complexity of the systems con­
sidered. Furthermore, the results obtained to date are 
still inferior to semiempirical interaction curves. A 
second approach to the problem is to split the energy 
into attractive and repulsive parts and then treat the 
two separately. For example, one can treat the at­
tractive part of the potential by adapting the standard 
theory of dispersion energy to the molecule-solid 
problem.260 Although the electronic wave function of 
any solid is essentially a molecular orbital, it can often 
be decomposed into sums over atomic orbitals, which 
then leads one back to the molecule-Site representation. 
The general theory of the dispersion energy justifies 
this approach while allowing for different decomposi­
tions of the solid wave function into Sites. 

At large molecule-solid separation distances, the 
atomic structures of the two entities are no longer 
important. This allows one to treat both members of 
the interacting pair in terms of their macroscopic 
properties. In particular, one has an exact expression 
for the coefficient C3 in the asymptotic dispersion 
interaction between a polarizable molecule and a 
dielectric continuum solid. One obtains an energy -C3 
X 2-s with 

C, = 7- — Ci(IUi) dw (14) 
3 4 W - «(»«) + 1 

where t(iu) is the solid dielectric function and a(iw) is 
the adsorbate molecule polarizability, both evaluated 
at imaginary frequency. Both the dielectric constant 
and the polarizability can be measured, giving one an 
accurate calculation of this energy,261,262 which is closely 
analogous to the r-6 term in the usual expressions for 
the long range interactions between pairs of molecules. 
The basic expression can be extended in several ways: 
The polarizability of the interacting species can be taken 
to be anisotropic for molecules of symmetry lower than 
tetrahedral;263 or, the solid surface can have a nonplanar 
geometry. Atomic interactions with spherical particles 
and in cylindrical and spherical pores have been treated 
in this way.264,265 It might appear that this asymptotic 
theory is of little use in adsorption studies since it fails 
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rather badly at distances near the minimum in the 
molecule-solid energy. However, it has been shown 
empirically that there is a good correlation between 
the actual surface-averaged minimum gas-solid energy 
and the coefficient C3 of eq 14.266 Another less 
important failing of eq 14 is that it is only the leading 
term in an infinite series involving polarizabilities of 
higher order than the dipolar term which is explicitly 
displayed in eq 14.267 The first of these arises from the 
quadrupolar polarizability of the adsorbate molecule 
and produces an interaction of the form -C5Z

-5, with 
the coefficient C5 given by an expression identical to 
eq 14 except for the replacement of a(iu) by the 
quadrupole polarizability.268 A second term which 
involves quadrupolar induction in the solid has also 
been treated.269 

A problem related to the dispersion interaction of a 
molecule with a dielectric continuum is that of the 
interaction of a permanent electrostatic moment with 
a polarizable solid. This is usually treated by the 
method of images in which the moment induces an 
image of itself in the dielectric. A contribution to the 
molecule-solid energy is then generated by the inter­
action of the electrostatic moment with its image. This 
can be a significant part of the total for strongly dipolar 
or quadrupolar adsorbates. In practice, one should 
somehow take account of the fact that the local dielectric 
susceptibility determines the magnitude of the image. 
In addition, this image interaction also depends upon 
the location of the boundary surface of the dielectric 
relative to the adsorbate molecule. Since the energies 
are very sensitive to the location of this boundary,186 a 
correct choice is crucial, not only for the case of a 
permanent moment in the adsorbate, but for the 
dispersion calculation of eq 14. In fact, the distance 
dependence of this energy is best written as C3/ (z - z9)

3, 
where zs is the location of the boundary of the dielectric 
solid. Furthermore, introducing atomic structure into 
a dielectric continuum, especially when the solid is 
nonconducting (i.e., lacking delocalized electron den­
sity) is a difficult problem. Not only does one need to 
consider the periodic variations in electron density in 
the solid, but one even has to consider the definition 
of molecule-solid separation distance when the solid is 
atomically rough and/or when the decaying electron 
density which actually defines the termination of the 
solid extends over a significant distance. For a treat­
ment of this and related problems, see ref 270. 

Consider now the repulsive part of the molecule-
solid energy in isolation from the attractive terms. 
Recent treatments of this problem have focused on the 
local electron density of the substrate as the source for 
the repulsive interaction.271'272 Specifically, this energy 
is taken to be proportional to an integral over the 
overlapping charge densities of the molecule and the 
solid, with a proportionality constant which is often 
taken to be empirical, but rather insensitive to the 
specific system. To the extent that this approach is 
quantitatively correct, it has the distinct advantage that 
all the local effects of atomic structure are naturally 
included in the results. 

Another aspect of this problem which has received 
some attention recently273-276 is the role of three-body 
and higher-order interactions on the attractive part of 
the molecule-solid potential. The approach taken is 

to represent the solid as a collection of discrete atoms 
which interact with a polarizable adsorbate molecule. 
It is well known that many-body dispersion interactions 
make a significant contribution to the stabilization 
energies of solids and liquids, so one should expect 
similar effects for the molecule-solid energies. These 
are of two types—for the three-body case, one has Site-
Site-atom and Site-atom-atom, where a Site in the 
adsorbate molecule is here designated by "atom" to 
distinguish it from a Site in the solid. In the case of 
the Site-Site-atom energies, which would be given to 
first order by a sum over the solid of the well-known 
Axilrod-Teller-Muto terms, the results would tend to 
be swept up in any semiempirical atom-Site interaction. 
The only exception to this would be a system where the 
Site-atom pairwise energies are well known to begin 
with—for example, a rare gas atom interacting with a 
solidified rare gas. In this case, the most recent 
calculations275'276 do produce a noticeable change of 
the values obtained from two-body sums. On the other 
hand, the Site-atom-atom energy, when summed over 
the solid or when evaluated using a continuum de­
scription of the solid, produces a significant change in 
the adsorbate-adsorbate interaction when both mol­
ecules are near or on the surface (see ref 277 and 
references contained therein). As noted previously, the 
change reduces the well depth for pairs of atoms or 
molecules in the monolayer by roughly 15%, an effect 
that should be included in computer simulation work 
which is designed to give thermodynamic quantities 
that will be comparable with experimental data. 

6. Physisorptlon on Metals 

6.1. General Theory 

The discussion of gases physisorbed on metals has 
been postponed to this point because gas-metal in­
teractions cannot be realistically represented as a 
pairwise sum over metallic Sites. The theoretical 
studies of this problem have recently been reviewed267 

and we will here present only a brief recapitulation of 
the main ideas, many of which have already been 
mentioned in the previous section. 

The usual procedure is to consider the attractive and 
repulsive contributions to the interaction separately. 
In the belief that the attraction is primarily determined 
by the interaction of the gas atom or molecule with the 
conduction electrons of the metal, one can begin with 
eq 14 which gives the energy of interaction of a 
polarizable atom with a polarizable solid. A series is 
needed, with the leading term giving the energy due to 
the gas-induced dipole-solid-induced dlpole interaction, 
followed by terms involving gas-induced quadrupole-
solid-induced dipole, the gas-induced dipole-solid-
induced quadrupole, and so on. Of course, the presence 
of a permanent electrostatic moment in the gas molecule 
will give rise to another series of interactions between 
the permanent moment (or moments) and the moments 
induced in the solid. These calculations are reasonably 
well defined since molecular polarizabilities and mul-
tipole moments and metal dielectric susceptibilities are 
often known quantities, at least for the low-order terms 
in the series. However, the energies obtained are only 
accurate in the asymptotic limit of large molecule-solid 
separation distances, which is not very useful for 
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calculations of energy near its minimum value. Close 
to the solid surface, two difficulties are encountered 
which were mentioned above: the location of the 
boundary of the dielectric is not easy to determine, and 
the corrugation of this boundary becomes a concern. In 
the latter case, one can estimate the corrugation in the 
energy by assuming that the solid is made up of 
independent polarizable atoms and performing the 
pairwise sum, as discussed above.278 This procedure 
probably gives an upper limit for the corrugation in the 
attractive interaction over a metal surface. A third 
problem in this calculation is associated with the 
approach of the gas molecule to the surface of the 
dielectric. This is that overlap between the electrons 
of the two species affects this generalized dispersion 
energy by reducing its value. The resulting change in 
the gas-solid energy is frequently handled by the 
introduction of an empirical "damping factor" similar 
to that used in the calculations of gas-gas attractive 
potentials. The effect of this damping upon the already 
poorly known corrugation energy is usually ignored. 

As noted above, the density functional theory for the 
repulsive gas-solid energy Enp{r) gives: 

EIep(r) = Ap(I) (15) 

where r is the gas atom position, p(r) is the electronic 
density of the solid, and the constant A depends only 
weakly upon the nature of the solid. Although this 
theory seems to work well, one must of course be able 
to estimate or calculate both p(r) and A for the specific 
gas-metal system under investigation. Attempts to do 
this are reviewed in ref 267 and, more recently, in ref 
279. To the extent the electron density at a metal 
surface varies with the lateral coordinate T, a corrugated 
repulsive potential results. 

Rare gas-metal potentials calculated by the tech­
niques described here seem to agree well with available 
experimental data for a number of single-crystal metal 
surfaces—some specific cases will be discussed below. 
Although the theory should be capable of extension to 
molecules which are explicitly nonspherical, this does 
not appear to have been seriously studied to date. 

Alterations to the interaction potentials of adsorbed 
atoms or molecules due to the presence of the solid are 
particularly important in the case of metals.280 In 
addition to the usual substrate-mediated effect which 
is the quantum three-body dispersion interaction 
discussed above, there is a term in the dispersion 
interaction part of the gas-solid potential which involves 
the induction of a dipole in the adsorbate atoms. The 
magnitudes of these induced dipoles can be estimated 
from the experimental values of the change in the metal 
work function upon adsorption and can easily amount 
to as much as 0.5 D. All these induced dipoles are 
oriented perpendicular to the surface and thus generate 
an added repulsive interaction between neighboring 
adsorbed molecules. This energy varies as n2 X d~3, 
where d is the separation distance and n is the induced 
moment. This dipole moment is related to the work 
function change A$ by n = A$/4im, where n = number 
of atoms per unit area. The self-consistent treatment 
of a two-dimensional array of interacting induced 
dipoles includes a "depolarization factor" which reduces 
the effective dipole moment as the coverage increases. 

Table III. Selected Well Depths of Surface-Averaged 
Potentials for Helium on Metal Surfaces 

well depths/feu (K) 

metal surface theory" experiment6 

Ag(IOO) 83 
Ag(IlO) 80 70 
Ag(IIl) 85 70-81 
Cu(IlO) 64 73 
Au(IIl) 112 82 

0 See ref 279.b See ref 60. 

The final result for the energy E1^ due to the placement 
of these induced dipoles on a triangular lattice can be 
written as281 

Em = (NLn2/2d3)/a + OaL/d3) (16) 

where N is the number of dipoles, d is now the lattice 
constant, L is a lattice sum equal to 11.0 for a triangular 
lattice, 0 is the fraction of the lattice sites occupied, 
and a is the adatom polarizability, which can be up to 
twice as large as the isolated atom polarizability. 

6.2. Gas-Metal Systems 
Typical values of the induced dipole moments for 

isolated rare gas atoms adsorbed on a metal obtained 
from work function measurements282 are equal to 0.10, 
0.13, and 0.24 D for Ar, Kr, and Xe, respectively, on the 
Al(IIl) surface. For xenon on Ag(IIl), experimental 
work function changes283 yield an induced dipole of 0.2 
D. From these data plus other information, the various 
contributions to the lateral interaction energy per mole 
for a complete monolayer of incommensurate trian­
gularly packed xenon on Ag(IIl) have been estimated 
to be as follows:280 -7430 J, unperturbed Xe-Xe energies; 
250 J, vibrational zero-point energy; 150 J, Xe-Xe-Xe 
triple-dipole dispersion energy; 610 J, substrate-in­
duced dipole energy; and 1200 J, substrate-mediated 
effects upon the xenon pair interactions. It should be 
noted that both the substrate-mediated energy and the 
substrate-induced dipoles are quite sensitive to the 
value chosen for the xenon-metal separation distance 
(i.e., the imaging plane). For comparison, the same 
energies evaluated for Xe on the graphite basal plane 
are -7470, 260, 150, ~0 , and 960. 

The numerous experimental studies of molecular 
beam diffraction from single-crystal metal surfaces have 
yielded a great deal of quantitative information con­
cerning the interactions of isolated atoms with these 
surfaces.102 The selective adsorption resonances yield 
energy levels for the beam atoms in the surface-averaged 
potential wells and as noted above, the diffracted 
intensities yield the surface corrugation. Naturally, 
the availability of such a large data base has led to 
extensive theoretical studies of these potentials267-279 

especially for helium. Both the data and the theory 
are more limited for the isotopes of hydrogen and only 
a few diffraction studies using neon have been reported. 
Of the two aspects of the interaction, the surface-
averaged potentials appear to be better understood than 
the corrugations. A limited comparison of theory and 
experiment for this part of the interaction is given in 
Table III. The need for an empirical damping function 
in the calculated attractive interactions is one of several 
significant sources of uncertainty in the theoretical 
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Table IV. Selected Well Depths of the Surface-Averaged Potentials for Rare Gases on Metals* 

gas Ag(IIl) Cu(IIl) Cu(IlO) Cu(IOO) Au(IIl) 

Ne 2.1(1.2*) 1.5 1.4(1.2) 1.5 2.4 
Ar 7.8(6.9*) 5.6(8.2*) 5.4 5.5(12.0*) 9.6 
Kr 11.6(10.3*) 8.6(14.7,11.5*) 8.2(12.6) 8.4 14.2 
Xe 18.3(18.0,21.8,20.3*) 21.7(17.6*) 17.8(19.3*) 19.1(26.0,18.9*) -(20.6*) 

" Theoretical values from ref 279; experimental adsorption energies286 and well depths60 are shown in parentheses with well depths 
indicated by asterisk (*). Units are kJ/mol. 

numbers. Indeed, several different damping functions 
have been used.279,284 In light of this, the level of 
agreement with experiment is encouraging. 

In the case of the heavy rare gases Ar, Kr, and Xe on 
metals, a range of experimental techniques have been 
brought to bear. These include diffraction from the 
ordered rare gas overlayers, electronic spectroscopy, 
and several types of atomic microscopy as well as the 
conventional measurements of heats, isotherms, and 
work functions. As a result, both the gas-metal and 
the gas-gas interactions of adsorbed atoms can be 
characterized. The extensive literature on xenon-metal 
adsorption (and krypton and argon, to a lesser extent) 
has recently been reviewed285 in an attempt to show 
that these systems should be best regarded as chemi-
sorption rather than physisorption. It is now very clear 
that the perturbation of the xenon atom electronic states 
is considerable when it is placed on a metal surface. 
However, the quantitative calculations of interaction 
potentials are not much affected by the name given to 
the process. 

A selection of the experimental and recent theoretical 
values for the surface-averaged well depths of the 
heavier rare gases on single-crystal metal surfaces is 
given in Table IV. There still remains considerable 
uncertainty in both types of data for these systems. 

One of the interesting features of heavy rare gas 
adsorption on metals is commensurability of the ordered 
layers formed at low temperature.285 We here discuss 
a single well-known and carefully studied example, 
which is xenon on Pt(IIl).286-289 Several two-dimen­
sional phases form in this system, depending upon 
temperature and coverage.290-292 They include a v 3 X 
V3 commensurate phase (C) at coverages less than V3 
the number of Pt atoms in the surface and at temper­
ature between 62 and 99 K. At higher coverage or lower 
temperature a uniaxially incommensurate phase (IC) 
forms, followed by a hexagonal incommensurate phase 
at fractional coverages greater than 0.38. The energy 
change associated with the C - • IC transition amounts 
to ~2.9 kJ/mol, which is a measure of the energetic 
corrugation of xenon on this surface. Computer sim­
ulations293 show that the corrugation needed to force 
the layer from its "natural" atomic spacing of ~4.4 A 
to the commensurate spacing of 4.8 A is considerably 
larger than initially believed. In a recent paper,289 

it is argued that inclusion of the substrate-mediated 
effects on the Xe-Xe potential is necessary to obtain 
approximate agreement with the entire monolayer 
phase diagram. 

In an interesting development, it has been noted that 
gas-solid interactions on alkali metal surfaces are 
unusually weak.60 This effect is particularly striking 
in the cases of helium and hydrogen on these solids, 
and both theory and experiment indicate that the 
wetting behavior of these gases on alkalis is consequently 

Table V. Gas-Solid Energy Parameters for He and H2 
on Alkali Metals 

Li Na K Rb Cs 

C3JkB(K A3) 
well depth/feB (K) 

C3JkB(KA3) 
well depth/feB (K) 

Hydrogen 
3896 3755 
88 91 

Helium 
1360 1070 
17.1 10.4 

2744 
57 

812 
6.3 

2420 
44 

754 
5.0 

2035 
34 

673 
4.4 

remarkable.294 In Table V, the attractive energy 
constants C3 and the estimated gas-solid well depths 
are listed for a number of these systems. When one 
considers that the H2-H2 and the He-He pair inter­
action well depths per k& axe 37 and 10 K, respectively, 
one begins to suspect that the bulk liquids will be more 
stable than the dense adsorbed films for some of these 
systems, and this in fact turns out to be the case for 
particular ranges of temperature and chemical potential. 
Measurements of isotherms for He on Cs and H2 on Rb 
show the unusual wetting properties which result. 
Physically, these very small gas-solid energies are a 
result of rather small C3 values for the attractive energy 
(due to the decrease of the dielectric constants of these 
metals at relatively low frequencies), combined with a 
repulsive wall which extends unusually far from the 
outermost plane of metal atoms. This is in turn a 
consequence of the diffuse electron clouds calculated 
for alkali metal atoms which, when substituted into eq 
15, give EKp(r) that combine with rather small attractive 
energies to give small well depths at large distances 
from the surface. This behavior becomes more pro­
nounced as atomic number increases, which leads to 
the tabulated decrease in well depth as one goes down 
in the periodic table. 

7. Future Prospects 

This review can serve to emphasize the fact that many 
unsolved problems remain in generating and using 
potential functions for physisorption. A brief and very 
personal list will be given here. 

Some of these are obvious: for example, a better 
understanding of adsorption on heterogeneous surfaces 
remains as a major topic for future work. One needs 
better modeling for both chemical and geometrical 
heterogeneity as well as improved statistical mechanical 
theories to go from the models to the structural and 
thermodynamic properties. These heterogeneous solids 
include porous materials, and zeolites in particular. 
Although the number and variety of such studies is 
growing, much remains to be done in terms of under­
standing the behavior of complex species sorbed in 
porous materials and even with the structures of the 
sorbates on (or in) these adsorbents under conditions 
where ordering occurs. It is also clear that much remains 
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to be done in increasing the accuracy of ab initio 
calculations of gas-solid interaction potentials for all 
kinds of adsorption systems. 

In addition, one expects significant efforts in the near 
future in several less obvious areas. For instance, the 
present discussion of physisorption on metals has been 
limited to rare gas adsorbates, but there is evidence 
that many molecules can adsorb on these surfaces 
without dissociating. Relatively unreactive species such 
as N2, alkanes, or perfluorinated hydrocarbons are 
candidates for physisorption on metals, especially at 
low temperatures where the rate of conversion from 
physisorption to chemisorption is greatly reduced. 
Although limited experimental data is now available, 
theoretical treatments of the interactions of such 
molecules with metals are lacking. 

Another kind of adsorption on metals which is 
currently a very active area is that of self-assembled 
monolayers. In this case, the adsorbate molecules are 
characterized by a reactive group on the end of a 
hydrocarbon chain. The reactive group chemisorbs on 
the metal; the hydrocarbon tails interact physically to 
form a variety of ordered monolayers with different 
packing densities, tilt angles, and unit cell structures, 
as determined by STM, AFM, and other structural 
techniques. Thus, one has combined physi- and 
chemisorption systems which are excellent candidates 
for theoretical and simulational studies. 

Finally, it is surprising to note the paucity of 
information concerning the structures and thermody­
namics for water adsorbed on well-characterized (pref­
erably, single-crystal) surfaces. Even for such an 
extensively studied adsorbent as graphite, reliable 
structural information for water monolayers is remark­
ably sparse. Furthermore, existing simulation studies 
of water on nonpolar surfaces are mostly based upon 
model interactions in which potentially significant 
features have been omitted. These include periodicity 
in the gas-solid energies as well as the energies due to 
the induction of electrostatic multipoles in the solid by 
the adsorbed water molecules, as well as consideration 
of the perturbation of the water-water interaction 
potential by the adsorbent. 
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