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1. Introduction 
The behavior of peptide or protein solutes in saline 

aqueous solution is a fundamental topic in physical 
chemistry. While ionic solutions have been long studied 
by electrochemistry,1 the advent of improved experi­
mental techniques has provided new insight into the 
structure and dynamics of aqueous solutions of elec­
trolytes on a microscopic level. Both spectroscopic 
techniques2 and neutron diffraction methods3-6 have 
contributed to these advances. Theoretical studies have 
added to the interpretation of the experiments and often 
provided new insights. Ab initio electronic structure 
calculations have provided information on ion-water 
interactions7-11 as well as improved classical potential 
functions.12-14 This has encouraged the use of many 
body theory and computer simulations to study these 
systems. 

While the primary importance of the study of 
molecules in aqueous electrolytes is widely appreciated, 
the topic also has wide-ranged applicability, perhaps 
most notably in the behavior of peptide molecules in 
solution. The addition of ions can strongly alter the 
thermodynamic and physical properties of peptides in 
solution.15'16 This is experimentally evident in the 
process of salting peptides and proteins in and out of 
solution.16 The often related process of denaturation 
of proteins16,17,18 by changes in salt activity has also 
been studied extensively by experiment. 

Hormones and mediators for various biological pro­
cesses are known to often be peptides with lengths of 
less than 20 amino acid residues.19 The thermally 
accessible conformations of these molecules in solution, 
and the broad distribution of these conformations, are 
central to understanding their activity. This informa­
tion is especially important for the design of new drugs 
with increased potency, lifetime, or both.20 

The conformation of peptides is sensitive to the 
composition of the solution environment.2 The shapes 
available, bulk solubility, and thermodynamics of 
binding are strongly affected by relatively small changes 
in the activities of solvent and salt. Many peptides, 
especially short ones (less than 20 residues in length), 
often do not adopt a single stable conformation in 
solution as evidenced by NOE measurements in aqueous 
solution.19 

There are several properties which characterize the 
behavior of water in the presence of ions. These can 
be separated into structural and dynamical properties. 
Structural properties include ion-water geometries, 
coordination numbers, and radial distribution func­
tions. The radial distribution function is of particular 
interest, since from it all thermodynamic functions for 
the system can be derived.21,22 Dynamical properties 
include diffusion coefficients, ion-ion and ion-water 
velocity correlation functions, relaxation times, and 
residence times, which in some cases have been linked 
to the hydration number.23 Theoretical structural 
properties in condensed phase are obtainable from a 
variety of methods, including integral equations, Monte 
Carlo, and molecular dynamics. The theoretical dy­
namic characteristics for dense random systems, such 
as aqueous solutions, are available through molecular 
dynamics and its variants. In addition, other methods 
requiring phenomenological input such as those relying 
on stochastic dynamics (Langevin dynamics, Brownian 
dynamics, etc.) and generalized hydrodynamics are 
capable of yielding interesting insights into dynamics 
in condensed-phase systems. Connecting the micro­
scopic structural and dynamical information from such 
theoretical methods with experimental observations and 
descriptions remains challenging. 

One of the older but more appealing descriptions of 
the effect of ions on water in solutions involves 
categorizing ions as either "structure making" or 
"structure breaking".24-25 The water around an ion is 
viewed as having three domains, distinguished by the 
disruption in structure compared to that of bulk water. 
The innermost region consists of water molecules which 
are very strongly associated with the ion. These waters 
generally remain associated with the ion as it moves 
over distances several times its own diameter with the 
time scale for exchange depending on a number of 
characteristics of the ion. In the next domain further 
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from the center of the ion, the waters are still oriented 
by the ion but to a lesser extent and must bridge between 
the molecules in the inner shell and the outer bulk-like 
region. In the outermost region, the hydrogen-bonding 
characteristics of the water are close to that of bulk 
solution. An ion is classified as structure making or 
structure breaking depending on the relative signifi­
cance and extent of the innermost and middle domains. 
In general, small ions are structure making, meaning 
they order the water more than bulk water. Large ions 
generally exert a structure-breaking effect through a 
disruption of the hydrogen bonding found in bulk water. 
An exception to this trend are the so-called "hydro­
phobic" ions such as the tetraalkylammonium ions. 
Although these are large ions, they tend to have a 
structure-making effect by increasing hydrogen bonding 
of water molecules at their surface. This effect is often 
viewed as similar to the hydrophobic effect. Because 
they provide both a microscopic view and a pathway to 
the calculation of standard thermodynamic quantities, 
molecular dynamics simulations and theory offer the 
opportunity to observe and quantify these effects for 
aqueous peptide solutions of different ions. 
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We will review literature concerning theoretical 
descriptions of saline solutions around peptides and 
the progress made in interpreting the molecular details 
of experiments involving peptide systems. Material 
relevant to analytical theories of solution effects on 
salt solutions and peptides has been included for 
perspective even though this area is less developed than 
that of computer simulations. In order to review the 
recent theoretical and simulation literature on peptides 
in saline solution, it will be necessary to limit our scope. 
As a result, we shall concentrate on those studies which 
demonstrated effects due to the explicit molecularity 
of the models involved. Our treatment of continuum 
methods will be more of an overview. Readers inter­
ested in such methods will find considerably more 
material on them in recent papers and reviews.26-28 In 
addition, we will provide some background material on 
pure ionic solutions, thermodynamic and kinetic ex­
periments of relevance, as well as the theoretical tools 
often used to consider these systems. It is our hope 
that this will help to place the subject matter in a proper 
context. It is not our intent, however, to provide a 
complete review of the experimental solution literature 
or of ionic solution theory in general. 

We have chosen to start with a sketch of the methods 
used, both theoretical and computer experimental. 
Selected material on ionic solutions is then presented. 
Simulations and theory for peptides in such solutions 
are discussed. To aid in placing this work in context, 
a selected segment of the experimental literature 
concerning the effects of salt on protein and peptide 
physical (thermodynamic) properties is reviewed. We 
end with simulations of proteins in explicit saline 
environments. Nucleic acid-salt solutions will not be 
discussed even though there is an obviously strong 
overlap in places. Other relevant experiments will be 
included where comparisons with the mentioned the­
oretical tools can be made. 

2. Theoretical Methods 

Both simulations and approximate analytical meth­
ods have an important place in the theoretical study of 
peptides in saline solutions. Simulations of such 
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systems to date are done in high excess salt concen­
trations (>1 M) to avoid intractable statistical problems. 
Still, in such studies, one would like many times (5-10) 
the number of ions currently used to improve the 
statistical averaging and accuracy. The problem rapidly 
becomes insurmountably difficult as concentrations are 
lowered by a few orders of magnitude. 

The physiologically interesting isotonic saline solu­
tions are about 0.15 M in salt. The composition varies 
widely with respect to the predominant monovalent 
cation depending on location. Nerves and muscles may 
have 10 times more K+ than Na+ whereas the situation 
is reversed in blood (or sea water) where Na+ is 40 to 
50 times the concentration of K+.29 We will generally 
take Cl- to be the relevant anion. 

Reliable simulations of peptides in <0.2 M saline 
solution are currently not economical. No simulations 
with mixed salts in excess of that required for elec-
troneutrality have yet been reported on protein/peptide 
systems to our knowledge. However, approximate 
theoretical techniques have no such limitations in the 
dilute solution regime. Thus theory and computer 
experiments currently cover a complementary range of 
concentrations and phenomena. Below we briefly 
review the older methods such as the Born, Debye-
Huckel (DH) and Poisson-Boltzmann (PB) methods. 
This is followed by progress made in more current areas 
of modern solution theory. Then a brief outline of 
simulation methods is given. An extensive review of 
certain aspects of modern structural theories of the 
liquid state may be found in ref 30. The reader 
interested in more details on simulation methodology 
is referred to the extensive literature available.31-34 For 
a useful work which clearly ties experiment to theory, 
ref 35 is recommended. 

2.1. Early Methods 
The earliest method for predicting the free energy of 

transfer of an ion from the gas phase to aqueous solution 
is due to Born.36 The process considered was that of 
creating a charge in an ion-sized low-dielectric cavity 
surrounded by a high-dielectric (aqueous) continuum 
medium. The result of integrating the potential change 
along a path from zero to full charge is 

AGBorn / S ! \ / J _ _ J _ \ ( 1 ) 

VWWgh W 
where q is the charge on the ion and a is the radius of 
the low-dielectric cavity. This equation gives many of 
the gross features of ionic solvation thermodynamics, 
including the roughly quadratic dependence of the free 
energy on charge (for a given size atomic cavity). Such 
a general result has been confirmed by both experiment 
and more exact theory.37'38 

To obtain results on finite concentrations Debye and 
Hiickel (DH) used the Poisson-Boltzmann equation in 
the limit of low salt concentration. Their result for the 
effective interaction potential between any pair of ions 
predicted screening by the intervening ion atmosphere 
is 

w = exp(-«r) (2) 
er 

where r is the interionic distance and K is the usual DH 
inverse length parameter. 

In the 1940s Mayer established this as a true limiting 
law and showed that it was the lowest order term in an 
infinite series representation of the effective interac­
tions in ionic solution.39 It is possible to show the 
universality of this limiting law for both continuum 
and molecular solvents.40 

Poisson-Boltzmann (PB) methods were also used by 
Kirkwood to explain the titration curves of small 
zwitterionic peptides and organic acids represented as 
either spheres or ellipsoids of low dielectric.41"43 This 
was extended to protein titration curves in the 1950s44,46 

with some (marginal) success. More recently numerical 
solutions to the PB equation for arbitrary shapes have 
become routine.46'47 Those calculations have estab­
lished the importance of using a realistically shaped 
low-dielectric cavity to improve agreement with ex­
periment.46 Such methods are, however, limited by a 
lack of ability to be systematically corrected to arbitrary 
precision. Details dependent on phenomena such as 
explicit salt or solvent associations or the size and shape 
fluctuations of the peptide/protein solute itself are 
clearly lost. 

Starting from the partition function, rather than an 
ansatz differential equation, Mayer was able to define 
a hierarchy of approximations for solution properties 
based on interactions and the n-body distribution 
functions that characterize the system.48 Recently, the 
resulting equations are most often cast in the form of 
integral or integro-diff erential equations for the density 
distributions or correlations in the systems.30,49 Below, 
we briefly review recent progress with these methods, 
moving toward theories capable of describing peptides 
in saline solutions. 

Integral equation methods have as their fundamental 
goal the calculation of the n-body distributions. For 
practical reasons, however, they have most often 
concentrated on systems where only pair interactions 
(real and effective) are considered, and for which the 
pair distribution function,49 

P-2N(N- 1) J exp[£-/?u(i/)] dX3dX4...dXN 

j exp[£-/3u(i;')] dX1dX2...dXJ 

is of fundamental importance. Here /3 = (k^T)-1, k^ is 
the Boltzmann constant, T the absolute temperature, 
p = N/ V is the number density, V the volume of the 
system, and g(12) = g(Xi,X2) where Xn denotes the 
complete set of configurational variables for particle n. 
Distribution functions obtained from integral equation 
theories can, in principle, yield all thermodynamic 
equilibrium properties for the solution of interest. 

Since the integral in eq 3 is analytically intractable, 
other techniques must be used. Simulation methods 
which give an approximate sampling of the intergrand, 
and therefore an approximation to the integrals, will 
be covered later. Another, somewhat more indirect 
method is often used involving the Ornstein-Zernike 
integral equation49 

h(12) = c(12) + - ^ f h(13)c(32) dX, (4) 

(or some closely related expression) in terms of /i(12) 
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= g(12) - 1, the total pair correlation function, and 
c(12), the direct correlation function. Equation 4 can 
be viewed as a defining relation for c (12). Alternatively, 
c(12) can be defined as the appropriate functional 
derivative of the partition function and eq 4 readily 
derived.49 

A second expression relating c(12) and /i(12) is now 
needed to close the system of equations. A formally 
exact closure can be written as 

c(12) = h(12) - ln{g(12)} - 0u(12) + 6(12) (5) 

but 6(12), the so called bridge function, is not easily 
expressed in terms of u(12) the pair potential, h(l2) 
and c(12). The formal inexactness of all integral 
equation approaches can be seen as arising from 
approximating 6(12). The simplest and most commonly 
used approximations are the hypernetted-chain (HNC) 
approximation, which sets 6(12) = 0 to give 

c(12) = h(U) - ln{g(12)} - /?u(12) (6) 

and the Percus-Yevick (PY) approximation, which 
further linearizes eq 6 with respect to h(12) - c(12), 

c(12) = {l-exp[0u(12)]}g(12) (7) 

Unfortunately, none of these expressions has a per-
turbative derivation. The terms that are omitted are 
done so without proper justification (other than con­
venience), and the results from such theories must be 
validated post facto, most often by comparison with a 
simulation employing the same Hamiltonian. 

Much work has gone into the search for a better 
closure relation. The HNC and PY closures have been 
amended,50,51 and other physically based closures have 
been proposed.52 Phenomenological functional forms 
for 6(12) which force thermodynamic consistency or 
provide results for a given system which match sim­
ulation correlation functions have been suggested.53-57 

Unfortunately, the most physically appealing or for­
mally reasonable ideas often give less satisfactory 
results, and phenomenological approaches tend to be 
only useful for a narrow range of models. 

The application of integral equation theories to finite 
concentration salt solutions, possibly including peptide 
molecules, requires the extension of eqs 4-7 to mul-
ticomponent systems, where any given component may 
be comprised of many sites, or may include angular 
dependent potentials and correlation functions. While 
these extensions may present computational difficulties, 
the fundamental obstacle in obtaining meaningful 
results using any integral equation technique is simply 
the essential inexactness of all presently known for­
mulations, and thus the quality of all results must be 
evaluated carefully. Since many of the properties that 
the correct distribution functions for ionic systems 
should exhibit can be gleaned from analysis of asymp­
totic behavior arising from the inclusion of a Coulomb 
potential, many shortcomings of available theories can 
be easily demonstrated.58-69 

The extension of simple liquid theories to models of 
peptide molecules in the presence of aqueous electrolyte 
solutions is the main topic of discussion here, so it is 
with the point of view of usefulness to this task that 
presently existing theories will be evaluated. As yet, 
no completely satisfactory approach exists, but recent 
advances indicate that such systems are within reach.70'71 

We begin by looking at results from the most developed 
approaches to simple aqueous electrolyte systems. 

2.2. Long-Ranged Forces In Integral Equations 

In order to study saline solutions with these methods, 
the problem of the divergence of the integrals arising 
from using eqs 4-7 with a Coulombic potential must be 
dealt with. The subtle screening and the specific 
associations that develop in the ion-solvent atmosphere 
around a peptide or protein depend intimately on the 
balance and cancellation of the Coulomb forces. The 
screening involves not only dielectric shielding but 
Debye screening and higher order phenomena. 

Perhaps the simplest extension of liquid theory to 
electrolytes is the so-called primitive model: a neutral 
system of charged particles with the Coulomb inter­
action potential, and a short-ranged hard-sphere re­
pulsion to prevent catastrophic overlap. For such a 
system the Percus-Yevick or HNC closure must be 
amended so the direct correlation function exhibits the 
correct asymptotic behavior, c(12) -* -/3u(12), as the 
interparticle separation ri2 gets large. The Percus-
Yevick equation is consistently modified by the form 
suggested by Allnatt72 

cs(r12) = exp[-/3u8(r12)](l + r(r12) + Q(rl2)) - r(r12) -

Q(r12)-1 (8) 

where, if we define 0(ri2) = -/3<7ig2/ri2 with qx the charge 
on ion 1, we then can write -|3u8(ri2) = -0u(ru) + 0(ri2), 
C8(Z

-I2) = c(r12) + 0(ri2), T(Tu) = h(ri2) - c8(ri2), and we 
have assumed all functions to be dependent only on ri2. 
We have also used the chain sum of 0(ri2) on p, Q(/*i2) 
= <?[<£(ri2)|p] as defined in ref 73. It is in this term, 
which contains both the original bare divergence, 0(ri2), 
as well as the infinite series of terms which give rise to 
convergence (and Debye-Hvickel behavior) that the 
renormalization or resummation occurs. Careful, direct 
numerical subtraction of the divergences has also been 
used in various numerical schemes, especially in the 
context of angular expansion integral equations30 (see 
below). 

This modification applied to the HNC closure appears 
to be a better choice than the Allnatt modified P-Y 
closure,74 although over certain regions of 1-1 electrolyte 
density,75 and over larger density regions for ions with 
higher charges,52 unphysical short-range interionic 
distributions are obtained with the modified HNC 
equation. 

We will not review the analytically tractable mean 
spherical approximation (MSA)-like closures76 due to 
their generally poor qualitative behavior. The MSA 
methods do find use in a variety of applications, 
however.35 For peptide and protein systems, compar­
isons of the average positions of ions near given sites 
on such large molecules are experimentally interesting, 
and the use of hard sphere models (apart from being 
unphysical) will in general cause the distance of closest 
approach of ions to each other, and to other species, to 
be chosen rather than determined. For this reason 
parameterized potentials, such as the Lennard-Jones 
6-12 potential, are usually used. There is however a 
general problem which is unavoidable in the use of soft 
spheres in continuum solvent models. Because the 
Coulomb contribution to the direct force between two 
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ions is input as qiq^tr^ rather than qtfrirw, with t 
being the dielectric constant of the continuum, the 
distance of closest approach can be significantly un­
derestimated for cation-anion interactions and over­
estimated with like-charge interactions.70,71 Also, when 
the structural stability of proteins is of crucial impor­
tance, it is unlikely that useful results with salts can be 
obtained without explicit solvent molecules to form the 
kind of highly structured regions known to occur in the 
interfacial region around both biological molecules77 

and large nonbiological "structures" such as those used 
to model surfaces or macroions.78,79 

2.3. Angular-Dependent Molecular Integral 
Equation Theories 

The inclusion of explicit solvent necessitates the 
introduction of a dipolar species and with it an angular 
dependent molecular potential and distribution func­
tions. If a single molecular center is maintained in order 
to carry over important formalisms from simple fluids, 
it becomes necessary to expand the angular distributions 
in an angular basis set.30 Of great utility are the 
rotational invariants $™ni(fli,Q2»£i2) of Blum and 
Torruella,80-82 which are an orthogonal basis set span­
ning the space of Euler angles of particles 1 and 2 and 
of the interparticle vector, Qi, O2, and |i2, respectively. 
All pair functions can be written as expansions in this 
basis set, for example, 

h(12) = jy™l(rl2)$™l(Qvn2,t12) (9) 
mn 
)J.V 

Because of their many useful mathematical properties,83 

particularly under Fourier transformation, it is possible 
to write the equations of interest in terms of the radially 
dependent coefficient vectors only, albeit with com­
plicated combinatorial scalar coefficients.80-84 The basis 
set is infinite, so approximations in terms of algebra­
ically closed subsets must be used. While the HNC 
theory was the theory of choice for the primitive model 
of electrolyte solutions, the difficulty in taking the 
logarithm of an angular expansion (see eq 6) when 
applying any useful water-like model necessitated the 
use of further simplifications such as the MSA76 and 
the truncated log expansions, the linearized HNC 
(LHNC)86 and quadratic HNC (QHNC).86 

The important work of Fries and Patey84 showed a 
surprisingly simple solution to this formal problem. By 
taking the derivative of the HNC equation with respect 
to the interparticle distance and then integrating the 
result, the log term is replaced by the integral over sums 
of products of r12-dependent coefficients, so more 
accurate large basis set solutions to the HNC theory 
for more complicated models became possible. With 
the further use of bridge functions from a related short-
range spherical solvent model, the RHNC theory60 has 
been used to demonstrate many important results, and 
the work of Patey and others66,67'79 has shown to be one 
of the most satisfactory water-electrolyte theories to 
date. The extension of Kirkwood-Buff (KB) theory87 

to electrolytes88 created a convenient route to thermo­
dynamic quantities using distribution functions. 

Unfortunately, while single center theories extend 
easily in a formal sense to amino acid systems, the 
practical problems inherent in the far from spherical 

symmetries involved are essentially computationally 
insurmountable. The number of basis functions used 
to obtain a clear structural picture of water, itself of 
close to spherical symmetry, is in the hundreds.66 The 
number needed to accurately represent the correlations 
in a system containing water, a few ions and a single 
relatively small molecule such as a monopeptide would 
quickly lose the vast computational advantage over a 
simulation of the same system. Fortunately, the link 
to thermodynamics via KB theory is completely general 
and useful for all distribution function theories, and 
the results of many quantities serve as a test of the 
quality of results from other more adaptable approach­
es. 

2.4. Site-Site Molecular Theories 

Theories based on spherically symmetric atomic sites 
or interaction site models are, by contrast, not explicitly 
dependent in any computationally restricting way on 
the symmetry of the conformation in which the sites 
are associated. Each (usually atom based) site-site 
interaction is taken to be dependent on site separation 
only. Further, they are more easily related to results 
of scattering or diffraction experiments than single-
center models. 

However, well-known formal difficulties arise in the 
juxtaposition of bonding and nonbonding potentials, 
or inter- and intramolecular forces.89 However, to the 
extent that the entire electronic Born-Oppenheimer 
surface may not be relevant to the structural or 
thermodynamic questions at hand, one can choose a 
model which reasonably characterizes the important 
features of the system without referencing the trou­
blesome areas. One method is to simply add restricted 
models of bonding and nonbonding potentials and solve 
with the same equations as for simple liquids.90-94 

Potentials must be judiciously chosen to permit exactly 
the correct number of atoms (stoichiometry), on average, 
to be found at the desired bonding positions. For water 
this presents the problem of having to "tune" the 
functional forms of the potentials with somewhat 
artificial characteristics in order to achieve the bent 
shape of the molecule—a symptom which can appar­
ently only be alleviated when three body forces are 
included in the model. 

One example of this approach is the so-called central-
force model90,92 which gives results that are only of high 
precision when good approximations for the missing 
bridge functions are included. Precision of various 
integral equations aside, the accuracy of this model is 
less satisfactory than the popular molecular mechanics 
functions in common use.95 This approach does have 
definite advantages with integral equations, however, 
such as a predictive and presumably reasonable di­
electric constant. Also, since bonds are neither rigid 
nor permanent, the concept of pH can be examined 
from a statistical mechanical point of view.96 Once 
again, however, the extension to peptide systems is 
difficult, primarily because the creation and adjustment 
of the potential functions necessary to consider a large 
molecule of unspecified symmetry would be a difficult 
problem. 

The most easily utilized class of theoretical approach 
is that where the Ornstein-Zernike equation is extended 
to a site-site form, such as the reference interaction site 
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model (RISM) equation,97 where the relationship be­
tween the site-site pair correlation functions h;,(r) and 
direct correlation functions Cij(r) can be thought of as 
defined by the RISM equation, which can be written 
in fourier space in matrix form as 

php = d)cw + wcphp (10) 

The (i,j) element of the matrix h is given by, 

/»y(A) = 4TT J0"V\(r);:
0(kr) dr (11) 

where c is constructed in a similar way and jo(kr) is the 
zeroth order spherical Bessel function sin(kr)/kr. The 
intramolecular correlation matrix <J> is usually taken to 
have a form related to completely rigid molecules. In 
this case the distance between atoms and therefore 
Boltzmann distribution function for the intramolecular 
pairs is a 5 function in real space whose elements in 
Fourier space are &ij(k) = XiPTJo(kdij) where dy is the 
(positive, fixed) distance between site i and site; within 
the same molecule, and when d;;- = 0, <wy(fe) = 1. Both 
the density matrix p and « contain a scalar PT, the total 
molecular number density. In the case of p the scalar 
density is multiplied by a diagonal matrix whose (i,i)th 
term is the mole fraction, Xi, of the molecule in which 
the ith site is situated. These matrices can easily be 
extended to represent any mixture of single- and multi-
site molecules by adding one to the dimension of each 
matrix for each additional type of site, the only 
difference being that ajy(fe) = 0 if site i and site j are 
in different species. Formally the approach has a set 
of terms in the density expansion which are unphys-
ical.63'68,69,98 

This formalism was extended (XRISM) to polar 
systems by renormalization" but is not without its 
drawbacks which have been examined by several 
authors.63'65'68-71 Nevertheless, the similarity to sim­
ulation results in the short-range structure of distri­
bution functions for many model systems,64 and the 
reasonably accurate energetics obtainable37'38,58 have 
stimulated a fair-sized body of work. The diagrammatic 
inconsistencies underlying the equations have been 
examined and similar theories developed which are on 
the same (correct) diagrammatic level as the better 
known simple fluid HNC and PY theories,98,100 but 
unfortunately the results are significantly inferior to 
the RISM/XRISM results, presumably due to some 
fortuitous cancellation of errors in the latter. 

One unacceptable problem with XRISM results for 
polar salt solutions is the trivial (incorrect) dielectric 
constant which they predict. While this has been shown 
to be easily corrected for pure solvents and for salt 
solutions in the limit of infinite dilution by a scaling of 
the Coulombic potential term,69 this scaling method 
cannot be extended to finite concentration salts because 
the various expression for the dielectric constant are 
inconsistent with each other. Recently, however, a way 
of correcting the XRISM theory by the addition of an 
expression which partially corrects for the missing 
correlations (via a bridge function) has been intro­
duced70,71 which yields both consistent dielectric prop­
erties and does not appreciably change the reasonably 
good short range structure of the XRISM site-site 
distribution functions. This theory (DRISM) yields 
reasonable energetics and osmotic pressures for 1-1 
salts up to concentrations of a few molar. This theory 

has also yielded insights on the common ion effect101 

and the molecular origins of solubility limits.102 

2.5. Intramolecular Problems: Peptide Systems 
The only integral equation applications to date to 

systems of peptides and nucleic acids in explicit water 
(i.e. noncontinuum) have not included explicit salt ions, 
but such work is underway currently. Related simu­
lation studies have primarily concentrated on inter-
molecular distribution functions and their associated 
thermodynamics in solution. All the intermolecular 
theories presented above dealt with pair distributions 
of atoms or molecules. In order to deal with intramo­
lecular degrees of freedom, especially the thermally 
malleable torsions, the entire n-body distribution 
function for the atoms of the solute must be approx­
imated or dealt with in some manner.103 

Biologically interesting molecular systems are often 
intrinsically complicated. The effective interactions 
between even two nonreactive rare gas atoms change 
remarkably in condensed fluid phases such as the liquid 
state. For highly associated liquids such as water, this 
change is even more pronounced. In condensed phases 
for complex solutes one must consider the interaction 
energies as mediated by the solvent.89 These effective 
interactions depend on the free energy of the solvent 
as well as the configuration of the solute and are called 
potentials of mean force. The potential of mean force, 
W(r), gives the free energy or reversible work necessary 
to take a particle or set of particles from an infinite 
separation to a given distance, r. The intramolecular 
PMF for the entire molecule is represented by W(Im) 
where lm is the entire set of coordinates for the molecule. 

One of the most familiar, manifest effects of these 
solvent-mediated potentials is the reduction of inter­
action energy of two charges separated by a large 
distance in solvent.104 As discussed above, this mac­
roscopic dielectric screening is related to several struc­
tural features of the intervening solvent.105,106 There 
are other microscopic consequences for conformations 
as well as the intermolecular interactions. These 
typically manifest themselves in specific (and nonspe­
cific) associations and solvophobic effects. 

Given the pair correlations between solvent and an 
ra-body solute from eqs 6 and 10, it can be demon­
strated107 that the free energy change on solvation is 
simply 

-AA = p> cJr) + -hu(r)2 dr - -c * X * c (12) 
N Y 2 ; 2 

where X is the total solvent density pair correlation 
function which consists of the sum of the inter- and 
intramolecular pair correlations of the solvent. In fact 
it may be shown that this equation without the hy(r)2 

term is equivalent to a gaussian field theory107 of the 
free energy change. This equation requires the use of 
a new solution of eqs 6 and 10 for each molecular 
geometry to be considered which can be cumbersome 
for large solutes or for tagging more than one degree of 
freedom. We can approximate the n-body distribution 
via a superposition approximation at the pair level in 
the spirit of the Kirkwood approximation to the triplet 
distribution function. 

The intramolecular PMF for the entire molecule, 
represented by W(lm) may be obtained within a 
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superposition approximation108'109 as 

W(IJ = £>W a T ( r a 7 )+E( l m ) (13) 
ay 

where lm is the entire set of coordinates for the molecule 
and E(lm) is the intramolecular potential (molecular 
mechanics) energy. AWay(ray) is frequently called the 
cavity potential for sites or atoms a and 7 at a distance 
ray at infinite dilution. VP(In,) can, thus, be interpreted 
as the coordinate dependent Helmholtz free energy for 
the molecule in solvent environment. The superposi­
tion approximation takes the solvent modification as 
acting only upon distant pairs of free atoms and then 
superimposes them to build a molecule in solvent. 

Knowing A Way(r) from the solution to eq 13, a matrix 
table may be constructed consisting of all different 
nonbonded pair combinations of atom types a and 7 
on a distance grid. An effective potential surface for 
the peptide in aqueous solution is then constructed by 
adding the solvent cavity potential to an existing 
vacuum molecular mechanics potential surface. Once 
the free energy function is assembled, we may optimize 
the geometry of the system with respect to the free 
energy. This technique is referred to as free energy 
molecular mechanics. It, like all molecular mechanics 
approaches, assumes that the degrees of freedom of 
interest can be partially decoupled from other degrees 
of freedom by placing the rest of the molecule at its 
local minimum. The difference is that in the case of 
free energy molecular mechanics, a solvent probability 
distribution modifies the local energetic surface cor­
responding to the solvation shells of the atoms involved. 

Stochastic dynamics in the form of Langevin dy­
namics may be used to model the kinetic effects on 
such a free energy surface. Langevin dynamics on a 
potential of mean force energy surface has recently been 
used to model the effects of aqueous solvent on the 
structure and dynamics of the alanine dipeptide.110 

Using such a method has many inherent approxima­
tions. The most severe approximations are: (1) not 
using a frequency-dependent friction and (2) approx­
imating the solute rc-point internal distribution function 
by superposition of pair free energy terms. Approxi­
mation 1 gives a flat (white noise) force-force auto­
correlation function which means one can drive (and 
damp) the system at some frequencies not necessarily 
accessible to the physical system we wish to model. In 
making the second approximation, one assumes that 
the solvent-mediated nonbonded interactions between 
atoms in the solute may be represented by the inter­
action between the same isolated atoms in a polar 
molecular solvent at infinite dilution. 

Obviously, for molecules with a well-defined interior, 
such as globular proteins, this is not appropriate, but 
it appears to be a good approximation for a solvent-
exposed system like di- or tripeptides and other small 
organics.111 Clearly, the potential of mean force is a 
thermodynamic, equilibrium property. Thus, many 
individual short-time events are averaged out of the 
resulting solvation picture utilizing a potential of mean 
force and Langevin dynamics while preserving the 
correct long-time, equilibrium result. The applicability 
of the potential of mean force surface thus assumes a 
Born-Oppenheimer-like separation of time scales be­
tween rapid internal and solvent motions versus the 
slower transitions that are being studied. It is likely 

that the present scheme will be a useful approximation 
for many problems including other small molecules and 
peptides. 

2.6. Molecular Dynamics Computer Experiments 

Computer experiments, while computationally te­
dious, provide one of the most accepted routes to 
connect the microscopic model with the macroscopic 
behavior. We will concentrate on molecular dynamics 
rather than Monte Carlo techniques due to the latter's 
far less frequent use with peptide/protein systems.33 

With recent advances in the techniques of computer 
simulations, it is now possible to perform molecular 
dynamics simulations in each of the six main ensem­
bles: NVE, NVT, NPH, NPT, nVL, and nVT (N = 
number of particles, V = volume, E = total energy, T 
= temperature, P = pressure, H = enthalpy content, n 
= chemical potential, and L = Hill energy) and for many 
other systems where couplings to nonequilibrium baths 
or representations of electronic degrees of freedom are 
possible. This has been accomplished in large part by 
the extended system approach first proposed by 
Andersen,112 where extra "extension" variables are 
introduced which couple the physical system to either 
a heat, pressure, chemical potential, or other forms of 
a surrounding bath. 

We present the equations of motion which describe 
the simplest system to simulate: one with a constant 
number of particles, at a constant volume and with a 
constant total energy. While the use of extended system 
dynamics is having an important impact on this area, 
it is beyond our present scope. Surveys of the area of 
computer simulation methods exist31-34 and should be 
referred to by the serious worker in this area. 

In most common molecular dynamics simulations, a 
system of N atoms is described by the generalized 
coordinates and momenta of the atoms (or sites) {q,p\, 
and a classical Hamiltonian, Ti, composed of kinetic, 
ft, and potential, 0V, contributions 

Ji = 3i(\p}) + V(W) = -Y + <V({q}) (U) 

where m;, <?,-, and p,- are the mass, position, and 
momentum of atom i, respectively. From this Hamil­
tonian the Newtonian equations of motion are readily 
derived. 

where iji is the acceleration of particle i. In addition 
to the Hamiltonian or total energy, the conserved 
quantities are the total linear momentum and the total 
angular momentum. In practice the total angular 
momentum is not conserved if periodic boundary 
conditions are used; however, the time average of the 
components of the total angular momentum should be 
zero31 for cubic or rectilinear samples. This is not the 
case for more exotic boundary conditions based on 
rotational groups rather than simple space groups.113 

In order to handle the problem of long-ranged forces 
in a simulation, a number of approaches have been 
proposed. The use of interaction truncation methods 
is commonly used to model the expected reduction and 
therefore importance of interatomic forces at a large 
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distance.1U This approximation results in far less costly 
equations of motion to integrate. For dipolar systems 
this seems to be a good qualitative approximation and 
leads to few artifacts. For ionic systems and systems 
involving charged peptides or protein and ions even 
the qualitative behavior can be drastically affected by 
such truncations.115'116 To alleviate this, one method 
commonly used is that of lattice sums or Ewald sums.31 

The Ewald potential117 for a system of AT atoms each 
carrying a charge, q, in a box of length L, surrounded 
by a medium of dielectric, c', is given by118 

t N 

V(r,e')= Y qiqjH,rij)+-Yq? + 
Ki<j<N * i'=l 

where 

- erfc(/c|r + nL\) 
4/(r) = Y + 

ffl-o \r + nL| 
1 - 1 / 2 « ir2|n|2\ 

— > — expl — n • r I (17) 
^L|^o |n | 2 \L K2L2/ 

with 

(18) 
and 

erfc(x) = 1 - -^= f* expH2) dt (19) 

The sum over the lattice vectors, nx, ny, and nz is 
performed for all |n| < a small integer usually between 
4 and 10 which produces a roughly spherical arrange­
ment of images layered around the central box. The 
value of K which produces converged results depends 
on the number of lattice vectors taken. In addition, 
there is the choice of the dielectric response of the 
medium which surrounds the set of images which is 
specified in d. Common choices of e' are the dielectric 
constant of the system (if known), unity, or »(so called 
"tin foil" boundary conditions). 

Ewald sums are certainly not artifact free, but they 
do have the advantage of producing a smooth force at 
all distances.31'116 Other reaction field-based methods 
also exist and may be used (with some care) for these 
systems. This is an active area of current research. 

3. Results 

We now review the results relevant to the focus of 
this article. For background we have chosen to include 
a brief survey of salt water results. This, we hope, will 
give the reader a basis for comparison of the behavior 
of salt and solvent with and without the presence of 
peptides and proteins. 

3.1. Integral Equations Applied to 
Water-Electrolyte Systems 

3.1.1. Continuum Solvents 

The early works utilizing integral equations applied 
to realistic models of a 1-1 electrolyte such as the alkali 

halides119,120 produced important insights into the 
relation between the interionic correlations and ther­
modynamic properties such as the osmotic pressure 
and mean activity coefficients. These early calculations 
used primitive or decorated primitive models. Thus, 
only a simple dielectric was used to account for solvent 
effects. The only explicit effect due to solvation shell 
overlaps were included phenomenologically via the so-
called Gurney cosphere overlap terms in the input 
potential surfaces.120-121 In these results no oscillations 
in the resultant potentials of mean force are seen until 
the density of ions is sufficient to produce mild density 
waves in the system. This will be contrasted with 
molecular theories below. 

While the results utilizing the HNC integral equations 
with a continuum solvent dielectric for monatomic ions 
are reasonable up to around 1 M in concentration,121 

there is a formal problem associated with the neglect 
of the dielectric constant on the interior of the solute.122 

When the size of the solute becomes large enough so 
that it is reasonable to speak of an interior and a solvent-
exposed exterior, this becomes a serious problem 
affecting the computed properties. This is clearly the 
case for a macromolecule such as a protein. The extent 
to which this matters for smaller solutes depends on 
the accuracy of the desired results (see below). 

3.1.2. Molecular Solvents 

Molecular solvents produce qualitatively different 
interionic correlations. This is confirmed using both 
angular expansion methods,66,67'123 and site-site tech­
niques68 for a model system of 1-1 electrolytes resem­
bling the alkali halides in explicit water. The observed 
interionic correlations, even at infinite dilution,68,67 

contain oscillations related to the structure of sur­
rounding and intervening water molecules. The trends 
observed in a related series of alkali halide potentials 
of mean force and the relative sizes of the solvent-
separated free energy minima and contact minima are 
reasonable. Selected results have been qualitatively 
confirmed by simulations employing umbrella sam­
pling124-126 or other free energy techniques.127,128 That 
such nontrivial correlations exist and are related to 
solvent structure is now widely accepted. The mag­
nitudes, however, are still in question. 

Sensitivity to both solvent and ion model parameters 
has been demonstrated.129 Ionic mobilities have been 
calculated for these systems using a variety of model 
potential of mean force results.130,131 In particular in 
the case of certain like ion pairs such as Cl--Cl-, it was 
found that the concentration dependence of the distinct 
diffusion coefficients could not be fit with oscillations 
as large as those predicted by simulation and integral 
equation theories for certain nonpolarizable ion-water 
potential models. 

This observed sensitivity to models is both exciting 
and frustrating for the workers in this field. On one 
hand the sensitivity means that it may be possible to 
extend these techniques to larger systems such as 
peptides and proteins and obtain results that match 
experiment and thus have predictive value. Conversely, 
such sensitivity may be pathological and mean that the 
current level of mean field models in common use can 
never be trusted to give more than qualitative agreement 
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with experiment, especially when used on large intrin­
sically complicated solutes. 

3.2. Simulations of Water-Electrolyte Systems 
The earliest simulation studies of ionic solutions were, 

much as the early theoretical results given above, 
performed in a dielectric continuum model of water 
(no explicit solvent molecules) and many excellent 
reviews (such as ref 132) to that literature are available. 
These primitive models will not be discussed further. 

3.2.1. Structure 
While Monte Carlo and molecular dynamics com­

puter simulations have been employed in many infor­
mative studies of ions in explicit water12,133-136 most of 
these have involved isolated ions in water. Structural 
correlations obtained from these studies have allowed 
the determination of interaction energies between ions 
and water. Such techniques are useful in testing and 
tuning parameters against experiment35 (given the 
caveats mentioned above). 

Molecular dynamics (MD) simulation has been used 
to investigate the structure-making and structure-
breaking capability of various ions. A number of early 
attempts were made on various ionic systems, testing 
different technological (methodological) approaches.137 

One very early attempt quantified the negative hy­
dration effect for a model system.138 While some 
concentrated solutions have been studied early 
oni37,i39,i4o m o s ^ simulations were conducted in a 
manner to approximate infinite dilution. 

The advent of improved parameters and methods, as 
compared to those available for use in the earliest 
explicit water studies, have allowed ionic simulations 
to consider subtle chemical effects in a periodic series. 
A series of MD calculations for systems composed of 
[M+]aq and [X-]aq where M+ was Li+, Na+, and K+ and 
X- was F- and Cl- investigated the mobility and 
hydration of ions in solution.23-141 The systems were 
composed of either 64 or 125 water molecules and one 
[M+] or [X-] ion. Infinite dilution was approximated 
by not allowing the ion to interact with its images via 
the usual periodic boundary conditions. The water 
molecules were treated as rigid bodies. All electrostatic 
interactions were calculated using the Ewald proce­
dure142,143 (see above). As previously mentioned, this 
method avoids the problems associated with the use of 
electrostatic cutoffs.132.144-146 Structural data obtained 
included radial distribution functions, coordination 
numbers, and ion-water geometries. Individual radial 
distribution functions for ion-water oxygen and ion-
water hydrogen were analyzed in terms of an idealized 
model proposed previously.3-6 Simple ion size based 
trends reflected the available experimental data. 

The radial distribution functions, g(r), for the cations 
were characterized by a large first peak in g(r) for cation-
water oxygen. The height of this ion-water peak 
decreased in size from Li+ to Na+ to K+. This result 
was also noted in the integral equation studies men­
tioned above.68,66,67,123 This same trend was followed 
by the second peak (solvation shell) as well. It is worth 
noting that the cation-water oxygen g (r) fell to nearly 
zero after the first peak for both Li+ and Na+, indicating 
that the first solvation shell was very tightly bound to 
the ion. This minimum was much shallower for K+. 

This is consistent with the picture that smaller ions are 
better structure makers. For the anions, the main peak 
in the g(r) for anion-water hydrogen was of approxi­
mately the same height. Two closely spaced peaks were 
interpreted as representing two nonequivalent hydrogen 
atoms, supporting a configuration where one water 
hydrogen points, on average, nearly directly at the ion 
and the other points toward the bulk. The coordination 
number, defined as the mean number of water molecules 
in the first coordination sphere, was roughly octahedral 
for the smaller ions Li+, Na+, and F-. The coordination 
number for the larger ions, K+ and Cl-, was somewhat 
larger, as might be expected,12 but has been shown to 
vary with method and model.38,58 Some experimental 
data has suggested an octahedral first shell for Cl- in 
concentrated solutions, however.147 

The relationship between the radial distribution 
function of cation-water oxygen and that of cation-
water hydrogen has been used to derive information 
about the strength with which the first solvation shell 
is held.12,148 For instance, a firmly held solvation shell 
is indicated when the coordination number, found using 
the usual integral of gcat-o(r) up to the first minimum, 
has a value equal to half the number of hydrogens within 
the first peak of gcat-nM. Such a stoichiometric 
relationship has been observed for the sodium and 
lithium ions. If, however, the first peak of gcat-HM 
integrates to more than twice that of gca^-o(r), as has 
been observed for the potassium ion, appreciable 
penetration by the bulk solvent is indicated. Other 
studies141 have indicated that some penetration from 
the bulk occurs even for the smallest ions. 

While most simulation studies have dealt with 
monovalent ions, some divalent ions have been inves­
tigated. The development of new potential surfaces 
for Ca2+/H20 and Ni2+/H20 has allowed the calculation 
of individual radial distribution functions, gc&o(r) and 
gcaHir), for these systems.141 It was found that the water 
around Ca2+ is more structured than water around Li+. 
This is likely due to the fact that the larger radius is 
more than compensated for by the higher charge on the 
Ca2+. The first peaks in the partial radial distribution 
functions, gmo(r) and gKM(r), are higher and narrower 
than in the calcium case, indicating a more stable 
solvation shell. It has been asserted that this could be 
expected on the grounds of ligand field stabilization 
and, more simply, electrostatics, due to the deeper well 
in the Ni2+ZH2O potential. While the comparisons with 
experiment for these systems are not perfect, such 
models may be useful as "working models" as the 
techniques are refined. Microsecond exchange times 
for inner sphere water molecules make the equilibration 
of simulations with divalent cations problematic and 
thus aspects of the results obtained so far are suspect. 
This is especially unfortunate given the role that certain 
divalents play in peptide and protein systems.149 

The structure of water around ions, represented by 
ion-solvent correlation functions, is more readily ob­
tained from experiments than are the ion-ion corre­
lations. This is primarily a concentration/detection 
problem for the diffraction experiments. Nonetheless 
information on all the partial contributions to the 
experimentally observed structure factor are available 
for some ionic solutions.3-6 
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Below we will contrast this behavior with that seen 
in the three-component peptide-salt-water systems. 
Some sharp differences will be found in comparing 
radial distribution functions and coordination numbers. 
The effects of other strongly polar molecules on the 
properties of salt water is profound. The effect of salt 
water on such molecules is found to be equally striking. 

3.2.2. Simulated Dynamics of Ionic Solutions 

Dynamical data obtainable from MD simulations 
includes self-diffusion coefficients and velocity and 
orientational correlation functions. Aspects of these 
functions can be obtained through various spectroscopic 
techniques. The relationship between experimentally 
observed features and computationally derived corre­
lation functions has been investigated and reviewed 
elsewhere.148,150,151 

The self-diffusion constant is related to the temper­
ature and viscosity of the solution and the effective 
radius of the molecule or ion (see ref 21). A clear trend 
of increasing self-diffusion coefficient with increasing 
ion size has been simulated23 in accordance with what 
is observed experimentally.152 Unfortunately, in studies 
involving only one ion, sufficient statistics are difficult 
to obtain, and the results employing interaction trun­
cation schemes have been shown to provide an under­
estimate of the actual number for a particular model.153 

In order to avoid these difficulties, a method has been 
proposed23 in which the diffusive behavior of the ion 
is explored in terms of a solution to a Langevin 
equation49 where the frictional coefficient is represented 
by the result for hydrodynamic friction on an oscillating 
sphere in a medium with nonzero viscosity.154 While 
some problems with this method exist,23 the statistical 
difficulties are avoided. 

In addition, this view creates an explicit connection 
between the hydration of the ion and its mobility in 
solution.131 For instance, the relatively low value 
previously found for Li+ 23 is consistent with the 
effective radius of the ion being larger than that of the 
bare ion. It appears that strongly hydrated ions, such 
as Li+, behave, loosely, as "solventbergs",23 diffusing 
over many solvent diameters with a virtually intact first 
coordination shell. This further supports the evidence 
that small ions tend to behave as structure makers. 

While self-diffusion constants provide a link between 
the hydration and mobility of an ion, microscopic details 
of the dynamic environment of the ion are gained 
through orientational and velocity correlation func­
tions.130,131 These functions are also related to exper­
imentally obtained NMR spectra.150 Both the velocity 
and orientational correlation functions for the alkali 
halides have been calculated23,148 and have proven to 
be similar to those of pure water. This compares 
favorably with experimental data for alkali halide 
solutions.2,155,156 One interesting feature23 is that the 
larger ions, such as K+, F-, and Cl-, exhibited contri­
butions from two distinct low frequencies. The smaller 
ions, Li+ and Na+, however, showed a single (damped) 
higher frequency, interpreted as the rattling of the ion 
in a "cage" of solvent molecules. The frequency found 
in such systems, assigned as the Einstein frequency, is 
characteristic of both the solute and its interactions 
with the solvent. This interpretation appears to have 
been complicated by the use of interaction truncation 

schemes in the early simulations. It was recently 
demonstrated that in the limit of infinite cutoff distance 
no cage frequency exists for the monovalent ions.153 

Another property important in the study of the 
dynamic behavior of ions in aqueous solution is the 
residence time, TR, defined as the mean time a particular 
water molecule resides in the first solvation sphere of 
an ion. This quantity can be measured for paramagnetic 
ions by NMR. Because of the diamagnetic nature of 
solutions of alkali and halide ions, direct spectroscopic 
measurement is not practical at this time;157 however, 
values have been inferred.158 Residence times are 
readily calculated during a simulation of large mono­
valent monoatomic ions,23 and the relevance of residence 
times to the concept of hydration is well established. 
Clearly, for the divalent and transition metal ions where 
the interactions are less clearly purely electrostatic (i.e. 
some covalent character exists), residence times are not 
easily observed in current simulations given that one 
needs to simulate for many times the mean exchange 
time in order to have reliable statistics. 

The concept of hydration has been extensively 
explored. It has been asserted that hydration can be 
viewed as "persisting coordination".23 Following the 
definition put forth by Bockris and Reddy,1 this includes 
water molecules which are associated with the ion for 
times of length that allow the waters to participate in 
the diffusive motion of the ion. Consistent with smaller 
ions being better structure makers, residence times 
decrease with increasing ion size. Evidence suggests 
that temperature is also a factor. As previously 
mentioned, these results were incorporated into a model 
which relates ionic mobility to fluid viscosity, thereby 
linking structural data such as coordination number 
with ionic mobility, a dynamical quantity.23 

The effects of temperature23,141 and pressure141 on 
hydration number have also been studied by simulation. 
It has been found that the first solvation shell around 
Cl- is relatively insensitive to pressure, with the 
predominant structural change as pressure increases 
occurring in the second shell, as determined by the shift 
in location and increase in height of the second peak 
in gcioir)- While these results can be experimentally 
obtained,159 the experimental systems studied so far 
have been at significantly higher concentration where 
effects of counterions are not negligible. The coordi­
nation shell around Ca2+ was even less sensitive to 
pressure and temperature than that of Cl-. 

3.3. Integral Equation Results on Aqueous 
Peptide Systems 

With integral equation techniques in hand it is 
possible to consider the effects of solvent environment 
on conformations of a given system of interest in a 
qualitative way with little computational effort. The 
effects of an aqueous environment on the soft confor­
mational degrees of freedom, such as torsional motions, 
can be quite profound. As an example we consider the 
solvent modified surface for the alanine dipeptide, 
JV-methylalanylacetamide. This molecule has been the 
subject of a number of solvation studies in the past.160-163 

Using the solvent contribution to the free energy and 
a molecular mechanics potential, the angles 0 and 4> 
were fixed and the other degrees of freedom were 
allowed to relax to the energy minimum (geometry 
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Figure 1. Comparison of the adiabatic vacuum potential 
surface (a) and the solvated free energy surface or potential 
of mean force for the <t>-$ dihedral angles in the alanine 
dipeptide in water calculated from a superposition approx­
imation (b). Lowest contour is bold. Highest contours are 
dashed. Contours are spaced by 1 kcal/m. 

optimized). Then the angles were changed, and the 
procedure was repeated until the entire torsional angle 
free energy surface was mapped out. 

Many of the barriers between torsional states were 
found to be lowered, and several other low-energy wells 
not seen in the vacuum surface appeared. A comparison 
between an energy surface for the angles 0 and \p and 
the free energy surface is given in Figure 1. Considering 
the populations of energy states, it is obvious that many 
new conformations are accessible and stabilized in 
solution that were not even apparent in vacuum. The 
difference between the intramolecular potential energy 
and the intramolecular free energy in solution is often 
striking. 

Studies on tripeptides,164 and even decapeptides, are 
now in progress. This method should be reasonable up 
to around 20 or so amino acid residues. Beyond that 
point most polypeptides begin to have recognizable 
stable secondary structure. As such they begin to 
exclude salt and solvent from the interior, and the 
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Figure 2. The calculated PMFs for the DPDPE x1 dihedral 
of tyrosine in aqueous (circles) and saline (crosses) solution. 
Note that the relative stability of the g(-) and t conformations 
are reversed in the presence of salt. The solid line is the 
corresponding adiabatic surface for a dielectric continuum of 
80. The dashed curve is the underlying dihedral potential 
(taken from ref 181). 

superposition approximation breaks down. In such case 
the nonpairwise free energy surface, eq 12, must be 
used with all of its attendant computational complex­
ities. 

As we have demonstrated above the packing and 
screening effects can be profound in a solvent-like water. 
Even more phenomena are possible in salt solution. In 
the following section, in the case of the DPDPE peptide 
molecule, via simulation, we show in Figure 2 that not 
only is there a difference for the rotameric free energy 
surface in changing from vacuum to water but that an 
equally striking change occurs with salt addition. Such 
studies often require 106-109 more computation time 
than an equivalent integral equation study. Currently, 
methods that seek to eliminate explicit salt and solvent 
molecules by use of the effective interactions via a 
potential of mean force are limited to solute molecules 
where most atoms are directly exposed to solvent109 

(Le. the limitations of the superposition approximation). 
For small peptides and extended biopolymers, this does 
not appear to be a severe limitation.111 In any case, for 
larger complexes explicit simulation of the aqueous 
environment is still the method of choice. 

3.4. Simulations of Peptide Systems in Salt 
Water 

As previously mentioned, understanding the behavior 
of salts in aqueous solution has profound importance 
in biological applications.29,149 In recent years, molec­
ular biological and biotechnological techniques have 
grown to make modification of the structure of proteins 
a realistic experimental endeavor. Information on 
molecular structure and behavior that can be gained 
from a computer simulation can potentially provide 
clues about which modifications in structure might 
produce the desired activity. Furthermore, the ability 
to accurately calculate thermodynamic quantities such 
as free energies of binding and free energies of solvation 
can lead to information vital to the elucidation of the 
role of salt and solvation in the stability and solubility 
of macromolecules.128 Calculation of free energies of 
binding to within kilojoule/mole accuracy may lead to 
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the possible use of theory to design or alter protein 
structures from first principles.165 Few computer 
simulations have yet reached this point, however. 
Excellent reviews cover many of the methodological 
topics (for instance ref 128 and references therein). 

The two predominant effects of salt on peptides and 
proteins in solution are the altering of solubility, which 
can cause a precipitate or crystal to form, and the 
altering of conformational stability, which can cause a 
denaturing of the native conformation. These two 
effects are clearly coupled and interdependent in a 
number of systems. For over a century, the trends have 
been qualitatively observed.166 The nature and mech­
anism of the underlying processes, however, are still 
not well understood at the microscopic level. 

It is widely appreciated that differences in cation or 
anion charges as well as their relative sizes and 
polarizabilities have important consequences on the 
solvation of ions by water and their subsequent inter­
actions with solvated peptides and proteins.1'167-169 

These differences are expressed in the lyotropic, or 
Hofmeister, series.166,170 The effects of ions are thus 
ordered according to their ability to denature (or 
stabilize) a protein or to increase (or decrease) the 
solubility of a peptide in solution. Possible explanations 
for these processes fall into two broad categories: 
specific association of ions with the peptide and ordering 
of the solvent around the peptide by the ions. Many 
experiments have been done to try to determine which 
of these processes is the driving force in any particular 
situation (for a review see ref 171), but much is still 
unknown. 

The inclusion of salt in molecular dynamics simu­
lations of biological systems presents certain technical 
difficulties.172'173 While simulations of DNA with salt 
are possible,174-176 they present a diverse range of 
phenomena unique to polyelectrolytes, and we will 
concentrate on the addition of salt to the simulation of 
proteins and peptides. Some of the first studies 
including ions and explicit water with a biological 
molecule involved the simulation of proteins in their 
observed crystalline environment.165,177 Although salt 
was primarily present in these studies in order to achieve 
electroneutrality, and the main focus was to compare 
structural data obtained using MD to experimental 
X-ray data, some investigation of the behavior of the 
ions and their interaction with the protein was con­
ducted. 

Recently, molecular dynamics has begun to be used 
to look directly at the origins of the Hofmeister series. 
While previous simulations of peptides in explicit 
aqueous solution used methyl blocking groups to avoid 
technical problems associated with the long-ranged 
forces in a salt atmosphere,160 a zwitterionic bis-
(penicillamine) derivative of sequence Tyr-c[D-Pen-
Gly-Phe-D-Pen], or DPDPE, was more recently sim­
ulated in 1.0 M sodium chloride.178 In this study, the 
explicitly represented system contained 52 peptide 
atoms, 411 water molecules, 9 sodium ions, and 9 
chloride ions. Two simulations of 200 ps each were 
performed to demonstrate insensitivity to initial con­
ditions, especially the placement of salt ions. The 
electrostatic interactions were calculated using the 
Ewald procedure.142'143 As discussed above, this method 
avoids the problems associated with the use of elec­

trostatic cutoffs (for further discussion on the differ­
ences between this procedure and the use of cutoffs, 
see refs 144 and 153). Because this enkephalin had 
previously been simulated in water in the absence of 
salt,179 the study afforded the opportunity to observe 
average structural and dynamic changes due to the 
presence of salt. 

An effect that is expected109 is that the radial 
correlation (distribution) functions of salt and solvent 
around the peptide do not have the same structure as 
those around a simple solute. Rather than a sharp rise 
at "contact" one sees a gradual slope with subdued 
structures. In fact, g(r) between solute and the other 
solution components does not approach unity for most 
atomic sites until after a distance greater than the radius 
of gyration. This is a physical or spacial screening effect. 
The density of solvent and salt should not approach 
that of bulk until the greatest distance from that site 
to the surface of the molecule is exceeded.34 

Some surprising spatial effects were, however, ob­
served. An inner sphere complex was found to form 
between two to three chloride ions and the N-terminus 
of the peptide. In addition, several chlorides were found 
to be simultaneously associated with multiple amide 
hydrogens. This led to some close contact between like 
charged chloride ions. These contacts were made 
additionally favorable by the presence of bridging water 
molecules between them. This type of structure was 
known from the ion pairing literature.124,125,127,129 The 
cations were not observed to associate directly with the 
peptide and retained their individual octahedral co­
ordination in what could be described as an outersphere 
complex. 

These effects have several structure consequences. 
The ion association modified the position of the 
N-terminus relative to its neighboring amide hydrogens. 
This encouraged multiple hydrogen bonding to the 
chlorides. Binding of the ions decreased the end-to-
end distance and subtly altered the appropriate dihe­
drals in order to facilitate the formation of a transient 
intramolecular hydrogen bond. This effect had not been 
observed in the corresponding simulation of DPDPE 
in aqueous solution. 

The associations observed above are in good ther­
modynamic agreement and in rough structural agree­
ment with the mechanism proposed by Timasheff and 
Arakawa180 (see the next section). It had been inferred 
form thermodynamic stability constants that chloride 
was the least preferentially excluded of the anions 
studied and that sodium was the most preferentially 
excluded. The direct interaction between the peptide 
and the chloride ions and the absence of association 
between sodium and the peptide in the simulation 
reflects this trend. This agreement aids in the eluci­
dation of the molecular effects underlying the trends 
observed and categorized by the Hofmeister series. 

The diffusion constants for the salt in the presence 
of DPDPE were found to vary widely (more than a 
factor of 10) for ions which were essentially bound and 
ions free in solution (away from the peptide). Overall, 
the diffusion of ions in such concentrated peptide 
solutions was found to be smaller in magnitude that 
that of pure solutions.144,178 

Further study of DPDPE provided information on 
the effects of salt on the rotations of its side chains.181 



Salt Effects in Peptide Solutions 

The potentials of mean force (PMFs), or relative 
conformational free energies, for rotation about the x1 

aromatic side-chain dihedrals were investigated in 
aqueous and saline solution. It was found that the 
associations between the chloride ions and the peptide, 
described above, led to an alteration in the energies 
between gauche - (g-), gauche + (g+), and trans (t) 
conformations as well as the barriers between them. 
These differences can be seen for tyrosine in Figure 2. 
The relative stability of the g- and t conformations are 
reversed in the presence of salt. The stability of the g+ 
conformation is also affected. In aqueous solution, the 
g+ conformation is unfavorable by 6.1 kJ/mol. In the 
presence of salt, however, this increases to 23.4 kJ/mol. 
This indicates that the t conformation is favored by 
the binding of chloride ions to the N-terminus. Analysis 
of the average salt configuration suggested that the 
interaction of the chloride ions with the N-terminus 
was disrupted in the g- and g+ conformations, but 
optimal for the t conformation. The side chains are 
known to be associated with the pharmacophore, and 
their conformation is believed to be crucial for its 
5-opioid activity.181 

The difference in solvation and structure of DPDPE 
in the presence of a different anion has recently been 
demonstrated.182 Here, DPDPE was studied in 1.0 M 
sodium acetate solution. The details of the method 
were similar to those in previous studies of this 
peptide.178,179 During the simulation several acetate 
ions associated closely with the N-terminus of the 
peptide and several NH groups of the peptide backbone. 
Subtle conformational changes in the peptide backbone 
accompanied these associations. In comparison to the 
DPDPE simulations involving NaCl,178 the number of 
acetates bound to the peptide is reduced, consistent 
with the experimental observation that acetate ions 
have a larger preferential exclusion than chloride ions.183 

In addition, sodium ion binding to the backbone 
carbonyl groups near the negatively charged C terminus 
occurred. While the extent of this binding was small, 
no interaction between the sodium ions and the peptide 
had been observed during the DPDPE-sodium chloride 
simulation. Still, the limited association is in accor­
dance with the degree of preferential exclusion expected 
for sodium ions. The final configurations of DPDPE 
in water,179 DPDPE in sodium chloride solution,178 and 
DPDPE in sodium acetate solution182 are shown in 
Figure 3. For comparison of the instantaneous salt 
distributions, we present Figure 4. The difference in 
clustering is immediately apparent. While such indi­
vidual configurations provide a tempting and even 
compelling basis for comparison, it is only the averages 
over many such configurations which should be asso­
ciated with likelihood or probability. 

Such simulations provide a wealth of detailed in­
formation. However, it is somewhat dangerous to make 
too many direct comparisons with the experimental 
effects of salts on the solubility and stability of proteins 
as described by the Hofmeister series (see below) with 
the results on this particular peptide system.182 While 
charged residues most often reside near or on the surface 
of globular proteins, such binding sites do not often 
occupy such a high percentage of the available surface 
area as they do in the case of the example peptide 
DPDPE. Considering the uncertainties in the inter-
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Figure 3. Final configuration of DPDPE in (a) aqueous, (b), 
saline, and (c) sodium acetate solution. Water and ions have 
been removed for clarity. Note that the disulfide bridge is 
in the same configuration in the three media. 

action model employed in this and all such studies, the 
quantitative magnitudes of these effects are still open 
to question. 

Similarly, the size of DPDPE compared to globular 
proteins must be considered. AU the backbone NH 
groups of DPDPE have a significant average exposure 
to solvent whereas, in most globular proteins, these 
groups are involved in the maintenance of secondary 
structure. With respect to this structural aspect 
DPDPE seems closer to being a denatured protein. The 
weaker binding (larger preferential exclusion) seen 
could then explain why chloride and acetate ions 
stabilize the native form of proteins. On the other hand 
the disulfide bond in DPDPE strongly restricts the 
available conformational space just as secondary struc­
ture restricts /3-bends and short loops exposed on the 
surface of proteins. This argues for DPDPE as a 
reasonable small molecule model compound of proteins 
in so far as salt effects are concerned. Considerably 
more work has to be done in order to separate the various 
effects before one can fully understand the complex 
processes at work in these systems. 
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Figure 4. Instantaneous salt configurations about DPDPE in (a) sodium chloride (small nonbonded atoms Na+, nonbonded 
larger circles Ch), (b) sodium acetate, and (c) ammonium acetate solution. 

3.5. Experiments on Protein Systems in Salt 
Water 

Primarily because of their size and complexity of 
structure, proteins in saline solution present special 
theoretical and experimental challenges. Here we 
consider some of the experimentally observed effects 
of salt on the solution behavior of proteins. The current 
overlaps with theory and computer experiments as well 

as the distance between certain observations and 
current simulation efforts will then be more obvious. 

The most striking effects are related to solubility and 
conformational stability. It was suggested some time 
ago that solubility changes in protein systems are 
governed by processes involving ionic association and 
conformational stability by the reordering of sol­
vent.184'185 Such pictures may be valid as limiting 
behaviors or indeed as limiting laws. Since different 
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conformations can have different free energies of 
solvation, solubility and conformational stability must 
be intimately linked, and the behavior of many systems 
is, therefore, the result of an interplay of various 
mechanisms. 

A number of studies have been performed to try to 
determine which of the limiting processes were dom­
inant. A substantial effort focused on the effects of 
dilute aqueous solutions of several salts on the ther­
modynamic (structural) stability of a series of col-
lagens.186-188 A reversible folding-unfolding transfor­
mation was induced in these experiments by gradually 
increasing the temperature. The change in melting 
temperature, Tm, or temperature where the supposed 
structural transition occurs, was observed as a function 
of salt concentration. As commonly defined, Tm 
represents the temperature of the midpoint of the 
temperature range over which unfolding (or folding) 
occurs. Equivalently at Tm, the helical and random 
coil conformations are equally probable and therefore, 
AG = 0 at that point. Thus 

Tm = AH/ AS (20) 

for a two state transition. It was found that increasing 
the salt concentration moved Tm to increasingly lower 
temperatures. As observed, the change in Tm was nearly 
linear with concentration of salt. 

The difference in Tm with the addition of CaCl2 has 
been investigated for various proteins. It seems from 
those studies that CaCl2 has a destabilizing effect not 
unlike an increase in temperature on these species 
suggesting that the effects of salts such as CaCl2 involve 
the solvent structure itself independent of the confor­
mational details of the proteins involved.189 

The effects of other salts on the thermal transition 
temperature have also been investigated.189 Some salts, 
such as KSCN and CaCl2, appear to destabilize the 
folded or ordered form and others, such as KH2PO4 
and (NH4)2S04, stabilize the ordered form. Simple 
alkali halide salts such as KCl and NaCl were found to 
be essentially inert in this respect. The apparent linear 
relation with concentration has been fit to 

Tm = Tm
(0> + KmCa (21) 

where Tm
(0) and Tm are the melting temperatures of the 

protein in water and in aqueous solution of salt of 
concentration C8, respectively. Km, the slope, varies 
with chemical composition of the salt and has been 
ascribed to be a measure of its ability to perturb 
conformational stability. 

Such results have been rationalized on the basis that 
the stability of native protein structure is affected by 
the salts through a competitive reorganization of the 
water. This type of reorganization has been postulated 
to be a necessary factor for the stabilization of the 
collagen type helix.188,189 In terms of free energy, the 
major effect of an ion in a protein salt-water mix is 
seen then to increase or decrease the free energy of 
transfer of residues from the inside of the protein to 
the solvent environment. This class of effects were seen 
to apply to a wide range of systems which involve a net 
transfer of residues from an unsolvated environment 
to solution.190 This is supported by the observation 
that the effect of a given concentration of salt is nearly 

independent of the concentration of protein over a 
physiologically relevant thermodynamic state range.186 

Data on thermal transitions can be correlated with 
information from other experiments.190 An interesting 
comparison involves the effects of increased salt con­
centration on the activity coefficients of a number of 
nonpolar nonelectrolytes, such as benzene and polar 
nonelectrolytes like adenine.191 As salting out agents, 
both anions and cations closely follow the Hofmeister 
series in order of effectiveness. Since the Hofmeister 
series holds not only for proteins but for an assortment 
of other chemical species, it has been taken as support 
for the fact that the predominant effect of ions occurs 
through a competitive reorganization of the water.190 

The picture given that the dominant effect of salts 
on protein molecules is via a solvent perturbation 
mechanism has been challenged.184-192'193 While pre­
vious results186-188 had been seen as support for a solvent 
disruption mechanism, they could also be explained by 
the direct binding of ions to the amino acid residues of 
the protein.192 The apparently simple linear relation 
above then seems to be an approximation to a case 
involving binding. In support of this idea, Flory and 
Weaver showed that the rate at which the native form 
could be repopulated in solutions of various salts could 
be essentially quantitatively explained by the mech­
anism proposed for the same process in the absence of 
salt.194 Thus a consistent, quantitative description of 
the effects of salts could be obtained for both the 
thermal transition temperature and the reversion 
kinetics by employing a direct binding process for 
melting and the Flory-Weaver mechanism for the 
reversion kinetics. 

The approach to this problem by Jencks used the 
determination of the activity coefficient for a small 
blocked (nonzwitterionic) tetrapeptide, acetyltetra-
glycine ethyl ester (ATGEE), in the presence of various 
salt solutions.192 In this system both the denaturation 
and solubility of the peptide could largely be accounted 
for by the effects of the salts on the amide groups which 
become exposed during these processes. A combination 
of two effects was proposed: a general salting out effect 
described by a nonspecific "internal pressure" effect 
and a direct interaction between large anions and the 
amide dipole. This latter effect correlates well with 
the association seen in the DPDPE-NaCl simulations 
described above. The association of chloride ions with 
the amide hydrogens fits the model proposed nearly 25 
years before. 

It has been proposed that certain ions might act by 
both association and solvent reorganization simulta­
neously, with one mechanism or the other dominant 
with different proteins or different ions or at different 
stages of denaturation.184 There was the suggestion 
that cations and anions acted by different mechanisms. 
Experiments were interpreted as indicating that in 
addition to direct ion-peptide interactions, ions act by 
increasing the ability of water to denature proteins.186 

Presumably this would be caused by a significant 
alteration of the liquid structure of water, accompanied 
by a concomitant release of potential hydrogen-bonding 
sites, or via the interaction of water with ions in such 
a way as to modify the hydrogen-bonding ability of 
water. Thus two classes of salts exist: those that operate 
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directly on proteins and others that assert their 
influence on the protein through the solvent. 

A simple solvation shell picture has been offered180'195 

to codify these results. It has been proposed that 
solubility and stability are governed by a balance 
between specific associations and solvent reordering 
effects. 

A considerable body of experimental results related 
to this problem exists in the form of crystallization 
conditions.180 Interactions between proteins and var­
ious substances which lead to stabilization or precip­
itation are then investigated somewhat indirectly. 
Stabilization and precipitation appear to be accom­
panied by preferential exclusion of the cosolvent (salt) 
from the solvent volume immediately surrounding the 
protein. Thus, the protein is preferentially solvated. 
This effect leads to an increase in the chemical potential 
(change in free energy) of both components making 
both unfolding or solubilization less favorable. 

This effect is quantified in terms of a salting out 
constant, Ks, related to the change of the chemical 
potential of the protein by the salt, in both the 
precipitate and in solution. This sort of thermodynamic 
interaction parameter may be used to construct a phase 
diagram (isotherm) for any given solution, which gives 
the limiting value of protein solubility. 

These effects on protein solubility for a series of 
salts180 are indeed complicated. The solubility of a 
protein is increased at low salt concentration (<1.0 M), 
that is, salting in occurs. Solubility of the protein 
decreases with increasing salt concentration, leading 
eventually to a salting out effect. Thus the salting in 
action of various salts appears primarily due to non­
specific electrostatic effects generally thought of in 
terms of Debye-Hiickel effects; salting out is more 
complicated. It is widely appreciated that the order of 
effectiveness of the salts as precipitants indeed does 
follow the Hofmeister series. 

The salting out effect may be viewed as two competing 
mechanisms with contributions from nonspecific pref­
erential exclusion and specific binding of the ligand to 
the protein. Possible sources of preferential exclusion 
and the ability to more accurately describe this phe­
nomena are a current aim of computer simulations and 
analytical theories. The example ofDPDPEin various 
salts (see above) shows this, at the microscopic level, 
to be a consequence of a delicate energetic balance when 
viewed from the pair energy distribution functions for 
the system. 

Timasheff has suggested these effects be separated 
into two categories: those which are independent of 
the protein and those influenced by the chemical nature 
of the protein.180'196 An interesting combination of 
microscopic and macroscopic concepts have been in­
voked to explain this separation. The category which 
is independent of the protein is governed by interactions 
with the solvent and includes steric exclusion and 
alteration of the surface tension (surface free energy). 
Steric exclusion arises from the size and packing of the 
cosolvent relative to water which discourages penetra­
tion beyond the initial contact with the protein. This 
type of preferential exclusion effect is the same as the 
typical preferential hydration seen in water-poly­
ethylene glycol) (PEG) systems.197 Surface tension 
effects are ascribed to arise due to the increase in the 

surface tension of water by the cosolvent. This would 
then lead to a depletion of the cosolvent from the volume 
immediately surrounding the protein. 

Whether this type of macroscopic analogy holds for 
a microscopic system is not clear. Here, the area of 
contact between two molecular species is viewed as a 
macroscopic (continuum) interface, with a correspond­
ing interfacial surface tension. The mechanism invoked 
by this picture suggests that the interfacial tension is 
changed by the presence of ions. Viewed thermody-
namically as a Gibbs adsorption isotherm,198 this results 
in a deficiency of ions in the surface layer. Such a 
preferential exclusion has been used to interpret data 
for a variety of cosolvents and additives: sugars198,199 

many salts,200'201 and amino acids.202 For each of these 
cases, addition of the substance increases the surface 
tension of water. 

The second category from above seeks to describe 
those effects which depend explicitly on the specific 
chemical nature of a particular protein. Presumably 
the microscopic details should then involve a net 
effective attractive or repulsive interaction between the 
cosolvent and the protein. In the case of MPD 
(2-methyl-2,4-pentanediol), a known precipitator of 
aqueously soluble globular proteins, the alkyl diol 
appears effectively repelled by charged groups on the 
protein surface; that is, hydration is more favorable 
than solvation by the diol.203 This category also includes 
compounds which are often described as solvophobic 
such as glycerol. Compounds such as these play off the 
hydrophobic effect, making contact between the non-
polar regions of the protein and the solvent less 
thermodynamically favorable.196'204 

The thermodynamically based picture that emerges 
shows that the effect of preferential exclusion leads to 
salting out, while conformational stabilization relies 
on a balance between exclusion from and binding to 
the native and denatured states, respectively.196 This 
sort of thermodynamic analysis is useful to demonstrate 
the fundamental difference between specific site bind­
ing and preferential interactions. It demonstrates that 
both stabilization and denaturation are controlled by 
microscopic correlations leading to the observed pref­
erential interactions. Such correlations are a primary 
result of analytic theory and simulation. Understanding 
the energetics and mechanisms underlying such cor­
relations is a worthy goal of such studies. 

3.6. Simulations of Protein Systems In Salt 
Water 

While single configuration calculations of the solvent 
around a significant macromolecule are possible205 with 
the site-site (XRISM or DRISM) style of calculations, 
no studies yet exist which take into account the 
correlations induced by the significant structural fluc­
tuations found in proteins. Simulations thus provide 
a convenient route to examine a microscopic model of 
these flexible systems in a nontrivial environment. 

One such study has been performed on a pancreatic 
trypsin inhibitor (PTI) molecule, a postively charged 
protein at neutral pH.177 The simulation of a full 
crystallographic unit cell of PTI, involving 4 protein 
molecules, 522 water molecules, and 24 chloride ions, 
limited the study to a trajectory (40 ps) that is short 
by today's standards. A range of self-diffusion constants 
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was observed for the chloride. These were dependent 
on the degree of interaction between the chloride ions 
and the protein. It was also observed that the PTI 
seemed to stabilize a number of water molecules in the 
first solvation shell. As mentioned above, simulations 
of DPDPE also exhibit a range of self-diffusion con­
stants. 

An excellent test of simulation data on proteins or 
protein crystals is provided by comparison to experi­
mental X-ray data. In the PTI crystal simulation, root-
mean-square (RMS) positional fluctuations for the 
protein atoms, averaged over each residue, showed 
satisfactory agreement with fluctuations obtained from 
a set of X-ray (Debye-Waller) temperature factors.206'207 

In addition, simulated inter- and intramolecular hy­
drogen bonds were compared to those inferred from 
the experimental data. Most of those known in the 
crystal form were observed in the simulation. It is less 
clear how much of this agreement was due to the 
accuracy of the simulation versus the precision obtained. 
It has been demonstrated that the use of interaction 
cutoffs in these early simulations restricted the motions 
available to the protein model.115 

The chloride ions in the PTI crystal study were 
analyzed in terms of their diffusion constants. The 
hydration shell of the chloride appeared to be quite 
stable. This was attributed to stabilizing effects exerted 
by the surrounding protein. Interestingly, it was found 
that 40% of the chloride ions did not exhibit hydrogen 
bonding to the protein due to their own tightly bound 
first solvation shell. As previously mentioned, the role 
of salt in the solubility and stability of proteins is 
thought to be due to direct association of the ions with 
the protein, ordering/disordering of the solvent around 
the protein, or an interplay of both. Information from 
simulation studies may play a part in the understanding 
of this phenomenon. 

Another molecular dynamics study of a protein in its 
crystalline environment involved the simulation of the 
behavior of a serine protease, Streptomyces griseus 
protease A (SGPA).165 All atoms of two serine protease 
molecules were included. The solvent of crystallization 
was also explicitly represented, including water and 
salt ions. The simulation included two of the four 
asymmetric units present in the SGPA crystal unit cell 
studied. At the pH of the study, the protein had a net 
charge of +5. The crystal was grown in 1 M sodium 
dihydrogen phosphate. Again to mimic the experi­
mental conditions, and given the charge of +5 on the 
protein, 26 dihydrogen phosphates and 16 sodiums were 
included to produce an electrically neutral system. The 
addition of 1429 water molecules defined a system with 
9427 atoms for the simulation. Similar to the previously 
mentioned PTI study, the length of the simulation was 
restricted to 60 ps. A large cutoff distance of 15 A was 
used in an attempt to avoid severe damage to the 
significant long-range protein-ion interactions. A 
switching function was used to avoid discontinuties in 
energy and force at the cutoff. 

Agreement with the experimental X-ray data was 
checked on several levels, including overall RMS 
deviations between whole molecules, their individual 
secondary structures, and individual residues. For the 
structure averaged over the two molecules during the 
period from 16 to 60 ps, the RMS deviation from the 

experimental structure was 1.17 A for all heavy, non-
hydrogen atoms and 1.09 A for C" atoms. The RMS 
deviations were somewhat higher for individual mol­
ecules. It was noted that the averages were still 
continuing to increase at the end of the run, pointing 
to the need for simulations of more sizable length. More 
recently it has been demonstrated that in aqueous 
environment the RMS deviations often do not converge 
for times less than 100 ps.208 

The analysis of the interaction of protein with solvent 
and ions in the SGPA simulation was centered on 
choosing those residues that had large RMS deviations 
from the experimental structure and analyzing the 
interaction of these residues with the solvent. The 
energy of the residues was broken down into the 
following components: interresidue interactions and 
interactions between the residues and their aqueous 
environments, counterions, and the other protein. 
Some direct interaction between residues on the protein 
and ions was observed. In some cases, the ions pulled 
the residues into solution. For other residues, inter­
actions between certain residues and the protein became 
more favorable when the residue moved out of solution. 
It was noted that significant interaction energies 
between charged residues and counterions account, in 
part, for the ability of these residues to extend into 
solution. These electrostatic interaction energies are 
a vital component in the analysis of hydrogen-bonding 
interactions that occur during a simulation. As pre­
viously discussed, both of these factors may influence 
the effects of salt on the behavior of biological mac-
romolecules in solution. It is clear, therefore, that this 
type of energetic analysis may be indispensible in the 
elucidation of the Hofmeister series. 

4. Concluding Remarks 

In this review we have attempted to give the reader 
an appreciation for several aspects involved in the 
calculation of the properties of peptide molecules in 
aqueous saline solution. Salt effects can manifest 
themselves in a number of ways macroscopically, and 
we have attempted to show how the thermodynamics 
can be correlated with microscopic distribution func­
tions of atoms in solution. Much has been learned about 
the microscopic structures responsible for certain classes 
of solution phenomena; much remains to be uncovered 
for others. In the case of intramolecular (protein 
folding) problems, the coupling between the intrinsic 
intramolecular surface and the associations and screen­
ing in solution are apparent in the coupling of shape 
and solubility. When there are soft (low-energy barrier) 
torsional degrees of freedom, the shape of the peptide 
molecule may be highly dependent on the solvent 
environment.103 

Efficient inspection of potentials of mean force both 
within and between molecules is currently a topic of 
research in statistical mechanics.34'209 For simpler 
systems both machine simulations210-212 and analytical 
methods103'209,213'214 are bearing fruit. The very structure 
in the potential of mean force that reflects the solvent 
ordering is what complicates their calculation, yet 
several relatively simple approximate methods are 
available for easy use213-216 in evaluating these effects 
for small peptide chains. The information from these 
sorts of structural tools may be used to gain insight 
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into the free energy of binding and the solubility of 
proteins by applying the methods described in this 
review. 
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