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/. Introduction 

Water is the most ubiquitous substance on Earth, 
and it is known to have anomalous macroscopic and 
microscopic properties.1,2 A decrease of viscosity with 
pressure, a large heat capacity and surface tension, 
density maximum at 4 0C, and an increase of rotational 
motion with pressure are a few of the properites. All 
these distinct microscopic and macroscopic properties 
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of liquid water arise from the fact that water is a three-
dimensional hydrogen-bonded network system. At low 
temperature, water exists in one of the ice crystalline 
structures. When the temperature increases to the 
melting point (0 0C), water absorbs the latent heat of 
about 80 cal/g, or 1.44 kcal/mol, hydrogen bonds are 
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partially broken and the system becomes "frustrated". 
The system then undergoes facile hydrogen-bond 
network rearrangement involving collective motions of 
many water molecules accompanied by large energy 
fluctuations. 

In light of recent progress of experimental techniques 
that analyze relaxation dynamics of photochemical 
reactions in liquid, the liquid dynamics at the molecular 
level is becoming clarified and its theoretical inter
pretation is awaited. In this review we deal with liquid 
water dynamics in the time and spatial scales that relate 
to the fast chemical reactions in liquids, that is, a time 
scale in the order of sub to tens of picoseconds and at 
most tens of angstrom in spatial scale. In this frame, 
the explicit correlation of many molecules in structure 
and in dynamics is essential. In contrast, a conventional 
liquid theory, which deals with very long time and large 
spatial scale dynamics, emphasizes the diffusional 
aspect of liquid dynamics. 

There have been many important reviews of structure 
and dynamics of liquid water. For example, an ex
tensive review of studies up to early 1970s was given in 
the book by Eisenberg and Kauzmann.1 Articles in 
Water, a Comprehensive Treatise3 extensively cover 
the most important investigations up to early 1980s. 
Recent proceedings of workshops4,5 and books6 give an 
extensive overview of the current status of liquid water 
research. Among them, the works by Rice et al.,2 

Angell,7 and Geiger etal.8 are most related to the present 
review on theoretical aspects. 

Theoretical models, which emphasize the order and 
disorder of the hydrogen bond network, have been 
proposed to explain the thermodynamic properties of 
liquid water. The flickering cluster model by Frank 
and Wen,9 continuum model by Pople,10 the random 
network model by Rice et al.,2'11 and the percolation 
model by Stanley et al.12'13 are the most typical ones. 
These models were quite successful in reproducing some 
liquid water anomalies. However the basic assumptions 
on which these models depend were not necessarily 
well founded and need to be carefully examined. 

In spite of many existing models for the static 
properties of water, a model dealing with its dynamical 
properties has not been well established. The first 
molecular dynamics (MD) calculation on liquid water 
by Rahman and Stillinger14 clarified many essential 
features of the dynamics as well as the structure of 
liquid water. From the analysis of their dynamical data, 
they concluded that some kinds of cooperative molec
ular motions are involved in liquid water. However, it 
has not been clarified what spatial, time, and energy 
scales cooperate in the dynamics. The main difficulty 
in dealing with liquid dynamics is how to extract core 
structural changes in dynamics (e.g., the fundamental 
change in the hydrogen bond network rearrangement 
in liquid water), which is buried in the thermal noise 
(i.e., vibrational movements). In their classic work,15 

Stillinger and Weber presented a new method to 
separate the fundamental structure component from 
the vibrational component (distortional displacements 
from the fundamental structures), to classify the 
dynamics, and to evaluate the thermodynamic quan
tities of liquid in terms of the fundamental structures. 
They regard multiple energy minima on a total potential 
energy surface as the fundamental structures and 

termed those minima as inherent structures. The 
notion of separating the fundamental component from 
the vibrational component was also used in the earlier 
models, such as the bent hydrogen-bond model by 
Pople10 and the random network model by Rice et al.2'11 

But a precise procedure to find the fundamental 
structures and use them in a dynamical analysis was 
first given by Stillinger and Weber.16 Since then, many 
workers have investigated dynamical and thermody
namic properties of various cluster and liquid systems 
in terms of inherent structures. This was applied to 
analyze the cooperative nature of hydrogen-bond net
work in water dynamics and to show how the hydrogen-
bond network rearrangement evolves in time.16_19 Berry 
and co-workers20 and Wales et al.21 investigated the 
dynamics and structures of Ar atom cluster and 
molecular clusters by examining the potential energy 
surface involved. They constructed the thermodynamic 
functions, assuming harmonic form of each potential 
energy well, and predicted "melting" of finite clus-
t e r s >21b,22,23 

This review surveyes the recent progress in the 
application of these theoretical and computational 
techniques to analyze strongly correlated molecular 
motions, collective motion, and fluctuation of hydrogen 
bond network in liquid water. As a problem bearing 
on the hydrogen-bond network structure and dynamics, 
we will discuss the hydration of nonpolar solutes. The 
physical origin of the hydrophobic hydration and the 
hydrophobic interaction is still controversial. Many 
theoretical methods such as the scaled particle theory, 
integral equation methods, and computer simulation 
technique have been proposed to calculate the hydration 
mixing energy, excess entropy, and solvent-induced 
solute-solute interaction. The recent development of 
these theoretical studies on hydration will be reviewed. 

In section II, the previous models of liquid water are 
reviewed. Section III gives a brief sketch of MD 
calculation and water-water intermolecular interaction 
parameters. Inherent structures are introduced in 
section IV, and the fundamental structure changes with 
time, inherent structure transitions, are classified. 
Section V deals with multidimensional nature of the 
liquid water potential energy surface; normal modes 
and Raman experiment data are especially discussed. 
Long-time relaxation in liquid water dynamics is 
discussed in section VI. Dielectric relaxation and low-
frequency Raman spectrum are examined. Section VII 
is given to review the recent advancement in the analysis 
of chemical reaction dynamics in liquid water. Theo
retical development to deal with hydration is reviewed 
in section VIII. Conclusions are given in Section IX. 

/ / . Models 

The basic ideas of previous models for hydrogen-
bond structures in liquid water are briefly reviewed 
here. 

A. Mixture and Continuum Models 

It is well known that the models proposed up to now 
are divided into two categories, mixture (and interstitial) 
model and continuum model. The mixture model is 
founded on the flickering cluster model of Frank and 
Wen,9 in which liquid water comprises non-hydrogen-



Fluctuation, Relaxations, and Hydration In Liquid Water Chemical Reviews, 1993, Vol. 93, No. 7 2547 

bonded monomers and hydrogen-bonded clusters. The 
equilibrium between those distinct species changes with 
the temperature and the pressure. The model assumes 
that melting of the cluster is accompanied by a shrinkage 
of volume, analogous to the melting of ice, and thus is 
able to account for various anomalous properties. This 
idea was further developed by Nemethy and Scheraga24 

in a more sophisticated model. Many questions arose 
as to whether hydrogen-bonded clusters could be 
regarded as distinguishable species. 

The origin of the continuum model dates back to 
Pople.10 A closely related model called random network 
model was proposed by Bernal and Fowler.25 It was 
assumed in this model that all water molecules take 
part in hydrogen-bond network. The topological 
structure of the hydrogen-bond network is retained, 
although the three-dimensional structure is strained. 

The basic ideas of the mixture and continuum models 
are quite different from each other. Moderate success 
has been achieved by using each model when appro
priate parameters were chosen. Although modeling of 
liquid water is heuristic in explaining of many anom
alous properties of liquid water, each model emphasizes 
only a certain aspect of this highly associated liquid. 
Therefore, the underlying assumptions of these models 
should not be considered to be too realistic. A theory 
more directly connecting the observed macroscopic 
properties with the microscopic nature of liquid water 
has long been awaited. 

The situation has dramatically changed since the first 
molecular dynamics simulation of water by Rahman 
and Stillinger14,26 appeared. Most of the properties for 
liquid water could be reproduced by means of MD 
simulation with only a simple intermolecular interac
tion. It was demonstrated that there exists no evidence 
to support the idea that liquid water is composed of 
several distinct hydrogen-bonded species and that most 
of water molecules are connected by hydrogen bonds, 
although highly strained. Since then, computer sim
ulation27 has been used to account for the anomalous 
macroscopic properties of liquid water.28 

In spite of overwhelming data accumulated by the 
simulation study, the connection between macroscopic 
observations and microscopic pictures still remains 
unresolved. A further development of models of liquid 
water is one of ways to reconcile the basic concept for 
both structure and dynamics of liquid water. Another 
approach is to take full advantage of the simulation 
results, paying attention to the molecular motions of 
individual water molecules, in order to examine a 
putative cooperativity in the dynamic process of liquid 
water, which is the main subject of this review. 

B. Percolation and Random Network Models 

A simple, but quite essential, way to investigate 
hydrogen-bond network connectivity was proposed by 
Stanley and Teixeira,12,13 who applied the correlated 
site percolation3'29,30 of hydrogen bonds in a lattice 
model. Although the site percolation model itself was 
a family of mixture models, liquid water was treated as 
a large macroscopic space-filling hydrogen-bond net
work, which is also the fundamental concept imposed 
on the continuum model. Therefore, further devel
opment of this theory could be a promising way to unite 
two conceptually different ideas of mixture and con

tinuum models. It is assumed in this model that 
hydrogen bonds are randomly distributed; there is no 
correlation among hydrogen-bond formations. A prob
ability for an arbitrary chosen molecule to have i 
hydrogen bonds, /», is given by a binomial distribution 

where p is the probability for an arbitrary chosen pair 
of the nearest molecules to be hydrogen bonded. Liquid 
water at room temperature and pressure is well above 
the percolation threshold (pc « 0.35 for ice Ih lattice) 
for any reasonable hydrogen-bond energy criterion, and 
three exists a hydrogen-bond network extended over 
an entire system. Stanley et al.12-13 showed that, even 
with this simple assumption, a strong correlation exists 
among neighboring sites in the hydrogen-bond coor
dination number. For instance, there exist more four-
coordinated water molecules in the neighborhood of 
the four-coordinated water molecules; the four-coor
dinated molecules clump together and form clusters. 
The clusters are called low-density patches, since an 
ice-like highly hydrogen-bonded region is low in density. 
Low-coordinated water molecules clump in the same 
manner. The density fluctuation with various sizes of 
high- and low-density regions is thus formed. 

The hydrogen-bond-forming probability, p, increases 
with lowering of temperature T. For example, it is 
assumed to be a linear form of p = a - bT,n so then the 
number of four-coordinated water molecules, U = p4 (i 
= 4 in eq 1), increases rapidly when the temperature 
decreases. The sizes of low-density patches rapidly 
increase; the density fluctuation thus alters with 
temperature in highly nonlinear fashion, which they 
call"amplification mechanism".12 By relating thermo
dynamic quantities with this density fluctuation, var
ious anomalies of liquid water were well reproduced. 
This model also predicts certain dynamical aspects of 
liquid water. Dynamics of a water molecule is strongly 
influenced by its coordination number. For example, 
a water molecule undergoes large rotational motion and 
causes the dielectric relaxation if more than three of its 
hydrogen bonds are broken. The probability of such 
motion taking place is proportional to /0 + f\ and thus 
the dielectric relaxation (also many other relaxation 
processes) of liquid water yields non-Arrhenius tem
perature dependence.31 

In spite of the success in explaining many static and 
some dynamical properties of liquid water, it is not so 
clear in this model how the actual hydrogen-bond 
network rearrangement occurs and induces the collec
tive molecular motion and energy fluctuation, which 
are important in the liquid water dynamics (see below). 
It was also pointed out that the site percolation model 
does not include long-range correlation effects of 
hydrogen-bonds network, which are essential for su
percooled water to have a singularity at low temper
ature.7'32-33 It is, however, still controversial34 what kind 
of phase behavior is involved in supercooled region of 
water (see section VLD). 

Rice and co-workers2-11 proposed a random network 
model to account for thermodynamic and structural 
properties of liquid water. This approach is an ex
tension of the Pople's bent hydrogen-bond network 
model.10 This theory was not based on rigorous 
statistical mechanics. In this model, the radial distri-
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bution function of the oxygen pair was generated by 
two steps. In the first step, the basic structure was 
inferred from the analysis of the experimental data, 
specifically spectroscopic measurements, in a fashion 
similar to the bent hydrogen-bond network model. In 
the second step, a further broadening of the radial 
distribution function by thermal excitation was intro
duced. The results based on the random network model 
were extensively compared with those obtained by 
computer simulation.2 The model was successful in 
reproducing properties of liquid water above the 
freezing point but not below it since a structure 
reorganization in the low-temperature regime causing 
a large fluctuation was not taken into account.7'32-34 

/ / / . Molecular Dynamics Simulation and 
Intermodular Potentials 

A. Molecular Dynamics Simulation 
Technical details for molecular dynamics simulations 

are well documented in the recent publications.35 We 
here describe only a simulation method for an assembly 
of nonlinear rigid molecules; a large portion of the results 
presented in this article were obtained by this method. 
There are various ways to integrate the equations of 
motion other than this, depending on the potential 
model used. The reader interested in the methodology 
of various MD simulations should refer to ref 35. The 
differential equations to be solved numerically for rigid 
molecules in the MD simulation here are a coupled 
Newton-Euler equation of motion: 

d2R d$ , „ 
mW=~m (2) 

1 ^ = A-E r « X - - 1 + "X(I") (3) 

where $ is the potential function of the system and R 
and ra are the coordinates of the center of mass and 
a-th site on each molecule. The mass of water molecule 
is denoted by mo and the inertial moments along 
principal axes are denoted by I (consisting of only 
diagonal elements /:, I2, and I3) and the corresponding 
angular velocity is «. The matrix A stands for the 
rotational matrix from space to body-fixed coordi
nates.36 These equations are solved by Gear's predictor-
corrector method; the fifth order for translational 
motions and the fourth order for rotational motions.37 

A relation between angular velocity, w, and orientational 
parameter should be established for the description of 
a complete set of equation of motion. Quaternions are 
conveniently used as orientational parameters instead 
of Euler angles since a singularity at sin 6 - 0 is included 
in the equation of motions represented by Euler angles.38 

The matrix to describe rotation is expressed by qua-
terions, and their time dependence is also given by a 
simple form of angular velocity. To handle the long-
range interaction, either Ewald sum39 or smooth trun
cation is adopted. The truncation is performed by 
multiplying by the switching function.18 

B. Intermolecular Interaction 
In molecular dynamics and Monte Carlo simulations, 

an intermolecular interaction for water molecule is, of 
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course, one of the most crucial factors, upon which 
reliability of the analysis depends. The potential energy 
of an assembly of N water molecules, $JV, is formally 
written in the absence of the external field as 

*N = L *2<*.-.*y> + Z *s< W * ) + W 
i<j i<j<k 

where <fo is the dimerization energy and <fo is three-
body interaction, which cannot be described by the sum 
of the dimerization energy. Each potential term 
depends on both the center-of-mass positions and 
orientations of molecules abbreviated by r. It is 
believed that interactions higher than two-body inter
actions contributes up to 20% of the total energy40 and 
therefore it significantly affects the structure and the 
thermodynamic properties of water. The nonempirical 
potential, in general, is purely a two-body interaction. 
Clementi and co-workers41 obtained higher body in
teractions and demonstrated that an inclusion of the 
higher body interactions gives a better agreement of 
structural properties with experiment. However, the 
treatment of the higher body interactions is very 
complicated. On the other hand, the higher body 
interaction is, although somewhat averaged manner, 
taken into consideration as an effective potential in 
empirical potentials. Recently, an induced dipole 
interaction has also been included in some potential 
function, introducing a polarizability.42 

The empirical potential functions called BNS and 
ST2 models were used in the earlier work by Rahman 
and Stillinger.2643 These potential functions are com
posed of four point charges. Clementi and co-workers 
developed a method to construct an intermolecular 
interaction for water dimer on the basis of ab initio 
molecular orbital (MO) calculations for various mutual 
configurations. They are known as MCY, CH, and CC 
potentials,44 and these give a good account of the 
structural properties of water. However, they fail to 
reproduce thermodynamic properties because the high
er body interactions are neglected in these functions. 
A completely different strategy was taken by Berendsen 
et al.;45 the parameters of the potential funciton are 
determined so that the pressure and the energy from 
the simulations agree with experiments. This potential, 
referred to as SPC potential, has been used in many 
computer simulations. A similar idea was used by 
Jorgensen and co-workers to construct a series of TIPS 
potentials.46 

Most of the pair potentials comprise point charges, 
which are located on the atoms and/or other auxiliary 
sites, in order to mimic hydrogen bonds in small 
molecular separation and an electrostatic multipole 
interaction in large separation. The obtained structure 
is dependent largely on the choice of parameters 
included in the potential function. One of the most 
sensitive tests is to check whether a potential can 
reproduce an appearance of the second peak in oxygen-
oxygen pair correlation function, goo(r). In Figure 1, 
goo(r) for the original TIPS (three site model in TIPS 
family) water and SPC water and g(r) for Lennard-
Jones (LJ) fluid are depicted. Although the first peak 
position is almost the same in those three liquids, the 
second peak position is quite different in each pair 
potential. The second peak in an LJ liquid appears at 
twice the first peak. Unlike simple liquids such as the 
LJ fluid, the second peak in SPC water locates at 1.6 
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Figure 1. Radial distribution functions for oxygen atoms of 
liquid water at 298.15 K and for centers of gravity of LJ fluid. 
The solid line is for TIPS water; the dashed line, for SPC 
water; the dash-dot line, for LJ fluid. 

times the distance of the first peak. This peak position 
indicates that tetrahedral structure remains the same 
in liquid water as in ice. The second peak was indeed 
observed experimentally.47 In both TIPS and SPC 
potentials.gc-HM andgHHM suggest that a large fraction 
of molecules are hydrogen bonded. An interesting fact 
is that while both the original TIPS and SPC potential 
have the same functional forms, the second peak in 
gooW is reproduced only in SPC water. Therefore, the 
location of the second peak is a stringent test of water 
potential and is very sensitive to the choice of the 
parameters. A detailed discussion is given by Pangali 
et al. and by Finney et al. in their review articles.48 

These potential functions were tested for reproduction 
of not only liquid-state properties but also lattice 
structures and spectroscopic data in solid state.49-51 

There is no a priori reason to neglect the intramo
lecular vibrational motions. Rahman et al.52 proposed 
a so-called central force model, in which the intramo
lecular vibrations are included and all atomic inter
actions are equivalently treated in both intra- or 
intermolecular interactions. Use of a central force 
model52 is essential when a coupling between intra- and 
intermolecular motions is important and when a 
simulation is performed for the chemical reactions in 
which the atomic exchanges occur. It is, however, 
difficult to describe both intra and intermolecular 
interactions by a common functional form. Develop
ment of the central force type models remains at a rather 
primitive stage in comparison with the more successful 
rigid-rotor model. 

The results presented in this review were mostly 
calculated by employing the TIPS2 potential. The 
periodic cubic boundary condition for a system with 64 
or 216 water molecules was used. The standard MD 
calculation with the constant volume and the constant 
energy was used. The average temperature of the 
trajectories is 298 K. 

IV. Inherent Structures of Water 
The potential energy hypersurface for a system with 

many particles consists of an enormous number of 
potential wells. A minimum-energy configuration in 
each potential energy well is called an "inherent 
structure". Stillinger and Weber15'16 have shown how 
thermodynamic functions and dynamical behavior of 
liquids and clusters can be analyzed in terms of the 
inherent structures. An instantaneous configuration 
of a system can be separated into two elements, a 
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Figure 2. Schematic representation of the sequential 
quenching along a trajectory. Instantaneous structures in 
the trajectory at time t = tx, ti, t3, etc. are quenched into the 
corresponding local energy minima (inherent structures) on 
the total potential energy surface. One-dimensional picture. 

fundamental structure (inherent structure) and a 
distortional displacement from it. In inherent struc
tures, by removing distortional displacements, the 
hydrogen-bond network pattern of liquid water is more 
clearly defined than in instantaneous structures.17,18,53 

In dynamics, the configurational change can be sepa
rated into the fundamental structural change (transition 
of the inherent structures15-18) and the vibration in each 
well. Removing the vibrational components from the 
dynamics, we can more clearly analyze the fundamental 
structural rearrangement of the hydrogen-bond network 
in liquid water dynamics.16-19,53 

A variety of inherent structures exist in a system with 
many particles; there are a few very deep minima 
corresponding to polymorphic crystal structures, and 
there are deep-energy inherent liquid structures or 
shallow energy inherent liquid structures. A full set of 
inherent structures can be calculated only for small 
clusters;20 there are only four distinct inherent struc
tures in Ar7. But, the number of inherent structures 
increases very rapidly for larger systems; the number 
is proportional to exp(aJV) where JV is the number of 
particles in a system and a is a constant.15,20 

A. Inherent Structures along Trajectory 
The inherent structures of larger systems were 

calculated along a trajectory. An instantaneous struc
ture in the trajectory at a time t, R(t), is quenched to 
the local minimum of the total potential energy, Q(£). 
The sequential configurations in certain time intervals, 
tn = nbt, are quenched, R(i„) -*• Q(£n), as shown in 
Figure 2. The quenching is performed by using either 
a steepest descent method, a conjugate gradient meth
od,54 or a combination of the two. 

In the steepest descent method, we solve 

where the total system configurational vector r with 
6JV dimension for JV water molecules, expressed with 
the Cartesian coordinates of molecular centers of mass 
and Euler angles of molecular orientations (0;, \pi, w, i 
= 1,2, ...,N)', starts with an instantaneous configuration 
R(O and converges to an inherent structure Q(i), m is 
a mass tensor, and s is a steepest descent step length. 
Instead of direct calculation of the derivatives of 
potential energy $ with respect to the Euler angles in 
eq 5, a transformation from torques JV is much 
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advantageous, which is given by the following equations 
as55 

<9<i> 
--TT = Nxcos\p-Ny sin \p 

- ^ = iVr sin 0 sin \p + Nv sin 0 cos ^ + N2 cos 0 (6) 
fits * 

where Nx, Ny, and .7V2 are torque around principal axes 
of a water molecule. 

It should be mentioned that the term "quenching" is 
not the same as that used in annealing process of 
amorphous material to its global or semiglobal mini
mum.56,57 Here it means a way to find the closest local 
minimum. The number of steepest descent steps 
required for the quenching of a configuration is about 
20 000-50 000 or even more. It is equivalent to a 8-20-
ps trajectory calculation in such as a water system. 
Almost the same computational time is required in the 
conjugate gradient method, since the construction of a 
Hessian matrix (second energy derivative matrix) at 
each step consumes a lot of computational time, 
although the number of quenching steps needed is much 
less. One may also directly evaluate the analytical 
second-order energy gradients and use them in the 
Newton-Raphson type procedure. Since it is very time 
consuming to determine many inherent structures of 
large systems, the time interval used in sequential 
quenching along a trajectory must be carefully chosen. 
If it is too small, many sequential configurations are 
quenched to the same inheent structure before jumping 
to the next inherent structure, and so it is computa
tionally inefficient. On the other hand, if it is too large, 
many inherent structures can be missed. An optimal 
time interval depends on the temperature and size of 
the system. For a low-temperature trajectory of a small 
Ar cluster, it could be from 10 femtoseconds (fs) to a 
few picoseconds (ps). For a room temperature trajec
tory of liquid water with 216 water molecules, it is about 
2-10 fs or even smaller.17'18 

Stillinger and Weber performed the inherent struc
ture analyses on atomic and water molecular "clus
ters".15'16 They found that the inherent structures are 
different in different temperature trajectories; the 
configurations in a high-temperature trajectory are 
quenched generally to high-energy local minima (in
herent structures) of amorphous type, while those in a 
low-temperature trajectory result generally in the lower 
energy inherent structures. Comparing the potential 
energy of instantaneous and corresponding inherent 
structures before and after the melting of water, they 
showed how the latent heat of melting ice is distributed 
to the following elements: 85-90% of the latent heat 
is attributed to upward shift in potential energy of 
inherent structures across the transition, and the 
remainder to changing anharmonicity of potential well 
curvature.16 

As the temperature increases, the measure of the 
system at low-energy inherent structures decreases 
rapidly because the number of available amorphous 
type higher energy inherent structures increases and 
the system moves to the new inherent structures. It is 

0 10 20 

Time (in ps) 

0 10 20 

Time (in ps) 

Figure 3. Fluctuation of the total potential energy of the 
system along the 28-ps trajectory in a system with 64 water 
molecules: (a) the instantaneous structure energies (real 
energies along the trajectory) averaged over some time 
intervals [eq 7 with At = 10 fs]; (b) the corresponding inherent 
structure energies in 10-fs intervals. Time is in picoseconds 
and energies in kcal/mol. Energies are relative to arbitrarily 
chosen standard values as zero. T = 298 K. 

suggested (see section VLD) that, as the temperature 
lowers in supercooled region of liquid water, the 
homogeneous nucleation from liquid water to an ice 
structure takes place without being intercepted by the 
glass transition.32'33 This phase behavior of the super
cooled water is the subject of a current debate.34 It is 
important to investigate what kind of global landscape 
the water potential energy surface must have in order 
to understand the metastable water properties. 

The time sequential quenching procedure furnishes 
a tool to extract fundamental structure changes in liquid 
dynamics, by removing its vibrational components. It 
is meaningful only when the character of instanteous 
structures is reflected in the corresponding inherent 
structures. In the liquid Ar case, the quenching, in 
which the system volume is kept constant, leads to an 
inherent structure which is quite different from the 
corresponding instantaneous structure. The inherent 
structures are in the form of heterogeneous clusters 
since the volume of liquid Ar shrinks about 10-15% in 
the phase transition to the solid phase. The situation 
is different in liquid water; its volume increases in the 
phase transition to an ice structure. When the volume 
is kept constant in the quenching procedure, the 
structures are kept homogeneous; the inherent struc
tures must be a good representation of the correspond
ing instantaneous structures. This can be checked, for 
example, by comparing the total potential energy 
fluctuations of liquid water in the instantaneous 
structure and in the corresponding inherent struc
tures17'18 which are plotted in Figure 3, parts a and b, 
respectively. The instantaneous structure energy av
eraged over 20 fs (At = lOfs) is plotted in Figure 3a. 
When a longer averaging time, such as 400 fs (At = 200 
fs in eq 7), is used to average instantaneous structures, 
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™=^f> + T)dT (7) 

the energy fluctuation corresponds to the energy change 
in so-called V (vibrationally averaged) structures.17'58'59 

We can see that the overall shape of inherent structure 
energy fluctuation (Figure 3b) is similar to instanta
neous structure fluctuation (Figure 3a), although the 
magnitude of variation is smaller in the latter; the 
inherent structures are indeed a good representation 
of the instantaneous structures. The way the dynamics 
picks up details of the potential energy surface depends 
on the kinetic energy (temperature) and the time scale 
of observation. At low temperature, the molecular 
motions are strongly constrained by the intermolecular 
interactions. At high temperature, individual molecular 
motions are free from the hydrogen-bond constraint, 
and only the sharp repulsive core part of intermolecular 
potential is important. On the long time scale, the liquid 
dynamics is considered to be diffusional and the details 
of the potential energy surface are averaged out, while 
the potential energy surface information is more 
important in short time scale. 

An inherent structure is a local potential energy 
minimum of the total system, not of individual mol
ecules. Liquid water is a "frustrated" system; upon 
melting from ice, water absorbs the latent heat 1.4 kcal/ 
mol (10-15% of the total binding energy per molecule), 
and the hydrogen bonds are partially broken. There 
exist a few very unstable individual molecules in each 
inherent structure. The wide distribution of the 
individual water molecular binding energies is seen in 
Figure 4 in both instantaneous and inherent struc
tures.17'59 The relative deviation of the individual 
molecular binding energies V;(t) in an instantaneous 
structure, is 0.18 in liquid water (at 298 K). 

£ = V[Vt(t)- (V1)I
2Z(V1)

2, (8) 

I is 0.11 in liquid Ar (at 95 K). Here the average (Vt) 
is over all molecules (atoms) and the ratio £ is averaged 
over many instantaneous structures. Besides, the 
amplitude of the average binding energy is large for the 
liquid water, (Vi)= -20 kcal/mol. An energy difference 
between the most stable water molecule and the most 
unstable one reaches up to 20 kcal/mol. Stability or 
instability of individual molecules changes with time. 
In Figure 5, we can see that, on average, a water molecule 
becomes very unstable once every 10 ps. This fast and 
large energy fluctuation in liquid water is different from 
other liquid or cluster dynamics. 

The total potential energy fluctuation is also large in 
liquid water as seen in Figure 3. But the deviation 
ratio of the total potential energy V(t) in time t is about 
0.01 for liquid water, which is about the same magnitude 
as in other liquids, for example, f = 0.01 for liquid Ar. 

f = V tVt t ) -< V>]2/(V)2 (9) 

Here, (V) is the time average of the total potential 
energy, V(t). This shows the large energy fluctuation 
in liquid water is attributed only to a large hydrogen 
bond energy [the large amplitude of V(t)]. The large 
individual molecular energy fluctuations are mutually 
canceled partially in the total energy: 
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Figure 4. Distributions of individual molecular potential 
energy V; in the instantaneous structure (—); in the V 
structure (eq 7 with At = 200 fs) (- -); and in the inherent 
structure (-—). Distributions are normalized; the system 
has 216 water molecules in TIPS2 potential; T = 298 K; 
energies are in kcal/mol. (From ref 17.) 
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Figure 5. Potential energy of individual water molecule along 
the trajectory. A water molecule is arbitrarily chosen. 
Potential energy, V1, in the V structure (the water binding 
structure averaged over fast vibrational modes (eq 7 with AT 
= 200 fs) is plotted. Figure shows the 100-ps trajectory for 
a system with 216 water molecules; T = 298 K; energy is in 
kcal/mol; time is in picoseconds (10*12 s). (From ref 17.) 

(10) 

Flip-flop type energy exchanges exist among neigh
boring water molecules.17 It should be mentioned here 
that the frequency component of the total potential 
energy fluctuation V(t) in liquid water is quite different 
from many other liquid cases, although their values of 
the ratio f (eq 9) are similar. Liquid Ar potential energy 
fluctuates as a white noise, while liquid water yields so 
called l/f noise behavior (see section VI). 

B. Collective Motions 

In liquid (cluster) dynamics, the particle motions are 
strongly correlated and induce collective motions. One 
can quantify how motions are collective in liquid 
(cluster) by calculating the moment ratio: 

y(tn) = 
(Ar(*„)4 > 

(Ar(tn)
2)(Ar(tn)

2) 
(H) 

where Ar(tn) expresses the displacement of a molecule 
in a transition from an inherent structure, Q(t„)> to the 
successive inherent structure, Q(t„+i) (At = tn+i ~ tn is 
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the interval used for the sequencial quenching of the 
trajectory), and () means the average over all molecules 
in the system. Stillinger and Weber15,16 applied this 
moment ratio in the analysis of the atomic/molecular 
cluster dynamics. The value of this quantity y is 6/s> 
if the distribution of the particle displacement Ar is 
Gaussian, and so 3/57 - 1 is called the "non-Gaussian 
parameter" and used to quantify collective molecular 
motions in the glass state. If the molecular displace
ments are widely spread (delocalized) in space, y is 
close to unity, while if they are completely localized, y 
is in the order of the total particle number N. 

Ohmine et al.11 used this moment ratio, y, to analyze 
liquid water dynamics and found that the molecular 
motions in liquid water are quite collective. They 
calculated the moment ratio for molecular displacement 

t(ps) 

Ar2 = T(Ax1
2 + Ay1

2 + Az1
2) (12) 

i = i 

where Axi is Cartesian coordinate displacement of the 
i-th atom (i indicates O or H) in a water molecule. The 
value 7, averaged over 400 inherent structure transitions 
in which at least one of water molecules moves more 
than 1 A [(Ar2)1/2 > 1 A] in a system with 216 water 
molecules (with T = 297 K and the quenching time 
intervals At = 10 fs), is about 11. It means that about 
20 water molecules move simultaneously. The moment 
ratio can be calculated in terms of the center-of-mass 
motion 7cm and of the Euler angle 7ang (six variables), 
instead of Cartesian coordinate of the O and H atoms 
(nine variables). The values of the moment ratio in the 
former expression (7cm = 11 and 7ang = 12) are very 
similar to that in Cartesian expression (7 = 11). 

We can visualize the degree of similarity among 
fundamental structures (inherent structures) by ana
lyzing the distance between two inherent structures at 
time tn and tn' (the distance matrix) 

R(tn,tnY = IQ(U - QOV)I' (13) 

where Q(tn) and Q(£„') are the inherent structures 
corresponding to the system configurations in the 
trajectory at time tn and tn', respectively. The darker 
shade is marked on Figure 6 if the distance between 
Q(£„) and Q(In') is closer; Figure 6 is the distance matrix 
for a system with 64 water molecules (see also Figure 
5 in ref 18). If molecular motions are diffusive and 
there are no collective displacements, this matrix forms 
a band structure. If they are intermittent, it forms 
island structures.18 

We can see in the figure that the global structure of 
the distance matrix consists of several islands. The 
inherent structures belonging to the same island are 
similar in geometry. The island-to-island transitions, 
called "overall inherent structure transitions", involve 
large collective motions. A typical example of collective 
motion in a 216 water molecule system is shown in 
Figure 7.17 We can see that a collective motion consists 
of a few tens of molecular displacements localized in 
space. A collective motion occurs once in sub-pico
seconds, while small inherent structure transitions occur 
once every 13 fs for the system with 64 water molecules 
(at 298 K);18 tens of small transitions occur between 
collective transitions. We can further see within each 
island in Figure 6 that there exist fine structures in the 
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Figure 6. The distance matrix (eq 13) for inherent structures. 
The matrix R(tn,tn') is marked with a shade square in the 
figure if the distance between the inherent stuctures Q(t) 
and Q(O is R(t,t')2 < 160 A2. Each square is shaded with a 
different degree of darkness accordingly to the value of R(t,t')2. 
The shade is darker when the distance is shorter. There are 
7 degrees of darkness. The inherent structures successively 
visited by the system in a trajectory for a system with 64 
water molecules; T = 298 K; 200 inherent structures in 10-fs 
intervals are used (1 fs = 10~15 s); TIPS2 potential was used. 
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Figure 7. Collective motions in liquid water. For a system 
with 216 water molecules, the figure depicts water molecular 
displacements in a transition from an inherent structure to 
the next inherent structure in a trajectory. The heavy solid 
lines indicate the displacements of individual atoms of water 
molecules. The O-H bonds of the individual water molecules 
before the transition are indicated by the dotted lines. T = 
298 K. TIPS2 potential was used. 

shaded pattern. This means that liquid water dynamics 
undergoes many small but a kind of hierarchical 
molecular movements within a large basin (within each 
island), then makes a large jump to the next large basin 
(island-island transition), and so the motion continues. 
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The mapping of the distance matrix is meaningful 
only for small systems or for subsystems in a large 
system. In a large system, collective motions occur 
independently in space (in each subsystem). The 
distinct island structures in each subsystem disappear 
because of their overlaps. The distance matrix thus 
becomes a near-band matrix in a large system. It was 
also found that there is a minimum system size to yield 
such collective motions (and fluctuations); a system 
must contain at least about 30 water molecules.17 

It should be mentioned that eq 13 is a scalar quantity 
representing the structural similarity. There are many 
other ways to represent molecular motions. In order 
to analyze the hydrogen-bond network reordering 
mechanism in more detail, some vector quantity, 
quantifying the topological index of the hydrogen-bond 
network, must be invented. A simple method of this 
type is to compare the hydrogen-bond patterns60 which 
alter along the trajectory. 

Sciortino et al.53 also used the inherent structures to 
investigate the effect of defects on molecular mobility 
in liquid water. The quenching removes vibrational 
elements from the dynamics and thus the hydrogen 
bonds61 can be well defined in inherent structures. They 
analyzed the molecular mobility in the low-temperature 
and low-density water dynamics, where the defects can 
be defined relative to the tetrahedral hydrogen-bond 
structures. They indicated that the five-coordinated 
water molecules attached to this tetrahedral structures 
are the topological defects and act as a catalyst to induce 
a transition between different tetrahedral local ar
rangements in low-temperature dynamics;53 these de
fects provide low-energy paths of such rearrangements 
by the flip-flop energy exchange mechanism. It is 
found, however, that three- and four-coordinated water 
molecules, as well as five-coordinated molecules, are 
involved in the hydrogen-bond rearrangement dynamics 
in the room temperature trajectory. 

C. Neutron Scattering 

The inelastic neutron scattering (INS) technique is 
a very useful tool to observe collective motions in 
liquids.62 In this technique one can simultaneously 
measure the displacement and momentum transfer of 
particle motions. Due to the recent development of 
this technique, it is now possible to observe experi
mentally the collective motions in liquid water, just 
discussed above. Teixeira et ai.63-66 performed the 
incoherent quasielastic and coherent inelastic neutron 
scattering studies on light water and heavy water. They 
analyzed two components related to the hydrogen-bond 
network rearrangement dynamics: (1) one component 
contributing to the line width of the scattering peak 
appeared in incoherent quasielastic neutron scattering 
of H2O;63 and (2) the second component appeared at 
the shoulders of central scattering peak in the coherent 
inelastic neutron scattering of D2O.64 Neutron scat
tering experimental data and their analyses were 
reviewed by Chen66 and by Bellissent-Funel et al.66 

The first component (1) was attributed to diffusional 
motion of an individual water molecule. It was further 
decomposed into a hindered rotational element (with 
relaxation time T1) and a translational jumping diffu
sional element (with residence time TO). Teixeira et 
al.63 found that the residence time T0 of the translational 

jumping diffusion yields non-Arrhenius temperature 
dependence, while the hindered rotational relaxation 
time Ti, which is considered to be the lifetime of a 
hydrogen bond, is Arrhenius with an activation energy 
1.85 kcal/mol. It was assumed that the translational 
diffusion is influenced by the hydrogen-bond network 
rearrangement, and it can take place only when more 
than three hydrogen bonds of a molecule are broken. 
If the correlated site percolation model of Stanley et 
al.12-13 is used, the probability of such a jump taking 
place is proportional to /o + A, where /; are given in eq 
1, which is non-Arrhenius.66 A similar argument is used 
by Salvetti et al. to explain the non-Arrhenius tem
perature dependence of the dielectric relaxation time 
T1 (l/r r is proportional to /o + A + /2) for supercooled 
water.31 

The second component (2) is the collective excitation 
propagating at 3310 ms-1.64'66,67 This speed is more than 
twice that of the normal sound velocity. The high-
frequency sound was interpreted as some kind of 
collective molecular motions of localized regions which 
extend to about 10-20 A in length. It was attributed 
to the motion of the hydrogen-bond patches, defined 
in section II. There is no detailed study on the 
temperature dependence of this component. Deriu et 
al.66 also found similar collective water molecular 
movements in the quasielastic neutron scattering of 
dilute aqueous gels. 

It is very important to analyze the dynamical struc
ture factor of the neutron scattering, S(q,w), in terms 
of the inherent structures, in which the motional 
components can be clearly separated into the funda
mental structure rearrangement element and the vi
brational element. Components 1 and 2 may be 
attributed to the motions appearing in the distance 
matrix of Figure 6. Small inherent structure transition 
occurring within an island18,19 in Figure 6 may corre
spond to the jump diffusion in configuration space 1. 
Large intermittent movement (an overall inherent 
structure jumping)18 in Figure 6 corresponds to the 
collective motion found in coherent inelastic neutron 
scattering 2. It is noted that the rotational motion and 
translational motion are strongly coupled in liquid water 
dynamics as we will see in section VLA. Thus the 
functional form,63,66 used to decompose the component 
1 into the rotational and translational diffusional 
elements, should be improved. 

D. Reaction Coordinates and Energy Barrier 
Heights 

In order to understand the nature of the inherent 
structure transition, the reaction coordinates (RC) 
connecting inherent structures and their transition 
states (TS) are to be determined.69 There are a few 
methods to find RC and TS for systems like liquids 
with very many degrees of freedom. Two types of 
methods are used to determine RC and TS. The first 
group is known as the climbing hill methods; among 
these the best-known methods are the method proposed 
by Cerjan and Miller70 and the gradient extremal 
method developed by Ruedenberg and co-workers.71 

They are stepwise climbing hill methods on a potential 
energy surface with a certain initial condition. Different 
initial step directions lead to different RCs and TSs. 
The initial step direction from the minimum (inherent 
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structure) is chosen to be one of its normal mode vectors. 
A subsequent climbing step direction is chosen to be 
a normal mode vector at each grid point on RC, which 
is close to the previous step vector. The gradient 
extremal method further imposes a condition that the 
gradient to the equipotential-energy contour must be 
extremal at each grid point on RC and yields a marked 
convergence, while the Cerjan-Miller method without 
such a condition sometimes has a convergency problem. 
The second group of methods searches RC by starting 
from approximate paths or transition states (TS); Elber 
and Karplus72 first proposed a practical method to 
obtain approximate RC for systems with very many 
degrees of freedom by minimizing the average value of 
the total potential energy along a path: 

^ M M 

S :7>(r,-)Af.. + \£ ( |A1 , - AO2 (14) 

where 

with respect to M - 1 grids points 17 (j = 1,..., M - Y). 
Here 17 is an rc-dimensional position vector (e.g. n = 
1296, for a system with 216 water molecules) repre
senting the water structures of the total system at the 
;'-th grid point on RC (r0 and TM are two inherent 
structures which are connected by RC), E(Tj) is the 
potential energy at a grid point 17, and Al; is the line 
vector pointing from the grid point r/_i to r;, and A/, 
is its length. The second term in right-hand side of eq 
14 imposes the condition that all line segment AIj are 
equidistance equal to Al, and X is the Lagrange 
multiplier. To locate the exact TS from approximate 
TS obtained by this Elber and Karplus method, one 
can use the Mclver and Komornicki method73 mini
mizing the norm of the potential energy gradient. 
Reaction coordinates are then determined as the 
steepest descent paths from the exact TS.74 

Elber et al. proposed another iterative method 
searching for RC by steepest descent method.76 In their 
method, the initial grid points are located on an 
approximate path. A grid point in the next iteration 
is chosen to move from a present grid point (17) to the 
direction (p;) of the orthogonal to the line segment 
between this grid point (r;) and the next lower energy 
grid point (ry = 17+1 or r;_i, whichever is the lower in 
energy) on RC with the magnitude of the energy 
gradient along this orthogonal direction: 

3E(Tj)IdPj 

where PJ± (17 - ty). The calculation is repeated until 
all energy gradients along the orthogonal directions 
become very small. The convervency of this method 
is slow but may be improved by adapting the conjugate 
gradient method or by using the analytical second 
energy gradients. If the number of grids points on RC 
is infinite, this method leads to the exact RC and TS. 
Usually, 10-20 grids points (n = 1, 2 10 or 20) are 
used and thus an approximate TS is obtained. 

There are advantages and disadvantages to use each 
type of methods, as discussed by Elber et al.72,75,76 and 
by Case et al.11 Climbing hill methods can easily find 
RCs with small energy barriers (TS) and were used in 

the analysis for cluster dynamics by Wales et al.78'79 

Convergency of the gradient extremal method has been 
demonstrated by Shida et al.80 for two-dimensional case 
and also applied to Ar clusters. It is, however, hard to 
choose the correct initial condition which leads to the 
RC connecting a given pair of neighboring inherent 
structures. Liquids dynamics often passes through 
relatively high energy barriers, which are sometimes 
hard to reach with these climbing hill methods, espe
cially for systems with many degrees of freedom. The 
second kind of method usually starts from a least motion 
(LM) path straight connecting two minima19,64 but, if 
the initial path is not carefully chosen and far from the 
seeking RC, often ends up with a wrong RC or a path 
going through an extra minimum. 

Tanaka and Ohmine18 applied Elber and Karplus's 
method to obtain approximate RCs, connecting the 
successive inherent structures visited by the water 
system in the trajectory. The barrier height averaged 
over 60 RCs was found to be about 3 kcal/mol in the 
liquid water system with 64 water molecules. More 
important is the finding that the barrier energies of the 
transitions between "overall inherent structures" are 
in general small, within a few kilocalories per mole. A 
low-energy pathway connecting one potential energy 
basin to the next (involving large hydrogen-network 
rearrangement but with a small energy barrier) is narrow 
in phase space. With sequential small inherent struc
ture transitions, the system is gradually adjusted to 
make such a large transition. This dynamics is similar 
to the jump diffusion described by the free-volume 
theory81 for the hard-sphere model. In liquid water 
there are indeed many free-volume spaces (cavity), 
which have a sharp size distribution (see section 
VIII).82'83 But water molecules around those simple 
cavities are not necessarily involved in large displace
ments. 

Barrier energy heights along RCs are usually V3-V5 
of those along the least motion paths (LMs) ;18 individual 
molecular motions are strongly correlated. As we will 
see below, a reaction coordinate overlaps mainly with 
very low frequency normal modes, which mostly consist 
of translational components, and with the intermediate 
frequency modes, which consists of very localized 
hindered mainly translational and some rotational 
components, where those normal modes are calculated 
at the initial or final inherent structure of the reaction 
coordinate.18 

Wales et a/.21,78,79 applied the Cerjan-Miller method 
to Ar and other molecular clusters. The isomerization 
dynamics among various conformations of clusters and 
its temperature dependence were analyzed in terms of 
inherent structures and reaction coordinates. They 
related the "melting transition" of small clusters to their 
barrier height distribution. Recently, Wales et al. 
extended their calculation to water clusters.84 

As seen in section IV. A, individual molecular potential 
energies exhibit very large energy fluctuations, some
times reaching up to 20 kcal/mol (Figure 5). The total 
system potential energy yields relatively small energy 
fluctuations in comparison with these individual mo
lecular fluctuations, although the total energy fluctu
ation in liquid water is larger than those in other liquid 
systems. This is because there are seesaw-type energy 
exchanges17 among individual molecules (i.e., as a 
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(a) 

Reaction Coordinate 

(b) 

Reaction Coordinate 

Figure 8. Total potential energy of the system (a) and the 
potential energy of individual water molecules (b) along a 
reaction coordinate. In a the reaction coordinate energy (RC) 
and the least motion path energy (LM) are plotted. In b 5 
out of total 64 water molecules in the system are selected, for 
the system with 64 water molecules in TIP4P potential. Total 
energy is relative to a standard energy as zero and the potential 
energies of individual molecules are in absolute energy. 
Energies are in kcal/mol. T = 298 K. (From ref 18.) 

molecule is stabilized, another is destabilized).18-53 With 
this seesaw-type energy exchange mechanism (see eqs 
8-10), the system causes large individual energy fluc
tuations with a small total energy change and small 
kinetic energy. (The kinetic energy is proportional to 
the square of the seesaw motion velocity.) We can see,19 

for example, in Figure 8b that a few individual molecules 
yield 5-10 kcal/mol potential energy changes, while the 
total energy yields small change, 3 kcal/mol along a RC 
(Figure 8a). This shows that water motions are 
mutually coupled; the hydrogen-bond annihilation and 
creation are not random process but are strongly 
correlated. For every 10 ps, an individual water 
molecule becomes very unstable (individual molecular 
energy V; > -12 kcal/mol, i.e. two of its four hydrogen 
bonds are broken), and then usually undergoes large 
rotational motion to find a new stable bonding struc
ture.17 

V. Multidimensional Properties of Potential 
Energy Surfaces 

In the previous section, we studied the inherent 
structures and their transitions along the trajectory. In 
this section, the multidimensional nature of the po
tential energy surface of liquid water will be explored. 

A. Normal-Mode Analysis 

Normal-mode (NM) density of the liquid can be 
calculated in two ways: (1) by performing a spectral 
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Figure 9. Normal mode distributions of liquid water and 
cubic ice Ic. In a, solid line is for TIP4P water and the dotted 
line is for MCY water, each of which is averaged over 40 
inherent structures. In b, solid line is for liquid water and 
the dotted line is for cubic ice. The distributions are over 40 
inherent structures of liquid water and 4 structures of proton-
disordered ice Ic, for the systems with 216 water molecules 
in TIP4P potential. Frequency is in cm-1. 
resolution of classical mechanical trajectories (Fourier 
transformation of a velocity autocorrelation function); 
The method was discussed by Geldard et al.85 and 
Martin;86 and (2) by calculating and diagonalizing a 
matrix of second energy derivatives with respect to the 
mass-weighted coordinates.87-88 The expression of these 
derivatives with respect to the Euler angles is very 
complicated. The mass matrix for Euler angles was 
given by Pohorille et ai.87 The density of state of liquid 
water was calculated by Rahman and Stillinger using 
the first method.14 The precise determination of normal 
modes by using the inherent structures (the second 
method) was first carried out by Pohorille et al. for the 
MCY water potential.87 They used the normal modes 
to evaluate a free energy of liquid water. Tanaka etal. 
determined the normal modes for TIP4P potential.1718 

The calculated normal-mode density was found to be 
similar for both MCY and TIP4P potentials,17-87 except 
that the peak positions for co > 200 cm4 are shifted to 
lower frequencies and the librational modes are more 
widely distributed in MCY potential as seen in Figure 
9a. The normal modes of liquid water mainly consist 
of high-frequency (450-1000 cm"1 in TIP4P potential) 
librational modes and low-frequency (10-300 cm-1) 
hindered translational modes.18-19-87 There are two 
peaks in the low-frequency band and they are located 
around 50 and 250 cm-1, respectively. There are some 
intermediate-frequency (300-450 cm-1) modes, in which 
localized motions of only few molecules are involved. 
Their motions are a mixture of mostly translations and 
some rotations and are associated with the existence of 
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defects in hydrogen-bond structure in liquid water. 
These modes are absent in the ice as seen in Figure 9b, 
in which the mode distributiosn in TIP4P potential is 
plotted for liquid water and the cubic ice Ic. It is noted 
that we did not include the intramolecular vibrations, 
which has the spectral density above 1400 cm-1, in the 
calculation. 

There are two kinds of anharmonicity corrections on 
a harmonic approximation of a potential well: one with 
a simple curvature changes from a quadratic form C^q1 

for a large amplitude motion along a normal vector 
direction, and the other with mode-mode mixing. The 
mode-mixing term will be discussed in section V.C. The 
magnitudes of the former contributions18 are different 
in different normal modes; in general the low-frequency 
modes have a significant positive quartic contribution, 
C4<74 (C4 > 0), and the high-frequency modes have a 
large cubic contribution, C^q3, where the total mode 
energy is given by E{q) = Ctfp + C3q

s + C^4 and q is 
a scalar normal coordinate. 

One can make use of normal modes at inherent 
structures to calcualte the free energy.21,23 Assuming 
that each potential well is harmonic, the normal modes 
and their distribution are determined for a certain set 
of inherent structures. Pohorille et al.sl calculated the 
free energy for harmonic glasses (inherent structures) 
of liquid water in the MCY potential parameter. The 
entropy value obtained by this calculation is about 50 % 
of the experimental value for liquid water at 300 K. To 
calculate the configurational entropy of liquid states 
correctly, all inherent structures are generated and 
summed into the partition function. This is, however, 
impossible for a large system like liquid water. Suc
cessful calculations of the free energies are only for 
small clusters. Wales et a/.21b'84 calculated high-
temperature and long-time trajectories and then per
formed many systematic quenches (thousands of 
quenches) to obtain the partition functions. The results 
reproduce the solid-liquid "phase transitions" and 
S-bent curves, which are in agreement with the sim
ulation results. McGinty89 suggested that thermal 
quantities of simple atomic clusters are well reproduced 
by the harmonic of the potential wells since there is 
cancellation among higher order contributions. In 
liquid water calculations, there can be many sources of 
the errors in the free-energy calculation, such as the 
error in the intermolecular interaction parameters, and 
that due to not accounting for anharmonicity effects. 
A system in the liquid state stays mostly in regions of 
higher energy potential wells, where anharmonic con
tributions are often important. 

B. Raman Spectrum 

In the low-frequency region (w < 350 cnr1) of the 
Raman spectrum of liquid water, there exist two distinct 
peaks one around 50 cm-1 (S mode; shear transverse 
acoustic wave termed by Walrafen et a/.90'91) and another 
at 190 cm-1 (P wave band according to Walrafen et al.). 
These peaks have been a central focus of many 
investigations.90-93 The calculated normal mode dis
tribution in Figure 9 is very similar to the Raman band 
shape, except that the latter decays a little faster than 
the normal mode distribution in the higher frequency 
region (200-350 cm-1). Characteristics of these bands 
are (1) there is an isotope effect on S band frequency 

while there is no effect on P band and (2) S band yields 
a slight upward frequency shift as the temperature 
increases, while the P band shows significant downward 
shift. The assignment of these two bands were made 
as follows: the S band is assigned to the 0-H...0 bending 
and P is to the 0 - 0 stretching of 0-H...0 unit. 

The calculation of the normal modes showed, how
ever, the low-frequency modes are mostly a hindered 
translational vibration and do not contain bending 
(librational) element. Mazzacurati et al.94 and Madden 
et al.95 performed the MD calculations for Raman 
intensity with using polarizability expansion and as
cribed the main contribution of the low frequency 
spectrum to a dipole-induced-dipole element caused 
by the hindered translational vibrations. 

In addition to these two bands, the third vibrational 
component is claimed to appear at 70 cm-1 by Walrafen 
etal.,90 as temperature increases. This band is assigned 
to the bending motion of the bifurcated hydrogen bonds, 
which arise from the breaking of the firm hydrogen 
bonds upon the temperature increase. Below these 
normal mode peaks, there exist Raman intensity 
components related to the inherent structural transi
tions (i.e., hydrogen-bond rearrangement dynamics), 
which will be discussed in section VI. 

C. Normal-Mode Excitation and Relaxation 

One can explore multidimensional properties of 
potential energy surfaces of liquid by the following 
normal-mode excitation. Taking several inherent 
structures as the initial geometries, the trajectory 
calculations were performed by vibrationally exciting 
individual modes with different kinetic energies.19 

Simultaneous excitations of two or more modes can 
also be performed. How the excited modes relax 
through mode mixing and how the system undergoes 
inherent structure transitions after these mode exci
tations19 were analyzed. It was then found that most 
(>95 %) of the water normal modes are "inactive", unless 
they are excited with extremely large initial energies. 
An inidividual mode in this group couples with only 
one or two modes of nearby frequency, and thus yields 
a multiply periodic motion. Only two types of modes, 
the localized modes and the lowest frequency modes, 
are active; their excitations yield very fast vibrational 
energy relaxation and often cause inherent structure 
transitions. An excited localized mode couples with 
many double frequency modes through a 1:2 Fermi 
resonance. It can induce an inherent structure tran
sition when the initial excitation energy exceeds a 
certain threshold value. Excitations of the lowest 
frequency modes induce mostly inherent structure 
transitions. Some of these inherent structure transi
tions are the same as those induced by the localized 
mode excitations at intermediate frequency. Indeed, 
the reaction coordinates of these inherent structure 
transitions consist of vector elements of the lowest 
frequency modes and the localized modes.19 

Excitations of the same mode with different initial 
energies often result in different inherent structure 
transitions; bifurcation of the transitions occurs.19 With 
small energy excitations of the lowest frequency modes, 
the transition involving very localized molecular dis
placements take place. This means that there exist 
many small "cavities" in liquid water where water 
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Figure 10. The power spectrum of total system potential 
energy in the instantaneous structures of liquid water. The 
system has 64 water molecules at 298 K. / is in wave number 
(cm-1), and / = w/2ir. A trajectory of 5.4 ns is divided into 
6 parts, which are Fourier transformed and averaged. Weak 
Gaussian averaging is used to smooth the spectral curve. A 
solid line indicates 1//° with a = 1.0, and dashed lines with 
a = 0 and 0.75. The modified TIPS2 potential is used. (From 
ref 96.) 

molecules can easily go through. They are, however, 
not simple cavities. A moving molecule alters its 
binding partners, and thus this localized transition 
involves relatively significant individual pair binding 
energy changes without a large total binding energy 
change. When the low-frequency modes are excited 
with slightly larger energies, collective transitions 
involving many water molecules are induced. Due to 
the existence of such bifurcation, liquid water exhibits 
a variety of motions. In order to understand the higher 
order mode mixing in the high-energy region of the 
potential energy surfaces, which must be intrinsic in 
liquid dynamics, further investigations are required. 

VI. Long-Time Behavior of Fluctuation 

The average lifetime of individual hydrogen bonds 
is a few picoseconds at room temperature. But global 
hydrogen-bond network structures are seen to persist 
for longer time; liquid water involves many relaxation 
processes, with many time scales.96 

A. Power Spectrum of Potential Energy 
Fluctuation 

In section IV.A, we found that the liquid water 
dynamics involves large potential energy fluctuations 
such as shown in Figure 3, parts a and b. Here, we 
examine the power spectrum of the total potential 
energy fluctuation of liquid water: 

S(w) = I J"|~V(Oe*"* dt\2 
(15) 

where V(t) is the total potential energy of the system 
at time t (in a 2-fs interval), Figure 10 shows that there 
are two regimes in the spectrum at 298 K.96 In a 
frequency range (1-100 cm-1) the spectrum yields a 1/f" 
if - ul2ir, a = 0.75) dependence97 with small peaks 
corresponding to the normal-mode vibrations of trans-
lational and librational motions. Below a low crossover 
frequency fc, around 1 cm-1, the spectrum is of a white 
noise type., There is no memory effect for longer than 
30 ps. This 30 ps might be considered as a persistent 
time of a global hydrogen-network structure in liquid 

water dynamics.96 It is about one order longer than the 
average lifetime of the individual hydrogen bonds, which 
is known to be about 2-3 ps. The total potential energy 
fluctuation, which is equal to the negative of the total 
kinetic energy fluctuation in a microcanonical MD 
simulation, represents the temperature fluctuations of 
the total system. It has been generally recognized that 
liquid water exhibits a long-time temperature fluctu
ation in MD calculations and very many steps are 
needed to achieve a convergency in Monte Carlo (MC) 
simulations. This type of long-time fluctuation can be 
attributed to the global hydrogen-bond rearrangement 
dynamics. 

The l//type frequency spectrum for f > fc indicates 
that the correlation of network fluctuations decays not 
in a single Markovian process but through multiple 
processes. The number of molecules involved in the 
network rearrangement motion at each instant is widely 
distributed. This wide distribution should correspond 
to the multiplicity of the relaxation processes; a large-
scale rearrangement involving many molecules is rela
tively infrequent and is associated with a long-time 
relaxation process. A small-scale rearrangement, on 
the other hand, occurs more frequently and is associated 
with a shorttime relaxation process. Another possible 
explanation for this 1// behavior is that the water 
dynamics can be regarded as intermittent; the system 
is mostly trapped in a torus (such as a large basin 
consisting of several inherent structures), and occa
sionally jumps to another torus. Such intermittent 
dynamics is known to yield I//2 (a = 2) spectrum when 
the jump time is close to zero.98 In real dynamics the 
jumping occurs in finite duration and is often diffu-
sional, and thus the smaller exponent (a < 2) is expected. 

The instantaneous structures in the same trajectory 
as above are sequentially quenched to their inherent 
structures (see Figure 3, parts a and b).96 The fluc
tuation of these inherent structure energies yields a 
Vf" power spectrum with a = 1.3, a stronger 1/f 
dependence than the instantaneous structure spectrum. 
The liquid dynamics in the instantaneous structure 
includes a diffusion from a potential well to the next 
well and short-time vibrational relaxations, and so the 
spectrum of its potential energy fluctuation is shifted 
from the inherent structure's to yield more white and 
Debye type frequency dependences. 

On the other hand, the spectrum of the total potential 
energy fluctuation for the liquid Ar is almost frequency 
independent (see Figure 11); that is, liquid Ar dynamics 
is stochastic and mostly simply diffusional.96 It is noted 
here that collective hydrogen-bond network rearrange
ment in liquid water dynamics consists of both rota
tional motion and translational motion of the molecules. 
So when either of these motions is suppressed in an 
MD calculation, the large rearrangement dynamics 
(collective motion and energy fluctuation) is also 
suppressed and the energy fluctuation in the absence 
of the large inherent structure transition becomes a 
near white noise (see Figure 12, parts a and b).99 

B. Very Low Frequency Raman Spectrum 

This power spectrum of the total potential energy 
fluctuation (Figure 11) is similar to the low-frequency 
component of the Raman spectrum. Figure 13 show 
the low-frequency part (o> = 0.6-1000 cm-1) of the 
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Figure 11. The power spectrum of the total system potential 
energy in liquid Ar (the system with 108 Ar atoms at 95 K). 
A trajectory of 6 ns is divided into 2 parts, which are Fourier 
transformed and averaged. Weak Gaussian averaging is used. 
A simple Lennard- Jones potential is used. / is in wave number 
(cm-1). A solid line indicates a = 1.0. (From ref 96.) 
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Figure 12. Total potential energy fluctuation in 100 ps (a) 
when the rotational motions are suppressed, and (b) when 
the translational motions are suppressed in the MD calcu
lation. Averaged over 20 fs (eq 7 with At = 10 fs); for the 64 
water molecular system with TIPS2 potential; T = 298 K. 

Raman spectrum measured by Walrafen et al.90 They 
fitted the baseline intensity of the Raman scattering Ic 
for the frequency 20-4500 cm-1 by a power law, Ic = 
k/ua (a - 1.2-1.3) and for the wider frequency range 
0.6-6000 cm-1 by a Gaussian logarithmic funciton, y = 
A exp(-Bxz) where y = In I0 and x = In (1 + «); In Ic 
= A exp{-B[ln(l + w)]2}. This Gaussian function is 
chosen to yield a finite intensity at very low frequency 
di < 1 cm-1. This spectrum can also be divided into 
three parts; a power law region w > 5-20 cm4, a near 
white noise region a> < 3 cm-1, and a transition region 
in between. This is then very similar to the above 
potential energy fluctuation spectrum in the inherent 
structures96 with a = 1.3 and /c = 1-1.5 cm-1. 

A Lorentzian functional form was assigned to this 
low-frequency component (« < 250 cm-1) by Mizoguchi 
et al.92 They subtracted broad vibrational bands around 
60 and 180 cm-1 from the total scattering spectrum, 

Ic 

Figure 13. A schematic diagram of Stokes Raman spectrum 
intensity Ic of liquid water in the frequency range w = 0.6-
1000 cm-1. The plot is of In /c versus In o>. A dashed line is 
arbitrarily drawn for eye guide. Redrawn from the data of 
Figure 11 in ref 90. See the original figure in the reference 
for details. 

and concluded that the remaining relaxation mode is 
of a simple Debye type (Lorentzian); Ic = l/w" with a 
- 0 in the low frequency (w < 5 cm-1) and a = 2 in the 
high frequency (w > 40 cm-1). They also showed that 
the width T (= 1/W) of this Lorentzian curve increases 
as the temperature T decreases, following the Curie-
Weiss law: 

T-T1 
7 ~ To j> 

c 

for T = 263-368 K with Tc = 240 K in heavy water, and 
with Tc = 225 K (but with slight deviation from this 
equation) in light water. These Tc values correspond 
to the temperature of the spinodal instability at normal 
pressure, P = I atm. 

Many other functional forms have been proposed to 
fit the low-frequency spectrum of liquid water by many 
other authors; for example, its u> dependence for 0-50 
cm-1 is fitted by Montrose et al.100 with two Lorentzians 
and one exponential. They indicated that the most 
intensive component in the spectrum arises from the 
hydrogen bond breaking dynamics. Mazzacurati etal.94 

performed an MD calculation using a polarizability 
expansion and ascribed the main contribution of the 
low-frequency spectrum to a dipole-induced-dipole 
collision-induced element, not necessarily to the hy
drogen bond breaking. Mizoguchi et al.92 have assumed 
that the long-time hydrogen-bond network rearrange
ment is the source of this low-frequency component. It 
is known that clear assignments of functional forms to 
low-frequency spectra are often difficult. For example, 
a power spectrum of the intermittent dynamics is known 
to yield a power law dependence of / = I/wa with the 
exponent of a = 2.0 in all frequency except very low 
frequency,97 where it becomes a white noise, a = 0.0. 
This frequency dependence is hard to distinguish from 
a Debye relaxation case, whose power spectrum yields 
a white noise in low frequency, the l/w2 dependence in 
the high frequency, and a transition in between. More 
detailed and careful analyses are thus needed to connect 
the experimental data and theoretical prediction. 

C. Dielectric Relaxation 

The dielectric relaxation is a measure of the hydrogen-
bond rearrangement dynamics. It is experimentally 
well established that the dielectric relaxation of liquid 
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water yields near single exponential decay (i.e., of the 
Debye type) with the relaxation time TX = 8-9 ps (~17 
Ghz) at room temperature.31 A Cole-Cole curve of the 
pure Debye type is obtained except for the very high 
frequency part. Barthel et al.,101 extending the mi
crowave frequency up to 89 GHz in the permitivity 
spectrum measurement and also using far-infrared data 
for oi > 150 GHz, showed that a small additional 
exponent is needed to explain the high frequency part 
(>40 GHz) of dielectric relaxation. This additional 
exponent has a relaxation time of r% - 1.02 ps, which 
corresponds to the lifetime of an individual hydrogen 
bond. This Debye-type fluctuation of the dielectric 
relaxation is quite different from the 1// fluctuation of 
the total potential energy shown above, although both 
are related to the global hydrogen-bond rearrangement 
dynamics. The temperature dependence of the di
electric relaxation n is non-Arrhenius especially in the 
supercooled regime. To explain this non-Arrhenius 
behavior, Salvetti et al.31 used the site percolation model 
by Stanley et a/.12'13 

Neuman102 and Alper and Levy103 performed a series 
of MD calculations and evaluated the dielectric relax
ation and the individual dipole relaxation in liquid water 
using various intermolecular potentials. Anderson et 
al.104 used a flexible water model, SPC (simple point 
charge) model, to evaluate these relaxations. It was 
indeed found for all the models that both relaxations 
are of the Debye type, except that the higher frequency 
part yields the resonance-type contribution from the 
librational motion of molecules. The individual dipole 
relaxation time is estimated to be about 3 ps at T = 292 
K in both TIP4P and MCY and 5 ps in SPC. The 
calculated dielectric relaxation time of the Debye 
component TD is sensitive to the intermolecular po
tential parameters; TD = 6.3 ps in TIP4P and 11 ps in 
SPC at T = 293 K, which are in fair agreement with the 
experimental value T\ = 8-9 ps, but TD = 3 ps in MCY. 

The dielectric relaxation is extremely sensitive to a 
long-range part of the intermolecular potential.99 If 
the Coulomb potential is smoothly truncated between 
r = 7 and 9 A, then the total dipole relaxation decay 
time is reduced from about 6 to 1 ps (in TIPS2) and the 
decay curve changes from a single exponential (Debye) 
type to a Hf type, whereas a single dipole relaxation 
still remains to be near Debye and its relaxation time 
is almost the same in both the truncated and full 
Coulomb potentials. Furthermore, our recent calcu
lation for small water molecule clusters, (H2O),,, shows 
that the dielectric relaxation in these systems clearly 
yields nonexponential decay and their power spectra 
are of a Hf type.84^0 These facts indicate that the 
dielectric relaxation process indeed involves the 1// 
dynamics (multiple processes) but some kind of "av
eraging" takes place.840 For small systems, the "aver
aging" might not be sufficient, and both the potential 
energy fluctuation and the dielectric fluctuation yield 
Vf type relaxation. But for a large system, the 
"averaging" is effective and the dielectric relaxation 
becomes Debye although the energy fluctuation does 
not, because the total dipole is a vector quantity and 
the dipole-dipole interaction is long-ranged, while the 
energy is a scalar and mainly (mechanical) local 
quantity. This point must be clarified in future 
investigations. Whether its relaxation is exponential 

or nonexponential must depend sensitively on the time 
scale and the spatial scale of the quantity observed. 

D. Supercooled State of Liquid Water 

The unique fluctuation of liquid water dynamics 
arises from the fact that it is the mixture of the hard-
sphere-type dynamics which dominate at high tem
perature and the strongly correlated molecular dy
namics constrained by hydrogen bond which dominate 
at low temperature. Long-time fluctuation in liquid 
water is the reflex of the latter motion. As the 
temperature decreases, the hydrogen-bond rearrange
ment slows down, and the thermodynamic quantities 
exhibit some singular behavior, yielding divergence at 
T8 as 

X = A | ^ - i r + B (16) 
8 

An excellent review of the supercooled water was given 
by Angell7a'b and the present status of its research was 
discussed by Angel!70 and by Maddox.106 One of the 
main focuses on the supercooled water is to understand 
what kind of singularity is involved. It is suggested 
that the singular behavior at T8 = 46 0C and P = I atm 
is due to the spinodal instability from the supercooled 
liquid state to a crystal structure. Speedy and Angell106 

proposed a T-P phase diagram of water with the 
spinodal line and the homogeneous nucleation line of 
crystallization. They indicated that the spinodal line, 
T8, of the transition from the superheated state to the 
vapor is continuously connected with this liquid-crystal 
spinodal line in low temperature by going through the 
negative pressure region (the reentry of the spinodal 
line), and therefore the heat capacity Cp divergences 
have the same exponents y in both the superheated 
state transition and in the supercooled state tran
sition.32-33'106 It should be mentioned that no glass 
transition intervenes before the homogeneous nucle
ation of crystallization to an ice structure takes place. 

Angell pointed out7b that earlier models of water, such 
as Rice's random network model2'11 and Stanley's 
percolation model,12,13 cannot predict this singularity. 
The percolation model with random hydrogen bond 
distribution does not account for long-range correlation 
in spatial distribution of low-density species, and thus 
cannot predict a true singularity. Stillinger16* tried to 
explain this singularity by proposing a model in which 
bulky species of polyhedra increase as the temperature 
decreases. Speedy107 imposed the cooperative element 
in polyhedra association by postulating a self-replication 
mechanism of pentagons. His model indeed yields the 
thermodynamic singularity. 

It should be mentioned, however, that Poole et a/.34* 
have performed MD calculation on the phase behavior 
of supercooled water by using the ST2 potential. They 
found that the reentry of spinodal line from the negative 
to positive pressure region does not take place in the 
low-temperature region that they studied. The recent 
X-ray scattering investigation of water in range down 
to -24 0C by Ludwig and co-workers3415 also shows no 
evidence for an imminent spinodal type instability. 

On the other hand, Sasai108-109 has calculated the grand 
canonical partition function of water by constructing 
the Hamiltonian of the hydrogen network in a lattice 
gas model (a gel model) and applying the field theo-
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retical technique to sum over all topologically possible 
network patterns.no His field theoretical lattice model 
was shown to yield the reentrance of spinodal line and 
reproduce the cooperative fluctuations of the hydrogen-
bond network.108 The recent work by Sastry et a/.111 

using the a lattice model has also demonstrated the 
reentrance of the spinodal line, but it did not yield the 
true divergence at the liquid-solid spinodal at least in 
the approximation level they used. Further systematic 
theoretical and experimental studies are required to 
completely clarify what is the phase behavior of the 
supercooled water. The studies for the dynamical 
behavior of the supercooled water based on the firm 
theoretical models are also required. 

VII. Chemical Reaction. Energy Dissipation 
Mechanism In Liquid Water 

Recently great progress has been made in under
standing the detailed mechanism of chemical reactions 
in liquids. Thermally activated barrier crossing reac
tions,112-115 electron and proton transfer reactions,116-117 

solvated electron relaxation,118-120 vibrational relaxation, 
electric relaxation and solvation processes in photo-
induced chemical reactions in solutions121-126 have been 
extensively studied. The general consensus obtained 
so far by these studies is that the solvent response to 
chemical reaction dynamics can be described within 
the linear response theory.126-128 This might be attrib
uted to the fact that a chemical reaction is "one 
dimensional", changing from a reactant to a product 
along a reaction coordinate. Solvent dynamics essen
tially acts orthogonal to the reaction and its effect can 
be averaged. The reactions studied so far were for 
relatively large size solute molecules and/or long-range 
solute-solvent interactions. If the reactions in polar 
solvents involve electric polarization like many pho
tochemical reactions, polar solvent molecules absorb 
excess energy as bulk through long-range Coulomb 
interactions. Amount of energy absorbed by each 
solvent molecule is small and the solvent behaves as 
the linear response theory predicts. A polar solvent 
yields a very quick response to the polarity change of 
a solute through the solvent "inertia" term in the 
photoinduced solvation dynamics and this inertia 
contribution takes into account the most part (80-90 %) 
of the Stokes relaxation, as experimentally found by 
Rothenthal et a/.129 and theoretically shown by Ma-
roncelli et a/.,130 Fleming and Wolynes,131 Ando and 
Kato,117b and Cho et al.132 It should be mentioned that 
the list of the references here is far from complete, we 
here list only those related to the fast energy relaxation 
in liquid water. 

Ohmine125 made an MD analysis for vibrational 
energy dissipation of a photoexcited molecule in liquid 
water and compared it with that in liquid Ar. It was 
found in liquid water that energy transfer from an 
vibrationally exited molecule to the solvent molecules 
is very fast and that the transferred excess energy to 
the solvent molecules surrounding the solute is quickly 
distributed to other solvent molecules. A similar fast 
energy transfer and fast heat conduction have been 
found in many other reactions in liquid water. For 
example, Rossky and co-workers120"-* theoretically 
predicted that time required for a free electron to decay 
into a solvated state, releasing large excess energy, is 

in the sub-picosecond range, which was in close agree
ment with experimental values.118,119 The ultrafast 
spectroscopic studies of Migus et a/.118 and by Eisenthal 
and co-workers119 have observed that the first relaxation 
process to the "precursor excited state" takes about 
0.1-0.2 ps and the next relaxation to the fully solvated 
ground state required 0.24-0.55 ps.121b This fast 
hydration dynamics is the subject of current intensive 
theoretical and experimental investigations. The same 
process takes much longer time in alcohol solutions, 
about 10 ps observed experimentally.133,134 The rapid 
electron relaxation in water clusters was also predict
ed.122 Bader and Chandler136 showed that solvation 
dynamics in the charge-transfer reactions in aqueous 
solutions is also very fast. 

Another example of fast relaxation in liquid water is 
an energy relaxation process from a top of energy barrier 
(the transition state) to product (or reactant) in SN2 
reactions, investigated by Gertner et al.112 It was also 
found to be extremely fast, <1 ps. Whitnell et al.113 

and Levine et al.115 performed a detailed analysis for 
the vibrational relaxation mechanism of these reactions 
in liquid water. The excellent review on this subject 
is given by Whitnell and Wilson.114 It was found that 
the energy of reacting molecules is dissipated mainly 
into the mutual binding potential energies of water 
molecules. This energy transfer creates "hot spots" in 
liquid water.114,115 Using the notion of time reversality 
of trajectory, they claimed that these hot spots, which 
exist in liquid water as local energy fluctuations 
discussed in the present review, are the energy source 
for the activation of a molecule from a reactant state 
to the transition state. The activation energy is initially 
supplied as the mutual translational energy of reacting 
molecules. It was found126 that there exists almost no 
temperature gradient around a hot solute molecule; that 
is, the excess vibrational energy is distributed very 
rapidly to the entire solvent due to the existence of 
strong energy exchange mechanism of the flip-flop-
type among water molecules and the large local energy 
fluctuation. 

The energy dissipation mechanism in liquid Ar is 
quite different from that in liquid water.114,115,125 The 
energy dissipation is much slower in liquid Ar than in 
liquid water for fast reactions, and the excess energy 
is mainly dissipated into kinetic energies of solvent Ar 
atoms, not into the intermolecular potential energies 
of the solvent as in the case of water. A clear threshold 
behavior is found in the energy-dissipation process in 
Ar solvent.109 The dissipation rate is almost zero for 
small amplitude motion, since the force acting on the 
Ar atom from the solute molcule cannot become large 
for the weak Ar-Ar interaction and there is no vibra
tional-vibrational energy transfer from the fast reacting 
molecule to the slow Ar-Ar vibrations; they are in off-
resonance. But the energy dissipation suddenly starts 
increasing when the ampliude of reacting molecular 
motions exceeds a certain threshold value.109 Then, 
occasionally occurring hard collisions of solute-solvent 
induce the energy transfer. The excess energy (heat), 
transferred from a hot solute molecule to the sur
rounding Ar atoms, is distributed to other Ar atoms 
through diffusional processes.126 So this heat conduc
tion is also slow and the temperature gradient around 
the solute molecule exists in the Ar solvent. 
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Water has a wide frequency distribution of the 
intermolecular (water-water) vibrations and can yield 
a response even to very fast reactions.115 Relatively 
fast energy relaxation occurs even for small amplitude 
motions. The clear threshold behavior as in liquid Ar 
is not seen in liquid water. But another kind of 
threshold behavior might exist in liquid water. When 
the amplitude of solute motion becomes very large, the 
energy dissipation rate is amplified by a "nonlinear" 
response of solvent water. This can occur only in the 
neutral reactions of small solute molecules, where only 
a few water molecules surrounding a solute directly 
absorb the large excess energy and induce a large local 
rearrangement of the solvation structure. A systematic 
analysis is needed for the threshold behaviors and the 
transition of the dissipations mechanisms from a linear 
to a "nonlinear" response of liquid water. 

VIII. Hydration. Aqueous Solutions and 
Hydrophobic Effects 

Hydration of nonpolar solute has a direct bearing on 
the properties of pure water. In this section, the recent 
development of theoretical study on hydration of 
nonpolar solutes will be reviewed.136-137 

It is well known that a solubility of a nonpolar 
molecule in water is extremely low. One may expect 
that the low solubility arises from a weak interaction 
between water and the solute molecules so that the 
mixing of nonpolar solute into water is an endothermic 
process, breaking the strong water-water interaction. 
Experimental evidences, however, show that a fairly 
large negative (excess) enthalpy change is accompanied 
by the hydration.138-140 Therefore, the immiscibility 
should be associated with the large negative (excess) 
entropy change. The hydration process, which is 
dominated by the entropy term (excess entropy times 
the temperature) rather than the enthalpy term, is 
called the hydrophobic hydration. With this entropy-
dominant mixing, some anomalous properties observed 
in pure water are enhanced in aqueous solutions of 
hydrophobic solutes. The large negative entropy 
change and exothermicity are usually considered to be 
associated with a structural enhancement of water 
around a solute. It is expected that this enhanced 
structure resembles the clathrate hydrate structure. 

When nonpolar solutes are dissolved in water, the 
solutes tend to associate with each other even in very 
low concentration, so as to reduce the number of water 
molecules proximate to solutes. An attractive force 
acts between two hydrated nonpolar solutes. This is 
largely a solvent-induced interaction,138-140 called hy
drophobic interaction, and plays a significant role in 
folding of biological macromolecules and in formation 
and stabilization of membranes and micelles.141,142 

The argument above was made primarily on the basis 
of abundant thermodynamic measurements. The most 
systematic analysis of the thermodynamic properties 
has been done by the virial expansion of the solvent in 
the presence of infinite number of solvent water 
molecules.143-144 One of the disadvantages of this 
analysis is that it is impossible to establish a direct 
connection between measured virial coefficients and 
microscopic interactions. This is because there is no 
clear way of separating the measured values into the 
direct interaction between solutes and the solvent 

induced interaction. Therefore, many theoretical and 
computational methods have been proposed to explain 
the hydrophobic effects. It is important to test whether 
the predictions of various theories agree with experi
mental data. The most important property for this 
test is the free energy or entropy of hydration of solutes. 
The free energy of the hydration is divided formally 
into two processes: (1) the cavity formation accom
modating the solute in water, and (2) introduction of 
weak but attractive interaction between water and 
solute. The cavity formation involves the structural 
reorganization around the solute. The free energy of 
the cavity formation process seems to increase with 
increasing the solute size. The attractive interaction 
also increases as the solute size increases. This con
tribution, from the interaction, to the free energy has 
the opposite sign to the contribution from cavity 
formation. As a result, the attractive interaction blurs 
the size dependence predicted for the hard-sphere solues 
and the total free energy of the hydration yields 
complicated size dependence. For instance, the solu
bility of noble gases (spherical solutes) increases with 
the increase of the size, while that of a series of alkane 
decreases.139 

A. Scaled Particle Theory 
An application of the scaled particle theory was the 

first attempt to investigate the hydrophobic hydration 
among the theoretical treatments.145 In the scaled 
particle theory, both the water and the solute are treated 
as hard spheres. Let us consider the reversible work 
w to create a hard sphere of radius r0 in water whose 
hard-sphere radius is rw and number density is p:146 

W = -kTln{l-4-^-) + 

4irpkT £° (rw + r)2G(rw + r) dr (17) 

where the first term corresponds to the free energy to 
create an infinitesimal size of solute and the second 
term is the enlarging process to grow the size of this 
solute from 0 to ro. The density p is treated as an input 
parameter obtained from the experiment. The effect 
of water anomaly on the hydration is included in the 
scaled particle theory through the anomaly in the water 
density p. An approximate form of G(r) can be 
evaluated in the scaled particle theory: the reversible 
work to create a macroscopic size of a solute is assumed 
to have a certain asymptotic form, and this asymptotic 
form is required to join smoothly to the first term of 
the eq 17. Pierotti145 has shown that the free energy 
evaluated in this method is in good agreement with the 
experimental data. 

A spontaneous cavity formation causes the water 
structure reorganization around the cavity. If this 
reorganization makes a significant contribution to the 
hydrophobic hydration, the free energy of cavity 
formation is likely to be assessed incorrectly by the 
scaled particle theory: a much larger positive free energy 
in cavity formation should be obtained. This theory 
predicts a positive enthalpy change in the same process, 
which contradicts the historical view of the hydrophobic 
hydration. We expect that the water structure en
hancement in the vicinity of cavity contributes to the 
negative enthalpy, which is indeed observed experi-
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mentally. The attractive interaction between water and 
solute, which is missing in this theory, also contributes 
to the negative enthalpy. 

The cavity formation was directly evaluated in the 
simulation studies by Postma et al.ul and by Pratt and 
Pohorille.82 Pratt and Pohorille obtained G (r) the radial 
distribution function of the cavity in contact with water 
and also G(r) in the contact with organic solvents. They 
found that the cavity size distribution is sharper in 
water than that in organic neat liquids. In comparison 
with these simulation results, the scaled particle theory 
underestimated the contact value of solute-water 
distribution function. The agreement was improved 
by the revised scaled-particle theory proposed by 
Stillinger and Irisa et al.148 

B. Integral Equations 

The integral equation is an approach to assess both 
hydration and solute-solute interaction. A pioneering 
work was done by Pratt and Chandler,149 where ther
modynamic and structural properties were obtained 
only on the basis of the experimental pair correlation 
function hoo(r)- The strategy in the integral equation 
study is to calculate the pair correlation between water 
and solute hos(r) and between solutes, hss(r), separately 
with a Percus-Yevick-like approximation in the limit 
of infinite solute dilution. The solvent-separated 
association was found to be important as evident from 
the oscillatory character of hss(r). Various thermo
dynamic properties were calculated such as the chemical 
potential of the apolar solutes, the transfer free energies 
from nonpolar solvent to water, and the second osmotic 
coefficients. Most of them were found to be in good 
agreement with the experimental values. An approx
imation, different from the typical superposition ap
proximation, was also proposed to calculate the solute 
conformational equilibria such as a distribution of the 
dihedral angle of the n-butane. In their later paper,150 

Pratt and Chandler discussed that the attractive force 
between two solutes is important to evaluate the 
potential of the mean force between solutes. This 
method was extended to RISM-like version by taking 
account of all atomic pair correlation functions. It was 
found that the solvent-separated hydrophobic inter
action is more favorable in some large solutes and that 
the association is very sensitive to the choice of the 
approximations in the integral equation.83'151-152 

C. Simulation of Hydration of Nonpolar Solutes 

In order to gain an insight into the three-dimensional 
structures and the hydrogen-bond network connectivity 
around a solute, several computer simulation studies 
were carried out on the solubility of simple hydrophobic 
solutes in water and on the structure around hydro
phobic solutes. Widom's particle insertion method153 

is the simplest way to calculate the excess chemical 
potential of a solute by the computer simulation. Let 
us consider a situation where only one solute molecule 
is dissolved in water. The excess chemical potential of 
the solute, A/u8, is written as 

AM8 = -^Tln(exp(-^)>JV (18) 

where k is the Boltzmann's constant, T denotes the 
temperature, /3 = 1/kT, and <j> is the interaction of the 

solute with solvents. The number of water is N and 
the average < >N is taken over water configurations in 
the absence of the solute-water interaction. 

In the practical evaluation of the free energy for large 
and/or nonspherical solutes, the value of exp(-/3#) is 
small (i.e., 0 is large) for most of the configurations, 
and so the direct evaluation of the free energy using eq 
18 is very slowly convergent. Several methods have 
been proposed to improve the convergence. The 
thermodynamic integration method was used to eval
uate the hydration free energy of large solutes. In this 
method, the size of the solute gradually increases step 
by step. At each intermediate reference stage, a free-
energy difference is calculated, and then the excess free 
energy is obtained as the sum of these free-energy 
difference.154'155 A more sophisticated method was 
proposed for the particle insertion of nonspherical 
molecule and was found to be effective.156 Swope and 
Andersen157 made a systematic study on the solubility 
for various kinds of spherical solutes by using Hill's 
methods,158 in which the excess chemical potentials are 
evaluated by using adiabatic switching of the coupling 
parameter of the solute-water interaction. They could 
reproduce the experimentally observed temperature 
dependence of solubilities of tested solutes, except for 
neon. 

In addition to the free-energy calculation, the en
thalpy calculation or the hydration mixing energy 
calculation is required in order to make a consistent 
analysis of hydration. It is also difficult to make a good 
estimation of this energy in MD or MC simulations. In 
the simplest form, the hydration energy is given by 

AU=(*N+<t>)N+1-(*N>N (19) 
where the total potential energy for pure water system 
is denoted by $N and that for solution by $JV+I = $N 
+ <t>, the average ( )JV+I is taken over configurations of 
the system composed of N water molecules plus a solute, 
and the average ( )N is over the configuration of the 
pure water. The straight evaluation of this equation 
suffers with the severe convergence problem, because 
< $N)N+I ~ ( &N)N to be calculated from two different 
ensembles. Each term independently undergoes a large 
potential energy fluctuation, which is discussed in the 
previous sections, and the convergence of each term is 
slow. Therefore, it is unreliable to evaluate the hy
dration energy as the difference of these two indepen
dent terms. The exothermic hydration by computer 
simulation study has therefore long been controversial. 
A new method159 to evaluate the hydration mixing 
energy was proposed in which the ensemble average 
was taken over only a nonperturbed system, by rewriting 
eq 19, as 

±U={<t>)N+1+(*N)N+1-($N)N 

= (<Aexp(-/fy) )NI <exp(-00) )N + 
(($„-<<iv>N)exp(-/J0) V(expHJtf.))N (20) 

This equation converges much faster than eq 19. It 
was found that the hydration processes are indeed 
exothermic (AC/ < 0) and entropy dominated. This 
conclusion is different from that obtained in the 
previous study.160 

D. Simulation of Hydrophobic Interactions 
Some simulation results on the association of hy

drophobic solutes have been reported by MC simula-
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Table I. Potential Energy for Water Uw and Methanol 
Um for Mixtures at 298.15 K* 

* B 

0.0 
0.1 
0.2 
0.3 
0.5 
0.7 
0.9 
1.0 

Um (CC) 

-39.51 
-40.12 
-40.29 
-40.49 
-40.63 
-40.32 
-41.05 

Um (CC) 

-36.75 
-36.88 
-36.68 
-35.89 
-35.36 
-34.40 
-34.10 

Uw(TP) 

-42.02 
-42.04 
-41.53 
-41.52 
-40.80 
-40.45 
-41.22 

Um (TP) 

-38.95 
-38.29 
-37.66 
-36.32 
-35.33 
-34.46 
-34.10 

" The interactions between unlike molecules are divided equally 
between individual molecules. The potential energy denoted by 
U is in kJ mol*1. xm is the mole fraction of methanol. CC and 
TP indicate CC and TIP4P potential, respectively. 

tions, which agree reasonably with those from the 
integral equation studies.161 In addition, Geiger et al.162 

indicated that two neon atoms in water tend to aggregate 
with each other, but their simulation time (only 8 ps) 
was too short to give any firm conclusion. In much 
longer MD simulations by Rapaport and Scheraga162 

or by Watanabe and Andersen,162 the association of 
hydrophobic solutes were hardly observed. It was 
suggested that the degree of association of those solutes 
depends on the system size83 and it is sensitive to the 
periodic boundary condition.163 

Apart from the convergence problem, a small change 
in water-water interaction parameter leads to quite 
different results in the solute-solute pair correlation 
function and the thermodynamic properties. For 
example, the origin of exothermic mixing was usually 
attributed to the strong water-methanol interaction. 
It was, however, shown that the crucial factor is not 
only water-solute interaction but also water-water 
interaction.164 This was demonstrated in the analysis 
on the hydration of aliphatic alcohols, which are typical 
hydrophobic solutes according to Franks' classification. 
Table I shows that the exothermic mixing of water and 
methanol arises from two origins. While the potential 
energy of CC44 water in mixture is lower than in its 
pure state, that of the TIP4P46 water is generally higher 
than in the pure state. In addition to the pair potential 
energy between water molecules, the higher body 
interactions may play a significant role in thermody
namic properties of mixing. 

In closing this section, we would like to point out 
some important problems that need to be solved in 
future. (1) Conformational equilibria of hydrocarbon 
chains in water and in other organic solvents have been 
investigated by many simulations,165 but the results 
have not been conclusive. (2) Water structure en
hancement plays a dominant role in the hydrophobic 
hydrations and interaction. According to the simulation 
and the analysis of the experimental data, the second 
osmotic coefficients, reflex of the hydrophobic inter
action strength, are also very sensitive to relative 
magnitude of water-solute force and solute-solute 
attractive force. We need to inquire as to what extent 
the traditional view of the hydrophobic interaction, 
which only emphasizes the water structure enhance
ment, is valid in various systems. Another question is 
how does the hydrophilic group contribute to the 
association of polar solutes in aqueous media; Ben-
Naim166 pointed out the importance of the hydrophilic 
group. Tanaka et al.161 decomposed the free energy 

and evaluated the relative importance between the 
purely structure enhancement effect and the thermal 
fluctuation effect in the hydration of various nonpolar 
solutes. An application of this method to aqueous 
solutions of polar solutes seems to be useful to answer 
the above question. (3) According to the traditional 
interpretation of hydrophobic hydration, the lowering 
of the water potential energy by the water structure 
enhancement around solutes is expected to occur in 
aqueous solutions of apolar gases, but it has not been 
seen clearly. An investigation on the stability of a 
clathrate hydrate might serve for better understanding 
of the origin of this energy change, since the clathrate 
hydrate structure is expected to be very similar to the 
hydration structure. The detailed investigation on the 
potential energy of water and the analysis of the 
hydrogen bond connectivity in the vicinity of the solute 
together will enable us to delineate the hydrophobic 
effects more comprehensively. 

IX. Conclusions 

In this review, specific attention was focused on the 
dynamical aspect of water as seen in simulation. It was 
shown that there exist collective motions and energy 
fluctuations associated with the hydrogen-bond network 
rearrangements dynamics in liquid water. The col
lective motions involve tens of water molecules localized 
in space. The potential energy fluctuation caused by 
these collective motions yields 1// noise, which means 
that the multi-relaxation processes are involved in the 
dynamics. The slowest fluctuation, reflex of the global 
hydrogen-bond network rearrangement, is in the order 
of tens of piseconds, about ten times longer that the 
individual hydrogen bond lifetime. 

It was suggested that these characteristics of liquid 
water dynamics indeed appear in the experimental data. 
(1) Raman scattering yields a power law type frequency 
dependence (l/a>°) of the very low frequency component. 
(2) The coherent inelastic neutron scattering yields the 
collective motion of the water molecules in the length 
of 10-20 A. It is known in dynamics of glassy materials 
that a different experimental technique (Raman scat
tering, the dielectric relaxation measurement, and the 
light scattering, etc.) yields a different relaxation time, 
depending on what kind of mode is measured by each 
technique. The liquid water in ambient condition is 
fluid but has many properties of the glassy states 
associated with multiple hydrogen-bond network struc
tures. So the experimental observations with the 
variety of relaxation times are expected. For some 
physical observables such as the dielectric relaxation, 
however, the delicate balance of cancellation must exist 
so that their relaxation becomes a simple Debye. 

The inherent structure analysis is a powerful tool to 
investigate the dynamics of many-particle systems, 
when local structure of the potential energy surface 
around potential energy minima (inherent structures) 
is important. Fundamental structures, their transi
tions, reaction coordinates, and normal modes are well 
defined by using the inherent structures. Hydrogen-
bonding structures are also defined without ambiguity 
of conformational distortions. The inherent structure 
analysis has also been successfully applied to calculate 
the free energies of clusters and to predict the "melting" 
transitions. The inherent analysis needs to be extended 
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to deal with the global feature of potential energy 
surfaces in order to understand the mechanism of long
time fluctuation and the transitions in liquid dynamics. 
New methods need to be developed to investigate the 
higher energy part of the potential energy surface where 
anharmonicity and mode mixing are important. 

There is a need to analyze more thoroughly the 
hydrogen-bond network multiplicity and its relation 
to the global potential energy surface structure for liquid 
water and to explain why the homogeneous nucleation 
of the crystallization takes place without intervention 
of the glass transition. There is also a need to find out 
how the long range structural order in the hydrogen 
bond network couples with local thermal kinetic dis
ordering and how the collective motion and energy 
fluctuation arise from this coupling as the temperature 
increases. A time-dependent analysis using a model 
Hamiltonian of a gel network (hydrogen network) must 
shed light on their coupling mechanism. The extension 
in a graph theory of network will be useful to classify 
the hydrogen network patterns and define the similarity 
among the network structures in different instances in 
order to extract a backbone network structure, if it 
exists, which controls the overall dynamics of liquid 
water. 

The present status of the theoretical studies on the 
hydrophobic effects were also reviewed. The scaled 
particle theory, integral equations, and computer 
simulations were discussed. The simple picture for the 
hydration of nonpolar solutes expected from experiment 
was confirmed; it is the entropy dominant process. It 
was also shown that an association of solutes, known 
as hydrophobic interaction, was very sensitive to the 
balance between the attractive interaction of water-
solute and that of the solute-solute. This means that 
the traditional view of hydrophobic effects is crude. It 
is important to establish a new picture of the hydro
phobic effects by taking into account not only an 
enhancement of water structure but also the factor that 
originated from attractive interactions. The signifi
cance of the hydrophobic effects in folding biological 
macromolecules and in stabilizing micelles and mem
branes cannot be clarified until the role of hydrophilic 
and hydrophobic groups becomes clear. 
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