
Chem. Rev. 1995, 95, 2629-2649 2629 

Bioinorganic Molecular Mechanics 

Marc Zimmer 

Department of Chemistry, Connecticut College, New London, Connecticut 06320 

Received March 30, 1995 (Revised Manuscript Received July 7, 1995) 

Contents 

I. Introduction 2629 

II. Molecular Mechanics 2630 
III. Inorganic Molecular Mechanics 2630 
IV. Bioinorganic Molecular Mechanics 2630 

A. Bioinorganic Parameters 2631 

i. Obtaining Parameters by Structure-Based 2631 
Optimization 

ii. Universal Force Fields 2631 
Hi. Electronic and Other Effects 2631 
iv. The Unique Labeling Problem 2631 

v. Charge 2632 
vi. Conformational Searching 2632 
vii. Solvation 2633 
viii. Ideal Hole-Size Determination 2633 

V. Systems Analyzed by Bioinorganic Molecular 2633 
Mechanics 

A. Complexes of Amino Acids 2633 
B. Nucleotide Complexes 2635 

C. Carbohydrate Complexes 2635 
D. Antitumor Drugs 2635 

i. Budotitane 2635 
ii. Bleomycin 2636 

iii. Platinum Antitumor Drugs 2637 

E. Siderophores and Synthetic Mimics 2639 
F. Technecium Imaging Agents and Their 2639 

Rhenium Analogues 

G. Metalloproteins 2639 
i. Carbonic Anhydrase 2639 
ii. High-Potential Iron Sulfur Proteins 2640 
iii. Transferrin 2641 
iv. Photosystem Il 2641 

H. Metalloporphyrins and Related Complexes 2641 
VI. Concluding Remarks and Future Consideration 2647 

VII. References 2647 

/. Introduction 

The field of transition metal bioinorganic molecular 
mechanics (MM) is a young and fast developing 
discipline. This review will attempt to discuss the 
work published before 1995; it is divided into two 
main sections. Sections I - IV are an overview of the 
methods that are used in bioinorganic transition 
metal MM and section V summarizes the bioinor­
ganic MM literature. 

The idea of using a mathematical model, based on 
the ball and spring concept, to describe the geometry 
of molecules has been in the literature for more than 
50 years.1-3 Organic force fields such as Allinger's 
MMl,4 MM2,5 and MM36 have been used extensively 
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in modeling organic systems. However, bioinorganic 
MM calculations are limited by a number of factors. 

(1) There are no MM programs with reliable 
bioinorganic force fields. 

(2) Organic force fields need to contain parameters 
for relatively few atoms (C, H, N, O, S). A general 
bioinorganic force field would have to contain param­
eters for a number of different transition metals in 
all their oxidation and spin states, in addition to the 
organic parameters. 

(3) It is difficult to parameterize a bioinorganic MM 
force field from solid-state structures as there are 
often insufficient high-resolution crystal structures 
of analogous molecules. 

(4) Deriving force constants from infrared spectra 
is a not trivial procedure, because metal-ligand 
vibrational frequencies are low and their analysis is 
often complicated by strong electronic effects, as well 
as by mixing with ligand vibrational modes.7 

(5) Ab initio calculations of metal centers are not 
straightforward and are of limited use in parameter­
ization. Inorganic density functional calculations are 
steadily increasing in number and may soon be very 
useful in determining metal-based parameters. 
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(6) Many bioinorganic molecules are extremely 
flexible and can adopt a large number of conforma­
tions. 

(7) Most bioinorganic systems, especially metallo-
proteins, are fairly large. Although MM is a simple 
method, the calculations for molecules of this size are 
computationally intensive and require a number of 
approximations. 

(8) Partial charges around metal ions are not easily 
obtained, and although they are often ignored in 
inorganic MM, their importance in bioinorganic MM 
is still being debated.8'9 

Before reviewing bioinorganic MM calculations I 
would like to give a quick overview of MM calcula­
tions and discuss some of the problems that are of 
specific importance in inorganic and consequently 
also in bioinorganic MM. 

II. Molecular Mechanics 
In molecular mechanics (MM), mathematical equa­

tions are used to simulate all the components that 
contribute to the strain energy of a molecule, which 
is then minimized to find a low-energy conformation 
(local minimum). Different force fields use different 
mathematical equations, and thus parameters, to 
simulate the various interactions that describe a 
specific geometry on the potential energy surface.10 

This potential energy hyperspace has 3N + 1 dimen­
sions where the position of N atoms in the molecule 
are responsible for 32V of the dimensions, and an 
extra dimension is defined by the energy. 

Typically, the equations used in a valence force 
field are a function quantifying the strain present in 
all bonds 

VbOHd = I 1 W r " r ° ) 2 ( 1 ) 

a bond angle function 

n e n d = r « 0 - 0 ° ) 2 ( 2 ) 

a function that calculates all the dihedral strain 

^dihedral = ! ^ t l + ™S(n(6 + 0 o f f s e t ) ) ] ( 3 ) 

and a number of nonbonded terms, such as the 
Lennard-Jones potential function that describes van 
der Waals interactions 

Vvdw = ! ^ ^ " ^ (4) 

a Coulombs law-like expression that treats the 
electrostatic interactions 

^estat = I ( 9 ^ V ( ^ - ) 

and an out-of-plane deformation term 

Voov = 0.5koopd' 

(5) 

(6) 

In order to use these equations to calculate the 
total strain of a molecule one needs to know the force 
constant (K) for all the bonds, bond angles, and out-
of-plane deformations in the molecule. Also required 
are the ideal bond lengths (r°) and bond angles (0°), 

Figure 1. Parameters used in a molecular mechanics force 
field. 

the periodicity of the dihedral angles (n), the barriers 
to their rotation (V), and if out-of-plane deformations 
are used, the angle between the plane defined by 
three atoms and the vector from the center of these 
atoms to a fourth bonded atom (d). The van der 
Waals parameters (Ay, By) between the ith and jth. 
atoms are necessary to simulate the nonbonded van 
der Waals interactions, and finally, the point charges 
(qt and qj) and the effective dielectric constant (e) are 
needed to model the electrostatic potential. Figure 
1 illustrates the most important interactions that are 
evaluated to define the potential energy surface. 

///. Inorganic Molecular Mechanics 

The earliest inorganic MM calculations were based 
on the idea that isomers with the least short, high-
energy, nonbonded interactions would be the pre­
ferred isomers,11-15 and therefore only the van der 
Waals forces were considered. Clearly, this is a 
rather crude approximation, as the bond lengths, 
bond angles, and torsional angles can be deformed 
to accommodate the high-energy nonbonded contacts. 
In order to find the low-energy structures, the next 
generation of calculations systematically adjusted the 
angles, lengths, and torsions while monitoring the 
nonbonded interactions.16"18 This process has since 
been perfected by the addition of minimization rou­
tines in the current generation of MM programs. 

Inorganic molecular mechanics have recently been 
reviewed.19"27 Most inorganic compounds consist of 
an organic ligand and a metal. Since we can assume 
that the interactions of the organic backbone are not 
greatly altered by metal coordination, and since the 
organic moiety can easily be modeled with existing 
organic force fields, these are usually modified and 
used in inorganic MM. The vast majority of inorganic 
MM calculations use organic force fields and derive 
parameters for the interactions involving the metal 
ions by systematically fitting crystal structures with 
calculated structures. The torsions around the metal, 
as well as the van der Waals, and electrostatic 
interactions of the metal are usually ignored. 

SHAPES, a new force field designed specifically to 
model the large variety of coordination geometries 
found in transition metal complexes, has recently 
been released. The metal parameters were derived 
by a combination of quantum mechanical calcula­
tions, solid-state structure, and normal coordinate 
analysis.28 

IV. Bioinorganic Molecular Mechanics 
We can consider bioinorganic MM an offshoot of 

inorganic MM as the major problems are the same, 
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and the methods used to overcome these difficulties 
are identical. 

A. Bioinorganic Parameters 
Most MM programs are capable of routinely ana­

lyzing commonly occurring organic functionalities, 
including peptides and nucleotides. However, they 
are incapable of routinely doing accurate inorganic 
and bioinorganic MM calculations. Parameters for 
the metal and its nearest neighbors need to be 
derived and added to the force fields before any 
calculations can be undertaken. In some cases the 
programs themselves have to be further modified to 
overcome difficulties such as the unique labeling 
problem, which is described in section IV.A.iv. 

i. Obtaining Parameters by Structure-Based Optimization 

By analogy to inorganic systems, bioinorganic 
molecules consist of a metal bound to organic ligands, 
peptides, or nucleotides, and thus existing organic 
and biochemical force fields (e.g. MM2,5 AMBER,29 

MOMEC,30 CHARMm,31 DREIDING32) are modified 
to include metal parameters. 

The procedures used to obtain the parameters for 
the metals and their coordinated atoms are identical 
to those used in inorganic MM. In section V of this 
review I have tried to summarize all the biomorganic 
MM papers published before 1995. Wherever pos­
sible I have included details on how the parameters 
for the metal and its closest neighbors were obtained. 
In the vast majority of the studies, the parameters 
were derived by "interpolating" from a number of 
known crystal structures. The procedure that is 
generally followed involves finding crystal structures 
of compounds with the same metal in the same 
oxidation and spin state, and in a similar coordina­
tion environment. These solid-state structures are 
then minimized with an initial set of metal param­
eters that have been added to a well-established force 
field. The preliminary guesses are normally based 
on published parameters for similar metals, or for 
the same metal in a different coordination sphere, 
or from different force fields. Hay's inorganic MM 
review21 gives a thorough listing of all the available 
metal parameters, their sources, and associated force 
fields. The initial metal parameters are refined by 
systematically varying them and comparing the 
calculated structures with the solid-state structures, 
until a satisfactory agreement between the two has 
been achieved. Once a new set of parameters has 
been obtained in this manner, it is good practice to 
test the modified force field on related crystal struc­
tures that were not used in the fitting. 

Obviously, the quality of the parameters depends 
on the number of crystal structures used in the 
parameterization, and the relationship between the 
structures used in the derivation, and the system 
that is to be studied (interpolation vs extrapolation). 
The fit between the calculated and the solid-state 
structure can be assessed by determining the root 
mean squared standard deviation between the x, y, 
and z coordinates of all the non-hydrogen atoms, by 
comparing the internal coordinates, or by measuring 
some other geometric property of interest, such as 
the degree of ruffling in porphyrins. The torsions 

around the metal are usually set to zero and elec­
trostatic effects are often ignored (see section IVAv). 
Force fields modified in this manner have been shown 
to be very reliable predictors of solid-state geometries. 
However, their utility at modeling systems in solution 
or thermodynamics is questionable. This is not 
surprising, since in essence they produce a "crystal-
averaged" model. 

In most force fields a number of different param­
eters are used for the same internal coordinates, 
depending on their environment, e.g. different C-O 
ideal bond lengths and force constants can be used 
for alcohols and ethers. A common approach to 
modeling bioinorganic systems is to develop special­
ized parameters for the system of interest, e.g. iron 
parameters for transferrin,33 or cobalt(III) param­
eters for cobalt bleomycin.34 The advantage of this 
approach is that the results are more accurate, but 
on the other hand, the parameters need to be derived 
on a system by system basis and are only useful for 
the systems for which they were established. 

ii. Universal Force Fields 

Universal force fields, such as the UFF35 and 
DREIDING,32 use the opposite approach, the force 
constants are based on the atom type and its hybrid­
ization, not on its environment. Obviously some 
accuracy is lost, but parameterization is simpler, and 
the field can be used to make predictions for novel 
combinations of elements. The DREIDING force field 
has been very successfully modified in order to model 
nonplanar distortions in tetrapyrroles. The modifi­
cations were based on the normal coordinate analysis 
and structure-based optimization of nickel(II) octa-
ethylporphyrin complexes.36,37 

Hi. Electronic and Other Effects 

Special care needs to be taken with the electronic 
effects due to the partially filled d orbitals of the 
metal. In the interpolation model they are implicitly 
incorporated in the parameters as these are obtained 
by interpolating a series of crystal structures with 
similar electronic effects. The multiple geometries 
available to the metal (square planar, tetrahedral, 
octahedral, etc.), the charge and spin state, and, if 
present, the trans and Jahn—Teller effects need to 
be considered. For example, we have added an 
additional function to the MOMEC force field to 
model Jahn-Teller effects in Cu-N6 compounds.38 

iv. The Unique Labeling Problem 

There are a number of ways that have been used 
to overcome the problem of the variable geometries 
around the metal. The most common method assigns 
an ideal ligand-metal-ligand (L-M-L) angle based 
on the geometry around the metal being investigated 
e.g. ideal angles of 180° and 90° in a square planar 
system. This method has two drawbacks, the' coor­
dination around the metal (e.g. square planar) is 
predetermined by the parameterization, and in com­
plexes with equivalent coordinating ligands one has 
to distinguish between those L -M-L angles that are 
90° and those that are 180°. This multiple reference 
problem has been solved in a number of ways; a 
subroutine that minimizes the L—M—L angle to the 
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closest ideal angle has been used;39 a trigonometric 
function has been added to the L - M - L angle defor­
mation function (eq 2) so that the function has 
multiple minima;28'30'32 and special substructures 
have all been used to differentiate one set of L -M-L 
angles (e.g. ideal angle 90°) from another (e.g. ideal 
angle 180°).40 A more realistic way to model the 
L - M - L angle has been to use the bond angle 
deformation function (eq 2) for all the angles except 
those around the metal, which are handled by 1—3 
Urey-Bradley nonbonded interactions.20,41 This al­
lows the metal to adopt the coordination geometry 
most favorable to the complex not limiting it to a 
preconceived coordination geometry and has the 
advantage that only the bonding parameters for each 
type of new metal-ligand fragment modeled need to 
be derived. 

v. Charge 

The use of integer formal charges on metal ions has 
been shown to be unrealistic as the metal charge is 
partially spread out to the neighboring ligands. A 
number of approaches to overcome this problem and 
to model the transition metal—ligand electron dis­
tribution have been used. 

The exclusion of explicit electrostatic terms is a 
very common way to avoid the problem in inorganic 
MM calculations,19,25 and this approximation has also 
found applications in bioinorganic calculations.42,43 It 
has been argued that inclusion of electrostatic terms 
does not affect the structure, but it does have a 
considerable influence on the molecular energies.44 

There is some disagreement whether charge effects 
are required in modeling bioinorganic compounds. On 
the basis of his analysis of zinc coordination in 
carbonic anhydrase, Vedani8,45 suggests that electro­
static effects involving the metal ion are not as 
important as previously thought. However, Merz,9 

studying the same system, stresses the importance 
of charge effects. 

Clearly, having no explicit electrostatic term in the 
force field does not mean that the electrostatic 
interactions are neglected, it mearly means that they 
are mixed into other functions. 

Approaches using ab initio and semiempirical MO 
calculations to compute charge distributions for some 
small molecules have been successful but these 
involve, much in contrast to the molecular mechanics 
calculations, a major computational effort. The 
charges of the 20 standard amino acids and four 
nucleotides have been determined and are used as 
fixed charges in some force fields. Therefore, an 
alternative to calculating the partial charges on all 
the atoms in the molecule is to use the well-proven 
point charges for the ligand (amino acids and nucle­
otides) and fitting the metal charges.33 Most methods 
that consider electrostatic interactions are based on 
fixed predetermined charges which do not respond 
to structural or environmental changes, instead the 
environmental effects are quantified by a bulk di­
electric constant (e), which is typically between 2 and 
4 (see eq 5). A relatively simple approach has 
recently been developed, the charge equilibration 
approach, which calculates charge distributions ana­
lytically, using the geometry of the system and 

experimentally available atomic parameters such as 
the atomic ionization potentials, electron affinities, 
and atomic radii.46 The advantages of the charge 
equilibration approach are its simplicity and the fact 
that the charge can be calculated as a function of the 
geometry. This method has been used in the model­
ing of porphyrin ruffling, where addition of the 
partial charges resulted in more accurate relative 
energies, but did not lead to any significant structural 
changes.47 A disadvantage of the method is that it 
does not conserve charge within defined regions, such 
as a charged protein side chain. 

vi. Conformational Searching 

In the vast majority of published inorganic and 
bioinorganic molecular modeling studies no confor­
mational searches have been conducted. There are 
two reasons for this: (1) Coordination of a ligand to 
a metal constrains the ligands flexibility, and sub­
sequently the number of conformations available to 
the metal ligand system are reduced. (2) Methods 
using internal coordinate frames (torsion angles) are 
complicated by the number of adjacent cyclic systems 
formed by metal-ligand complexation. 

An excellent comparison of methods employed in 
conformational searching in organic molecules has 
been published,48 and a similar study needs to be 
undertaken for inorganic/bioinorganic complexes. 

The energy minimization routines employed by all 
MM programs refine the starting geometries to local 
minima, which may not be the global or lowest energy 
minima. The aim of a conformational search is to 
find as many minima as possible, which hopefully 
includes the global minimum, and to compute the 
Boltzmann population. In doing such a search, a 
large number of high-energy starting conformations 
are generated, which are then minimized, compared 
with previously found conformers, and stored if they 
are unique. 

For a thorough search the crude starting geom­
etries need to be spread all over the potential energy 
surface because if only part of the surface is covered 
one cannot be sure that all important low minima 
will be found. Three methods can be used to generate 
the high-energy geometries: (1) deterministic or grid 
searches that cover all areas of the conformational 
space systematically, (2) stochastic or Monte Carlo 
methods, which use a random element to generate 
starting geometries, and (3) molecular dynamics. The 
systematic searches cover all areas of the conforma­
tional space; however, for large or flexible molecules 
the cpu time required is prohibitive. 

Common stochastic methods are the random kick 
method49 and the torsional Monte Carlo method.50-51 

The two methods differ in the coordinate system in 
which they operate. The torsional Monte Carlo 
method uses internal coordinates, while the random 
kick method uses external coordinates. The advan­
tage of using internal coordinates is that they cut 
down the molecular degrees of freedom. It is well-
known that all the bond angles and distances do not 
change much between all the different conformations 
of a molecule, and that the main changes are in the 
torsional angles.52 For this reason it is the torsion 
angles that are varied to obtain the crude starting 
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geometries in the Monte Carlo search. In each Monte 
Carlo step a random number of torsional angles are 
varied by a random amount generating a new start­
ing geometry that can be minimized. For cyclic 
systems the ring needs to be cleaved at one point so 
that all the other torsions can be varied. To prevent 
the two ends of the cleaved ring from being too close 
or too far from each other, a ring closure constraint 
is set. The situation is more complicated for bio­
inorganic systems where coordination often results 
in a number of adjoining cyclic rings. 

In the Cartesian stochastic (or kick method) search 
method49 a random kick is applied to each atom in 
the molecule, generating a new high-energy starting 
geometry for energy minimization. The advantages 
of this method are that it can be applied to bioinor­
ganic systems just as easily as to organic systems, 
and that it requires only eight lines of Fortran to 
implement. 

Molecular dynamics involves the calculation of the 
time-dependent movement of each atom in a mol­
ecule. This is achieved by solving Newton's equation 
of motion. Dynamics is efficient at exploring local 
conformational space but it is not effective at crossing 
large energy barriers and thus it is not suited for 
searching globally. To favor faster and more com­
plete searching, high temperatures can be used. 
However, sampling structures during a high temper­
ature run usually results in a larger proportion of 
high-energy conformers and should be used with 
caution. In order to prevent the molecular dynamics 
search from going to areas of the potential energy 
surface that have already been searched, a penalty 
can be assigned to sampled points.53 

In order to cross large energy barriers during a 
stochastic dynamics simulation, MacroModel v 4.5 
has a mixed-mode Monte Carlo/Stochastic dynamics. 
In such a simulation a Monte Carlo torsional varia­
tion is performed every Af time steps, where N is 
selected by the user.54 

To date, the vast majority of bioinorganic molecular 
mechanical studies have not included a conforma­
tional search. Instead it is common practice to enter 
all probable structures individually and minimize 
them separately, or to minimize the one structure 
and ignore all other possible conformations. The 
possible structures are generated by drawing all 
possible combinations of the chair, boat, and skew-
boat conformers for six-membered rings, and the X 
and 6 conformers for five-membered rings. Isomers 
and stereoisomers are handled in the same way. For 
example, Raos55 in his work on the stereochemistry 
of N-alkylated amino acids minimized 19 possible 
conformations of the chelate rings in bis(L-NJV-
dialkylalaninato)aquacopper(II). 

Using a conformational search to find all the 
possible conformations is faster and more accurate 
than entering individual conformations. Drawing all 
the possible conformations is a tedious process. More 
importantly, by generating probable conformers one 
can easily miss the global minimum or other impor­
tant low-energy conformations, especially in cases 
where the chelate conformations are far from the 
ideal conformations. In larger inorganic compounds, 
like coenzyme F43056 and cobalt bleomycin,57 the 

many available low-energy minima make molecular 
mechanics meaningless without a conformational 
search. 

vii. Solvation 

In section V, which summarizes all the bioinorganic 
calculations done to date, I have included details of 
the solvation treatment, if the solvent was consid­
ered. In the vast majority of cases the MM force 
fields were parameterized on the basis of solid-state 
data, i.e. structure-based optimization, and the mini­
mized structure approximates a "crystal-averaged" 
conformation. There is no doubt that other environ­
mental effects which are not implicit in "crystal-
averaged" parameters, especially solvent effects, are 
of importance in bioinorganic chemistry and that 
these need to be considered. The obvious solution of 
using a large number of explicit solvent molecules is 
too computationally intensive to be of general use, 
and solvation effects have been ignored in the vast 
majority of studies. The self-analytical GB/SA treat­
ment proposed by Still58 and implemented in Mac­
roModel has been used in some studies.33 Although 
this approximation does not require excessive amounts 
of computer time, it does require knowledge of the 
charge distribution. 

viii. Ideal Hole-Size Determination 

The effect of varying the metal size on the confor­
mation of a bioinorganic molecule can be determined 
by molecular mechanics. This has been particularly 
useful in porphyrin chemistry. A lively debate on the 
merits and demerits of using excessively strong force 
constant59 and systematically varying the ideal bond 
length, as opposed to using standard force constants60 

has been ongoing. Unfortunately, the most accurate 
method, that is mathematically fixing the bond 
lengths by using Lagrange's multipliers,61-63 is only 
possible if full matrix second derivative methods are 
used and is only implemented in a limited number 
of programs. 

V. Systems Analyzed by Bioinorganic Molecular 
Mechanics 

A. Complexes of Amino Acids 

The modeling of amino acid complexes is important 
because these complexes can be viewed as the build­
ing blocks of metalloproteins, which means their 
modeling is a starting point for obtaining parameters 
to analyze large biomolecules. 

The pioneering bioinorganic molecular mechanics 
calculations by Buckingham, Sargeson, and Snow64 

on the molecular geometry and relative stabilities of 
cobalt(III) triethylenetetramine-(S)-prolinato com­
plexes were the first bioinorganic MM analyses to be 
published and the first inorganic MM calculations to 
vary all the independent internal coordinates simul­
taneously. The geometries and relative stabilities of 
the isomers that were obtained were in good agree­
ment with experimentally obtained data. This and 
subsequent investigations of cobalt(III) triethylene-
tetramine glycine complexes,65"67 were intended to 
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Figure 2. The three geometric isomers of bis(L-methion-
ato)cobalt(III). 

determine the detailed stereochemistries and relative 
stabilities of polyamine metal complexes. 

The three isomers of bis(L-methionato)cobalt(III) 
shown in Figure 2 have been characterized by X-ray 
crystallography and analyzed by MM,68 using the 
MOMEC force field.30 The strain energies of all three 
geometric isomers (Figure 2) with all possible con­
figurations around the sulfur atoms (i.e. SS; RS; RR) 
were calculated. The resulting geometries were 
consistent with the solid-state structures. Further­
more, the strain energies of the most stable config­
uration of all the isomers were very similar, indicat­
ing that a nearly equal mixture of the three would 
be expected, as was observed experimentally. 

In the past 20 years MM have often been used to 
study stereoselectivity in inorganic systems. Brubak-
er69 was one of the first to be interested in this 
phenomena and analyzed mixed-ligand complexes of 
cobalt(III) with a flexible tetramine ligand and gly­
cine or alanine. 

A recently modified MM2 (87) force field has shown 
better agreement with the crystal structure of tet-
rahedral zinc complexes of cysteine, histidine, and 
glutamic acid derivatives than those obtained using 
the modified neglect of differential overlap (MNDO) 
method.70 

The conformation of the (S-glutathionato)(terpy-
ridine)platinum(II) ion has been determined by a 
combination of MM calculations and two-dimensional 
NMR spectra.71 By using a viscous solvent and low 
temperatures the authors were able to slow the 
correlation time of the (S-glutathionato)(terpyridine)-
platinum(II) ion, so that its NOE's could be mea­
sured. Constraints based on the NOE's were used 
in MM and molecular dynamics. Ideal bond lengths 
and angles involving platinum(II) were taken from 
the solid-state structure of a closely related platinum-
(II) complex and were added to the CHARMm force 
field.31 Force constants were obtained from infrared 
spectra.72 No mention of any attempts to test the 
validity of these modifications is made. A starting 
structure for the molecular dynamics runs was 
generated with CHARMm. This structure was ex­
ported to the XPLOR program where an annealing 
procedure with the NOE distance restraints was set 
up. The 10 structures with the lowest rms deviation 
from the NOE distances were exported to CHARMm 
and minimized. They all minimized to the same final 
structure. 

Modeling copper(II) complexes is complicated by 
the multiple and distorted stereochemistries the 
metal ion can adopt, as well as the Jahn—Teller 
distortions that occur. Raos and co-workers have 

Figure 3. An additional bond angle function, with an ideal 
X-M-X* angle of 180°, can be added to a force field to 
model copper(II) distortions. The dummy atoms X and X* 
are added so that MX* bisects the angle 0*-M-N* and 
MX bisects 0—M—N, where the atoms marked with an 
asterisk (*) belong to the same ring.76-81 

been modeling copper complexes of a-amino acids, as 
well as their N-alklyated and N,N-dialkylated de­
rivatives for more than 10 years. In order to simulate 
the plasticity of tetracoordinated copper(II) complexes 
with valine,73-76 isoleucine,77-78 glycine,79 alanine,55 

threonine,80 and their derivatives, they have used six 
different MM models. To date, their main interest 
has been in establishing MM methods that are 
capable of modeling the structure of these complexes, 
and the stability differences between the bis-copper-
(II) complexes of the natural and enantiomeric forms 
of amino acids. The emphasis has been more on 
finding a good model, rather than analyzing the 
complexes. 

All models use out-of-plane deformation potentials 
for the carboxylate groups and aromatic rings. In 
order to keep the 4-coordinate complexes planar, 
dummy atoms were placed in the apical positions and 
the complex was treated as a pseudo-octahedral 
structure.80 The thermodynamic stabilities of copper-
(II) amino acid complexes were well modeled with 
dummy atoms; however, the coordination geometry 
was not predicted well. The apical dummy atoms 
were therefore replaced by a distortion potential to 
improve the geometric simulation. This was achieved 
by adding two new dummy atoms, such that the 
meta l -dummy bonds bisect the N - C u - O angles 
(Figure 3) and by using a bond angle function, such 
as eq 2, with an ideal dummy-me ta l -dummy (X*— 
M-X) angle of 18O0.76-81 

The model did not perform satisfactorily and so a 
two-well angle-bending potential, with minima at 
109.47° and 180° for the N - C u - N and 0 - C u - O 
angles and minima of 90° and 109.47° for the 
N - C u - O angles, was added to the distortion model. 
The shortcoming of this approach was that besides 
predicting the two minima expected for a CUN2O2 
complex, it also predicted the presence of two "false" 
minima within 1-5 kJ/mol of the global minimum.82 

These same problems were encountered when an 
electrostatic model with two dummy charges above 
and below the plane was used together with a 
harmonic bond stretching function to model the bond 
between the copper and the dummy point charges.83 

The force constant for the bond between the metal 
and the dummy point charge and all the charges were 
systematically varied to obtain the best fit with the 
crystal structure. The fact that so many parameters 
are fitted on the basis of one crystal structure is cause 
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for some concern in evaluating this method. Some 
of the problems in these studies might be due to 
Jahn-Teller effects that were not considered. 

In all the studies systematic searches were con­
ducted to find all the minima. The models are fairly 
accurate; however, they parameterized on a limited 
number of copper(II) complexes, and due to the large 
number of parameters required they are not very 
useful as general methods. 

B. Nucleotide Complexes 

In the following section I will review some MM 
calculations involving nucleotide complexes. Ad­
ditional studies of metal-DNA interactions are cov­
ered in the antitumor drug section (section V.D). 
Since a review of the computational modeling of 
DNA-metal interactions is currently being written,84 

I will be brief. 
The metal binding sites, the metal-ligand stoichi-

ometry, and the molecular geometry of complexes of 
the vanadyl ion (VO2+) with the adenine nucleotides 
AMP, ADP, and ATP have been determined by a 
combination of EPR, ENDOR, and MM techniques.85 

The axial solvent (water)-vanadyl distance was 
constrained at 2.23 A, so that a linear H2O—V=O 
arrangement with a metal—(hydroxyl) proton dis­
tances of 2.92 A was obtained, which corresponds to 
that determined by the ENDOR experiments. The 
nucleotides were bound to the metal ion through the 
a and ft phosphate groups in the ADP and AMP-CP 
complexes, and through the ft and y phosphates in 
the ATP complexes. This binding arrangement was 
used because it corresponded with the metal-proton 
distances calculated from the ENDOR spectra. The 
complexes were minimized using the SYBYL86 and 
INSIGHT87 programs; however, no mention is made 
of what vanadyl parameters were used, and how they 
were obtained. 

In order to model the inner- and outer-sphere 
complexes of chromium(III) nucleoside mono- and 
triphosphates, crystal structures of cobalt(III) and 
chromium(III) polyphosphate complexes have been 
used to determine metal parameters for the AMBER 
force field, by structure-based optimization.88 Charges 
on the donor atoms and the metal ion were calculated 
by the CHELEQ program.89 The crystal structures 
of nucleoside monophosphates were used as starting 
geometries for minimization and a brief conforma­
tional search was conducted by varying three critical 
torsional angles. The paramagnetic contribution to 
the relaxation rate for two of the proton signals of 
[CrIII(H20)6]3+ adenosine 5'-monophosphate and [Cr111-
(H20)e]3+ inosine 5'-monophosphate as determined by 
NMR, was compared to that calculated on the basis 
of the chromium—proton distance in the minimized 
structure. Semiquantitative results, vs NMR, were 
obtained by the MM calculations. 

Barton's rhodium phenanthrenequinone diimine 
(phi) and phenanthroline (phen) metallointercalators 
have been computationally analyzed. A 13 residue 
oligopeptide has been coupled to a rhodium-interca­
lating complex, and its sequence-specific binding to 
DNA has been graphically analyzed90 using Macro-

Model.51 NOE data have been used as a starting 
point for an MM minimization of Rh(NHs)4phi3+ 

intercalated into a d(TGGCCA)2 strand.91 The Insight/ 
Discover programs were used and charges were 
determined by AMI calculations as described by 
Richards.92 Distance constraints using a 50 kcal 
mol-1 A -2 force constant were applied for hydrogen 
bonds between base pairs and for the experimentally 
observed NOE contacts. During minimization the 
coordinates of the rhodium complex were fixed, and 
no metal parameters were needed. Intercalation was 
shown to occur from the main groove and the 
selectivity for the 5'-GC-3' sequences was explained 
by the hydrogen bonds formed between the axial 
ammines of the complex and the guanine 06 atoms 
above and below the intercalation site. 

Osmium tetraoxide bispyridine reacts readily with 
thymines in single-stranded DNA. It has been used 
to detect local changes, such as cruciforms, triplexes 
and B-Z junctions, in the double-helical structure 
of DNA. Standard AMBER parameters and charges 
were used to model the nucleotide fragments in the 
osmium tetraoxide bispyridine complexes with four 
B-DNA and one A-DNA strand.93 The solid-state 
structure of the osmium tetraoxide bispyridine ester 
of 1-methylthymine was added to five DNA frag­
ments to generate starting geometries. Atomic 
charges for this fragment were calculated with 
Gaussian-90.94'95 Since no osmium parameters were 
available, the osmium atom, the coordinating atoms, 
and the C5 and C6 atoms in the modified thymine 
were held rigid during the calculations, while the 
remaining part of the complex was minimized. 

C. Carbohydrate Complexes 

Copper(II) complexes of D-arabinose, D-xylose, and 
their methyl glycosides were studied by 13C NMR and 
MM.96 MM2 was used; no parameters or further 
calculational details were given. 

Experimentally determined NMR coupling con­
stants have been compared with those derived by the 
Karplus equation using dihedral angles obtained 
from MM2-minimized cobalt(III) glucosamine com­
plexes.97 The default CACHE MM2 parameters for 
cobalt were used without regarding solvent effects 
or doing conformational searches. Reasonable agree­
ment between experimental data and the calculated 
structures was obtained for rigid complexes; however, 
the more flexible systems were not modeled very well. 

D. Antitumor Drugs 

/'. Budotitane 

Budotitane, bis(l-phenylbutane-l,3-dionate)bis-
(ethoxy)titanium(IV), is a promising antitumor drug 
for which there is no crystal structure. This is 
probably due to the fact that no isomerically pure 
fraction can be obtained from the five possible 
isomers that are found in solution; see Figure 4. 

The MOMEC force field30 was successfully modified 
to reproduce the crystal structures and isomer dis­
tributions of analogous /3-diketonato complexes of 
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Figure 4. The five possible isomers of budotitane. 

titanium(IV) and cobalt(III), and used to predict the 
geometry and isomer distribution of budotitane.98 

//. Bleomycin 

The bleomycins (BLM's) are a family of glycopep-
tide-derived antibiotics which are used in the treat­
ment of Hogkin's lymphoma; carcinomas of the skin, 
head, and neck; and tumors of the testes. In vivo it 
is proposed that Fe-BLM is the species responsible 
for strand scission, although other metallobleomycins 
can inflict DNA damage in vitro.99-101 No crystal 
structure for BLM exists and the metal coordination 
sites are unknown. It is very important to know the 
details of the metal environment because the way 
BLM wraps around the metal determines BLM's 
shape and thus the site and selectivity of DNA 
binding.102 To date, spectroscopic investigations of 
BLM and crystal structures of BLM analogues have 
been used to propose metal coordination sites. This 
has led to contradictory interpretations of the metal 
coordination sphere in BLM. The crystal structure 
of a Cu-BLM P3A, a BLM analogue which lacks the 
two carbohydrates, seems to suggest metal coordina­
tion through sites 1-4 and 6.103"104 However, a 
recent NMR analysis105"106 suggests that BLM binds 
the metal through positions 1—4 and 5; see Figure 
5. 

In order to analyze the two different coordination 
geometries, we have modified the MM2* force field,51 

for cobalt(III) bleomycin.34 The new parameters were 
derived by structure-based optimization of cobalt 
crystal structures retrieved from the Cambridge 
Database, and tested on the crystal structures of 
cobalt BLM model compounds, e.g. PMAH in Figure 
6A, that were not used in the parameterization. 

Figure 5. The structure of bleomycin. 

H 

Figure 6. (A) The bleomycin analogue PMAH and (B) 
superimpostion of the calculated and solid-state structures 
of [Co(PMA)]2+. 

The structures of the BLM analogues were well 
reproduced (Figure 6B). An analysis of both binding 
geometries107 showed that they were both sterically 
possible and that a change in the oxidation state of 
the cobalt will result in a geometric change. On the 
basis of BLM-DNA docking studies it was suggested 
that only the binding geometry involving metal 
ligation through the sugar residue (atom 5 in Figure 
5) can interact with the minor groove of DNA, with 
both the bithiazole tail, and the metal-binding region 
of bleomycin (Figure 7). Extensive conformational 
searches were undertaken to find the energy minima. 
The DNA docking study was under taken with a fixed 
ideal decamer of DNA which was not refined. 

On the basis of modeling studies of the BLM 
analogue Fe-PMA, it was suggested that intramo­
lecular hydrogen bonding between the secondary 
amine group and the coordinated hydroperoxide could 
facilitate the 0—0 bond cleavage at the iron center 
of Fe-BLM's.1 0 8 These calculations also confirmed 
that the binding geometry with the terminal NH2 

group axial is energetically preferred over that with 
an axial imidazole group; see Figure 8. 

Nevertheless, it was presumed that hydrogen 
bonding of the secondary amine with a sixth ligand 
such as O2 or O2H" would stabilize the form with an 
axial imidazole and make it energetically feasible. 
MM2MX was used with generic metal parameters 
and the energies of four conformers with the NH2 
axial and two conformers with the imidazole axial 
were calculated. Subsequent experimental work has 
shown that the secondary amine group of PMAH (and 
BLM) does not facilitate O2 activation by hydrogen 
bonding.109 
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Majoi Groove 

bleomycin 

Minor Groove 

Figure 7. Binding of cobalt(III) bleomycin to the minor 
groove of self-complementary d(GCGCGCGCGC)2. (Hydro­
gen atoms have been removed for clarity.) 

NH 

H - \ | 7 = \ 

proposed H-bond 

Figure 8. (A) Fe-PMA complex with the terminal amine 
group binding axially and (B) Fe-PMA complex with the 
imidazole group binding axially. The proposed hydrogen 
bond between the secondary amine and the hydroperoxo 
group is also shown. 

///'. Platinum Antitumor Drugs 

Due to their extensive use in anticancer therapy 
and the paucity of structural data, the binding of 
platinum complexes to DNA has been extensively 
analyzed by molecular mechanics. The majority of 
these complexes are square planar and have cis 
leaving groups and cis amine nonleaving groups with 
at least one hydrogen on each nitrogen. Cisplatin 
and carboplatin (Figure 9) are among the most 
commonly used anticancer drugs in the United 
States. 

Upon entering the cell, one or both chlorine ligands 
are lost and the platinum binds to the DNA through 
the vacated coordination site(s). The preferred bind­
ing sites are the N7 atoms of guanine and adenine 

H3Nx Ĉl 

Pt 
H3N Cl 

H 3N N yO 

Pt 
H3N 0 

H2N N / S u g a r 

t 

Sugar 

Figure 10. Preferred binding sites of cisplatin to DNA is 
through the N7 atoms of guanine and adenine. 

-NH 3 

^NH3 

Figure 9. Structures of cisplatin (left) and carboplatin 
(right). 

Figure 11. Inter- and intrastrand binding of cisplatin to 
DNA that is believed to be responsible for cell death. 

(Figure 10). It is believed that the bifunctional 
complexes (Figure 11) between the platinum and 
DNA are responsible for cell death. 

In a review entitled "What can be learnt from 
computer-generated models of interactions between 
DNA and Pt(II)-based anti-cancer drugs", Hambley 
has described and critically analyzed all the research 
in the field up to and including 1991. u 0 In the 
paragraph below I have summarized some of this 
early work and added some of the computational 
details that were found in the original literature. 

Using AMBER, with specially derived parameters 
and charges for the platinum complex and the 
coordinated guanines, it was found that the binding 
of cisplatin causes (i) a kink in the helix of DNA, (ii) 
a tilting of the two coordinated bases toward each 
other, (iii) a change in the conformation of the 
guanosine sugar, and (iv) the formation of a hydrogen-
bonding network between the two amine ligands and 
the DNA.111 The same parameters were used in 
NMR/MM studies of platinated decanucleotides. Cor­
relation between the NMR data and modeling results 
revealed the existence of an equilibrium between 
several kinked structures.112113 A separately modi­
fied AMBER field was used to confirm NMR evidence 
for the existence of monomelic macrochelate com­
plexes between platinum, the nucleotide base, and 
the DNA phosphate.114 AMBER was also used to 
model cis-(l,2-diaminocyclohexane)platinum(II)115 and 
hydrogen-bonding schemes in cisplatin.116117 Using 
the MOMEC program with modified AMBER param­
eters obtained by modeling small bis(nucleobase)-
diamineplatinum(II) complexes,118 the isomer pref-
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Figure 12. Head-to-head isomer (left) and head-to-tail 
isomer (right) of bis(nucleobase)diamineplatinum(II) com­
plexes. 

erence and ligand rotation barriers in bis(amine)-
bis(purine)platinum(II) complexes were analyzed. 
Electrostatic charges for the nucleic acids were taken 
directly from the AMBER field, the charge on Pt was 
estimated as +0.5Oe- and for the amine hydrogens 
as +0.2Oe-. Constraints were applied by using the 
method of Lagrange multipliers.63 In general, it was 
found that the head-to-tail isomer was more stable 
than the head-to-head isomer (Figure 12) although 
there is some nucleobase dependence. 

An analysis of the stereochemical factors influenc­
ing monofunctional and bifunctional binding to ad­
enine and guanine has been reported using the same 
parameters. It was found that monofunctional bind­
ing of cisplatin results in base rotation of up to 20° 
and that bifunctional adducts with GpA sequences 
have a highly unfavorable contact between the NH3 
ligand and the NH2 of the 3'-adenine.119120 

Recently, Kozelka121 has used ab initio calculations 
to derive force field parameters for modeling plati-
num-adenine binding. Comparison of [Pt(NH3)3-
(adenine)]2+ with [Pt(NH3)4]

2+ has shown that for 
platinum, adenine is a better a donor than NH3, but 
its capacity as a it acceptor is weak. Kozelka's 
modified AMBER parameters111,121 were also used to 
model a 22 base pair DNA strand with a cis-platinum 
residue coordinated to two central guanine bases.122 

It was found that the intrastrand adduct bends the 
double helix by about 55° toward the major groove, 
that the double helix retains its average twist angle, 
and that the distortion is localized at the platinated 
d(GC/CG) sequence. These findings were supported 
by electrophoresis and chemical probe experiments.122 

The reactants and products of the hydrolysis of 
cisplatin and substituted bis(ethylenediamine)dichlo-
roplatinum(II) complexes (see eq 7), have been ana­
lyzed by molecular mechanics and extended Huckel 
calculations.123 

Pt(en)Cl2 + H2O ^ [Pt(en)(H20)Cl]+ + Cl" (7) 

The chair and half-chair conformers as well as the 
d, A, and meso isomers of the platinum ethlyenedi-
amine products and reactants were minimized with 
MMX in both tetrahedral and square planar geom­
etries.123 The values and origin of the metal param­
eters are not reported. The complexes were con­
strained to a square planar geometry by fixing the 
donor atoms to the xy plane. (One has to presume 
L - P t - L angles were not defined.) 

Hambley and co-workers have been using molec­
ular modeling methods to design enantiomeric plati­
num complexes that would establish whether the 
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Figure 13. Intrastrand hydrogen bonding of the RRJiR 
conformation of [Pt(eap)Cl2] (top) and lack of hydrogen 
bonding with the SS,SS conformation (bottom). 

absence of platinum GpA adducts is due to hydrogen 
bonding that cannot occur between the NH3 ligands 
and a phosphate oxygen on the 5' side of the adduct, 
or whether it is due to the loss of the hydrogen bond 
between the NH3 ligands and exocyclic oxygen of the 
guanine on the 3' side.124 Modeling studies suggested 
that the RRJlR conformation of [Pt(eap)Cl2] would 
form an intrastrand hydrogen bond while the SS,SS 
conformation would not; see Figure 13. This predic­
tion has yet to be confirmed, as the proposed syn­
thesis of the RRJiR conformer resulted in the RRJiS 
conformer.124 

Recently, van Houte125a has used Kozelka's modi­
fied AMBER force field121 to model the solution 
structure of a 13-residue oligonucleotide containing 
a Pt-GTG adduct. The structure of the DNA strand 
was built with an idealized right-handed B confor­
mation, and the platinum was bonded to the N7 
atoms of the guanines. The hydrogen bonds between 
Watson-Crick base pairs involved in forming the 
Pt-GTG adduct were included/omitted in the MM 
calculations, on the basis of NMR studies. Two very 
different starting structures were used, both were 
minimized. NOE distance constraints were added 
and the structures were reminimized before running 
two 10 ps molecular dynamics simulations, the first 
at 500 K and the second at 800 K. The energy-
minimum structure was found by releasing the NOE 
constraints and minimizing the structures which 
resulted in no additional conformational changes. It 
was found that the structural distortion caused by 
complexing platinum is very local and is predomi-
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nantly caused by conformational changes induced by 
the guanine on the 5' side of the cis-Pt-GTG adduct. 
This can explain why the 5'-czs-Pt-G of czs-Pt-GTG 
is a hot spot for base substituted mutations. The 
degree of unwinding at the platinum binding site and 
a kink of 20° were also calculated. 

A previously modified AMBER1250 has been further 
modified (by structural optimization) for simulating 
platinum amine/ammine complexes of guanine de­
rivatives bound via N7.125b Solvent and counterion 
effects were modeled with a distance-dependent 
dielectric (e = Ar) and partially neutralized phos­
phates. The structural features were in good agree­
ment with X-ray crystallographic and NMR results, 
and the relative stabilities of the head-to-head and 
head-to-tail conformers conformed with those deter­
mined experimentally. 

E. Siderophores and Synthetic Mimics 

Siderophores are organic iron chelators, produced 
by microorganisms to regulate iron transport and 
concentration. Gallo and co-workers have been study­
ing these systems since 1990.126-128 They have used 
a modified MM2 force field in which the ideal lengths 
and angles were derived from a small number of 
crystal structures, and the force constants were 
derived from infrared spectra.127 A Hill function with 
a formal charge of +3 on the iron and - 1 on the 
charged oxygens was used to model the van der 
Waals interactions. The value of e and the torsional 
parameters were obtained by using the phosphorus 
MM2 parameters for Fe(III). The parameters were 
tested by recalculating the crystal structures of iron-
(III) trencam and EDTA.128 The strain energies of 
the bidentate ligands catechol, hydroxamate and 
oxalic acid were compared. These results should be 
treated with caution, as force fields derived directly 
from crystal structures cannot be used for thermo­
dynamic comparisons of molecules with different 
functionalities. The strain energy of a siderophore 
mimic with a varying number of methylene units was 
calculated.126 The results have not yet been experi­
mentally confirmed. 

F. Technecium Imaging Agents and Their 
Rhenium Analogues 

Rhenium(V) oxo complexes are excellent structural 
models for radioactive 99mTc complexes. N3S and 
N2S2 ligand systems have been structurally analyzed 
due to their use in radiopharmaceuticals. The AM­
BER force field was modified, by structure-based 
modification, to accommodate rhenium(V) and there­
fore 99Tc.129130 The field was used to model rhenium 
complexes in which the carboxyl groups were depro-
tonated, because these species approximate those 
found in vivo . Attempts at drawing a structural 
correlation between the oxo—carboxyl distance and 
renal clearance were made.129 Solution NMR, MM, 
and crystallography data were all consistent in their 
prediction of the binding geometry and protonation 
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Figure 14. Rhenium(V) oxo complexes of ECH6 and 
TMECH6. 

state of the carboxylate side chains in the rhenium-
(V) oxo ligands ECH6 and TMECH6 (Figure 14).130 

G. Metalloproteins 

Metalloenzymes are very large and they cannot be 
analyzed in the same way as described for most of 
the other bioinorganic molecules reviewed here. 
Some approximations need to be made, these usually 
consist of limiting the MM analysis to the area of 
interest, which is normally the active site of the 
metalloprotein. 

/. Carbonic Anhydrase 

Carbonic anhydrase (CA) is a zinc-containing en­
zyme consisting of 260 amino acids, and it catalyzes 
the reversible hydration of carbon dioxide to bicar­
bonate. The YETI program, which employs direc­
tional potential functions for hydrogen bonds, has 
been used to refine the conformation of human 
carbonic anhydrase II (HCA II) with its natural 
substrate, bicarbonate, and with three heterocyclic 
sulfonamide inhibitors.8 The crystal structure of 
HCAII has been determined with a resolution of 2.1 
A and was used as a starting point for the minimiza­
tion. The structure of the substrate and inhibitors 
were taken from the Cambridge Crystallographic 
Data File131 and graphically fitted into the receptor 
site. Only the active site, which is made up of 368 
atoms, and the substrate were refined. Nevertheless, 
with standard cut off distances, this still generates 
about 23 000 nonbonded interactions. The metal— 
ligand interactions, that is a zinc atom coordinated 
by three histidine nitrogens and a water oxygen, were 
modeled by a combination of electrostatic and van 
der Waals contributions. Fixed dielectric constants, 
€ = 1.0, 2.0, 4.0, and 8.0, and distance dependent 
dielectric constants e = r, Ir, Ar were used; e = 4r 
was found to be most effective. The calculations were 
carried out with all the atomic charges set to zero. 
The results were surprisingly good and allowed the 
authors to conclude that the importance of electro­
static contributions in MM have been overestimated 
and no serious errors are introduced when these 
contributions are set to zero. In a second study by 
the same authors, directional potential functions for 
the metal interactions were added to the YETI 
program.45 This allowed them to model the coordina­
tion changes that occurred upon substrate and in­
hibitor coordination to zinc. Fifteen different sul-
fonamide-CA complexes were minimized, seven 
preferred a trigonal bipyramidal geometry, three 
preferred a square planar geometry, and less than 
1.0 kcal/mol separated the two 5-coordinate geom­
etries for the remaining five complexes. In 1990 the 
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YETI program was modified once again and a new 
potential function was added to model metallopro-
teins.132 The function includes variables for ligand-
field stabilization, metal-ligand distances, metal 
symmetry, the directionality of the metal-ligand 
bonds, and ligand-metal charge transfer. The field 
was used to simulate the metal coordination, solvent 
interaction, and H-bond network formation of the 
native, complexed and cobalt(II) substituted human 
carbonic anhydrase I. Two zinc bound, 16 internal, 
and 485 surface explicit water molecules were gener­
ated by the SOLVGEN program133 and included in 
the minimizations. The simulations were in good 
agreement with ab initio134 and C13 NMR studies of 
HCA.135 

In order to clarify the principles governing the 
interactions between CA and deprotonated benzene-
sulfonamides, MM calculations of the free molecules 
and the bound complex of CA and 20 benzene-
sulfonamides were performed with AMBER.136 The 
anionic sulfonamides were optimized by the semiem-
pirical molecular orbital AMI method137 and the 
partial charges obtained were used in the force field. 
It was found that while various methods of comput­
ing atomic charges gave different results, they all 
correlated strongly with each other. A distance-
dependent dielectric constant (e = 4r), as was de­
scribed in the previous study, was used. Starting 
structures were taken from the Protein Data Bank.138 

Clearly, only part of the molecule could be minimized, 
and a conformational search was out of the question. 
In place of a conformational search several orienta­
tions for the inhibitors in the active site were gener­
ated by graphic methods. All the amino acids in the 
first and second layer of the active site were mini­
mized together with the substrate. The binding 
energies, EB, were calculated using eq 8 

-^B = -^CA-S + & S + E CA (8) 

where ECA-S is the total interaction energy between 
the substrate and enzyme, EDs is the distortion 
energy of the substrate calculated with respect to the 
optimized energy of the free substrate, and EDCA is a 
measure of the conformational energy change in­
duced in CA by the substrate binding. Analysis of 
the binding energy revealed that the difference in 
binding energies is largely due to short-range van der 
Waals forces and not the electrostatic interactions, 
and that the enzyme does not undergo substantial 
conformational changes upon binding the substrate. 
Although 60% of the .ECA-S value is due to the zinc-
sulfonamide interaction, it is not responsible for the 
varying inhibitory behavior exhibited by different 
sulfonamides. The role of the zinc is thus presumed 
to be in attracting the anionic ligand to the active 
site. 

In contrast to Vedani,8,45 Merz9 used a bonded 
approach to model CA. Although this limits simula­
tions involving coordination changes around the 
metal, the authors argue that insufficient experi­
mental evidence exists correlating energy changes 
with structural changes, and consequently they used 
a bonded approach with carefully determined partial 
charges. The AMBER force field was used to model 
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Figure 15. The "large" and "small" models used to 
calculate partial charges around the active site of carbonic 
anhydrase. 

the zinc—water and zinc—hydroxide intermediates 
proposed in the enzymatic action of CA. In this work 
the authors have used what they have termed the 
large and small model of the CA active site (Figure 
15) to calculate the electrostatic potential charges by 
MNDO139 and ab initio methods. An enzyme model, 
the Zn2+ model, in which the zinc was assigned a 
formal charge of +2 and the charges on the oxygen 
and hydrogen in the hydroxide were based on ab 
initio calculations at the 6-31G* level, with the 
remaining charges set at the standard AMBER 
values, was also investigated. The starting struc­
tures were taken from crystal structures and crys-
tallographically determined waters were used. By 
comparing the minimized structures with the corre­
sponding crystal structures it was found that the 
large and small models produced better structures 
than the Zn2+ model, and that the Zn2+ model and 
the nonbonded approach produced significant error 
in molecular dynamics equilibration. Furthermore, 
it was found that the small model produced better 
results than the large model. The reason for this is 
not known. 

/'/'. High-Potential Iron Sulfur Proteins 

High-potential iron sulfur proteins (HiPIPs) con­
tain a Fe4S4 cluster with a reduction potential be­
tween of +50 mV to 450 mV for the [Fe4S4]

3+/[Fe4S4]
2+ 

redox couple. The function of HiPIPs are not known; 
they have a very low degree homology and yet have 
very similar spectroscopic properties. The amino acid 
sequence for the protein from Chromatium vinosum 
is known; its crystal structure is available at a 2.0 A 
resolution; and NOE data providing NOE connec­
tivities for most of the protein, especially around the 
cluster, has been published. A molecular dynamics 
simulation of the protein was in much better agree­
ment with the NOE data, than with the crystal 
structure.140 The simulations were carried out with 
the AMBER program. Partial charges for the iron 
atoms in the reduced form of the protein were taken 
from the average charge of the two irons in 2Fe-2S 
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ferredoxins, which were determined from an ab initio 
SCF calculation by the same authors. The charges 
on the coordinated sulfurs were taken from the same 
study. For the oxidized form of the cluster 0.125 
electrons were withdrawn from each iron and each 
coordinated sulfur in the cluster. It was found that 
minor changes in the charge distribution had little 
effect. This is not surprising since the structural 
features of most redox proteins do not change with a 
redox change of one. However, the cluster collapsed 
when the formal charges were used. The crystal 
structure with 75 crystallographic waters was used 
as the starting structure. In this and other studies 
it has been found that the force constants obtained 
from infrared spectra are about half the value 
required. 

Hi. Transferrin 

Serum transferrin is an iron transport protein that 
binds Fe(III) and denies essential iron to invading 
bacteria. It contains two iron binding sites that 
coordinate the ferric ion through two phenolates of 
tyrosine residues, a carboxylate group of an aspartic 
acid, a histidine imidazole group, and through the 
two coordination sites of a bidentate carbonate ion. 
Although no MM analysis of transferrin has been 
published yet, a force field that has been developed 
for this purpose has recently appeared in the litera­
ture.33 AMBER parameters for nonheme, high-spin 
iron(III) were derived from fitting three crystal 
structures, by statistically analyzing 44 iron(III) 
solid-state structures, and by analyzing other transi­
tion metal force field parameters. One of the crystal 
structures that was fitted was that of the iron 
complex of ethylenebis(o-hydroxyphenylglycine), 
EHPG. This structure was used as the UV, the 
charge-transfer and Raman spectra of Fe(III) EHPG 
are similar to that of transferrin. Iron(III) EHPG has 
two chiral centers and there are three different 
possible conformers (see Figure 16). 

The three conformers were studied in vacuo, with 
a distance-dependent dielectric constant e = r, and 
in solvent with the generalized Born/surface area 
continuum method.58 It was found that the energy 
difference between the different conformers de­
creased with increasing solvation treatment, and that 
the best correlation with experiment was with the 
continuum method. The partial charges on the 
ligand atoms were taken from AMBER, and those on 
the coordinated atoms and the iron were chosen to 

Figure 16. S,S rac conformer OfFe111EHPG which is used 
as a transferrin model. 
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best fit the crystal structures while maintaining the 
formal ionic charge on the complex. 

/V. Photosystem Il 

On the basis of spectroscopic measurements, a di-
,M-OXO manganese dimer has been proposed as the 
active site for the oxygen evolving center in plant 
photosystem II and in manganese catalase. In order 
to computationally design a model system which 
would adopt specific structures e.g. a LM114O4 cubane 
cluster, we modified the MM2* force field51 for high-
valent di-^-oxo manganese dimer.141 The force field 
was parameterized systematically. In the initial 
steps, monomelic manganese(III) and manganese(IV) 
complexes were used to determine ideal bond lengths 
and angles for an unhindered manganese(III) or 
manganese(IV) center, respectively. These were 
further refined to include the effects due to dimer-
ization, and in the case of manganese(III), the Jahn-
Teller distortions. We modeled the Jahn-Teller 
distortions by applying different ideal lengths for 
axial and equatorial metal-ligand bonds. Finally, 
the parameters described above were combined and 
further refined by modeling crystal structures of 
Mn i n-Mnm , Mn^-Mn™ and Mn^Mn™ di-^-oxo 
dimers. Due to the fact that these dimers are found 
with trapped valences, including distinguishable 
Jahn-Teller distorted Mn(III) and normal Mn(IV), 
we successfully minimized mixed-valence dimers by 
combining the Mn(III) and MndV) parameters. 

H. Metalloporphyrins and Related Complexes 

MM calculations have often been used to analyze 
porphyrinoid complexes. One of the reasons for this 
is that the metal is usually coordinatively saturated 
and embedded in the ring system, thus the electro­
static effects are less important than they are in 
metalloproteins and they can be modeled in the same 
manner as inorganic molecular mechanics. A further 
simplification in the MM analysis of porphyrins is 
that the porphinato ligand binds the metal ion 
through its four nitrogen donors and the ideal 
N - M - N angles are 90° and 180° in square-planar 
and octahedral geometries (Figure 17). 

However, the conjugation of the n systems in 
porphyrinoid complexes complicates the MM analysis 
of tetrapyrroles because despite the conjugation they 
are surprisingly flexible and can undergo a number 
of nonplanar deformations, such as ruffling and 
saddling142 (Figure 18). 

A valid force field should reproduce these geometric 
features. A calculated structure should have the 
same degree of pyrrole tilting and have the same 
torsional angles as the crystal structure, and it 
should be able to predict the direction and the extent 
of the metal displacement from the tetraaza plane. 

Molecular dynamics simulations have been used to 
study the kinetics of dioxygen escape from the heme 
pocket of sperm whale myoglobin.143 The AMBER 
united atom force field was used together with 
parameters derived from a vibrational analysis of 
metalloporphyrins. 

A large number of porphyrin model compounds 
have been synthesized in order to model oxygen 
binding to heme. The majority of these models have 
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OEP: R 1 = H 
K2 = CH2CH3 

TPrP: R 1 = H 
Rj = C H 2 C H 2 C H 3 

T 1 
Y 

X 

H 

TPP: 

TFP: 

TClP: 

TMP: 

R1 = H 
R2=O 
X =Y =H 
R, =H 
R2=O 
X =F, Y =H 
R 1 = H 
R2=O 
X = Cl, Y = H 
R1 = H 
R2=O 
X = Y = CH3 

Figure 17. Commonly occurring porphyrinoid complexes 
and their abbreviations. 

Saddle 
Figure 18. The two most common nonplanar distortions 
of tetrapyrroles. The "+" refers to carbons above the 
tetrazaplane, the "—", to carbons below the tetrazaplane, 
and 0, to carbons in the plane. 

a ligand mimicking the proximal histidine, as well 
as cyclophanes, straps, pockets, pickets, caps, or 
baskets on the distal side of the tetrapyrrole. KoIl-
man has modified his AMBER force field in order to 
investigate the relative binding affinities of oxygen 
and carbon monoxide to these models.144145 The 
parameters were modified by simulating the confor­
mations of four heme complexes whose crystal struc­
tures were known and by calculating the partial 

charges on all atoms. The quality of the fit between 
the calculated and the known structure was judged 
on the basis of six criteria, these included factors such 
as the direction and extent of the iron atom displace­
ment from the tetrapyrrole plane, and macrocylic 
hole size. The authors used molecular dynamics/free 
energy perturbations to study the origin of the 
preference for oxygen binding over carbon monoxide 
binding in four iron(II) porphyrin systems. By mu­
tating CO into O2 in the different models they were 
able to determine the role of steric and electrostatic 
effects in regulating these affinities. Solvent effects 
were ignored in these calculations because the O2/ 
CO binding site is well protected and because the 
calculations focused on the relative binding energy, 
which means that the solvent effects of the ligands 
should cancel. The force field was very effective at 
simulating the geometric properties, such as the 
extent of the displacement of the iron ion from the 
N4 plane and the pyrrole tilting. The free-energy 
perturbations were successful in three of the four 
cases, in the fourth case it was assumed that solvent 
effects away from the binding site were responsible 
for its failure. For picket fence hemes, it was found 
that the oxygen preference is mainly due to electro­
static interactions, while in some other hemes the 
steric effects, due to the difference between the F e -
0 - 0 angle of about 130° and the F e - C - O angle of 
180°, account for the binding differences. 

Hancock published his molecular mechanical analy­
sis on the role of steric hindrance in discriminating 
between the binding of dioxygen and carbon 
monoxide146a at the same time as Kollman's. The 
calculations were able to mimic the extent of ruffling 
in P(V), Ni(II), Fe(II), Zn(II), and Pb(II). Because the 
energies of the porphyrins coordinated to oxygen and 
those coordinated to carbon monoxide could not be 
compared directly, the authors compared the energies 
of the capped porphyrins after energy minimization 
and removal of the coordinated oxygen and carbon 
monoxide. It was found that steric effects have a 
considerable effect in determining the preferential 
binding of oxygen vs carbon monoxide. 

A thorough full paper investigating ruffling in 
porphyrins by Hancock and Marques42 followed the 
communication described above. They used standard 
MM2(87) parameters for all the interactions not 
involving the metal ion and retained the SCF Jt-MO 
calculations for all the delocalized JI electrons. The 
parameters for the interactions involving the metal 
were determined by structure-based optimization of 
tetraphenylporphyrin complexes of P(V), Fe(II), an 
octaethylporphyrin complex of Ni(II), and a tetra-n-
propylporphyrin lead(II) complex. No charges were 
used. The field was used to determine how the 
conformation of the porphyrinoid ligand is effected 
by the size of the metal, by the coordination of planar 
ligands like imidazole and by phenyl orientation. 
They found that the degree of S4 ruffling of the 
porphyrin core is determined by the M-N p o r bond 
length and that by varying it they can mimic the 
ruffling as it is found with intermediately sized 
metals, such as Fe(II), Zn(II), and low- and high-spin 
Ni(II). In order to model the ruffling found in the 
small P(V), the torsions involving the P ion had to 
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be modified, and to model the large Pb(II) ion the 
metal torsion angles and the ideal N - M - N angle 
had to be changed. No conformational searches were 
undertaken. However, it was found that the planar 
Zn(II) conformation was obtained no matter whether 
the severely ruffled P(V) or the domed Pb(II) struc­
ture was used as a starting point for minimization. 
The core size of the porphyrin ligand was established 
by systematically varying the M—Npor bond length 
and keeping all the force constants unchanged.60 It 
was found that the ideal M-N length in the porphy­
rin ligand is 2.035 A, and increasing bond lengths 
result in higher bond deformation energies, while 
shorter bond lengths are mainly responsible for 
increased nonbonded interactions. The porphyrin 
core was shown to be much more flexible than 
expected, in fact a planar porphyrin can undergo a 
core expansion of0.15Awith an increase of only 1.3 
kcal/mol. The large high-spin Fe(II) can therefore be 
accommodated in the porphyrin cavity and does not 
need to be extruded. The authors conclude that steric 
factors are not responsible for the extrusion of Fe(II) 
in hemoglobin. As shown in Figure 18, there are two 
common nonplanar deformations, saddling (sad) and 
ruffling (ruf).142 Ruffling can be induced by shorten­
ing the M-Nimid distance of two trans axial imida­
zoles, whose planes are perpendicular to each other, 
and bisect the cis N - M - N angle of the porphyrin. 
Monitoring the nonplanar deformations while sys­
tematically varying the phenyl dihedral angle reveals 
that saddling only occurs at phenyl dihedral angles 
of 55° and greater. Because porphyrins have been 
shown to be more flexible than previously thought, 
the authors argue that nonplanar deformations are 
an efficient method to reduce nonbonded interactions 
in highly substituted metalloporphyrins. 

Recently the force field described above42 was 
improved by replacing the MM2 SCF-TT-MO proce­
dures with a localized bond model.146b The force field 
was modified by varying the parameters on a trial 
and error basis and optimizing the rmsd's between 
the bond lengths, angles, and dihedral angles of the 
crystal and calculated structures of seven iron(III) 
tetramesitylporphyrin(TMP) complexes. The accu­
racy of the field was also determined by fitting 25 
core atoms and axial ligand donor atoms of the 
crystal structure with those of the calculated struc­
ture using the "fit" function of Alchemy III. The field 
accurately reproduced the contraction in the Fe-Np 
bond length observed in low-spin ferric porphyrins 
when they change from a planar to a ruffled confor­
mation and showed that the porphyrin conformation 
is dependent on the nature and orientation of the 
axial ligands. Using conformational mapping meth­
ods,147 it was demonstrated that the steric bulk of 
the meso-aryl groups is responsible for the amount 
of saddle-shaped (sad) ruffling. Mesityl group—axial 
ligand nonbonded interactions were observed, and it 
was suggested that these interactions were important 
in determining the energy-minimum orientations of 
ligands and substituents. 

The axial ligand orientation in porphyrin com­
plexes is interesting and has drawn considerable 
attention. In cytochrome 65 and in three of the four 
cytochrome C3 hemes the opposing imidazole rings are 

Figure 19. Ligand orientations in porphyrinoid com­
plexes. 

nearly parallel with each other, while in the remain­
ing cytochrome C3 heme the imidazole planes are 
nearly perpendicular. Hancock's MM2 parameters42 

were used to investigate the axial ligand orientations 
of iron(III) porphyrinates.148 The energy profile that 
was obtained when both the axially coordinated 
pyridine rings in the bis-pyridine complexes of Fe111-
porphine, Fe111TPP, and Fe111TMP were rotated was 
essentially the same for all three complexes. Show­
ing that the phenyl rings of ironinTPP do not con­
tribute to the rotational barrier of the two axial 
ligands. When comparing the calculated structures 
of the [Fe(TPP)(Py)2J

+ and [Fe(TMP)(4-NMe2Py)2]
+ 

with their crystal structures, it was found that the 
calculated structures did not predict the correct 
amount of ruffling. It was suggested that this was 
due to additional electronic effects that favor ruffling 
and which are not included in the MM calculations. 
However, this effect might also be due to the fact that 
the authors used the MM2 parameters reported by 
Hancock42 in the MM2* mode of MacroModel.51 

MM2* differs from MM2 in that it incorporates 
conjugation effects in the torsional, angular, and bond 
terms, while MM2 uses SCF-MO to calculate these 
effects. Therefore, Hancock's MM2 parameters will 
not be reliable when used in MacroModel, especially 
with respect to the degree of ruffling. 

A NMR and MM analysis149 of sterically hindered 
cobalt(III) porphyrins ligated to pyridine, 1-meth-
ylimidazole, 4-methylpiperidine, and isoquinoline, 
concluded that the planar ligands pyridine, 1-meth-
ylimidazole, and isoquinoline complex TPP and TFP 
in a staggered orientation, while TClP and TMP 
complex the ligands in an eclipsed conformation, 
Figures 17 and 19. 

Ring current shifts of nuclei around and within the 
porphyrin core were calculated on the basis of the 
MM-minimized structures, they compared well with 
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Figure 20. Structure of coenzyme F430. 

the experimentally observed shifts. The MM calcula­
tions were done with the MODELS program150 with 
partial charges that were determined using the 
CHARGE3 program.151 

The CHARMm force field was used to investigate 
epoxidation by iron-oxo porphyrins152 and a water-
soluble closely interspaced cofacial zinc porphyrin 
dimer.153 Calculational details are sparse and the 
MM calculations were used primarily for visualizing 
purposes. 

Parameters to model 4- and 5-coordinated iron(II) 
porphyrin complexes, with the consistent valence 
force field (CVFF),154 were generated from the crystal 
structure of a iron(II) prophyrin imidazole complex.155 

To test the force field two 4-coordinate and two 
5-coordinate iron(II) porphyrinato complexes were 
modeled and compared with the crystal structure. 
The authors developed the parameters in order to 
compare the binding properties of a number of 
hypothetical polypeptide chelating arms with imida­
zole end groups to iron. The complexes were sub­
jected to a MD conformational search with the 
imidazole uncoordinated and coordinated to the iron. 
The energies for the 4- and 5-coordinated forms were 
compared, and in all the cases examined, coordina­
tion by the imidazole ligand was favored. 

It has been suggested that reducing the porphyrin 
ligand should result in a more flexible ligand.156 This 
hypothesis was investigated by ligand binding and 
MM studies.157 The binding constants for a series of 
six sterically hindered imidazoles with ZnTPP, Zn-
(2,3-dihydroTPP) and Zn(2,3,7,8-tetrahydroTPP) were 
determined. If the porphyrins become more flexible 
upon reduction one would expect the more reduced 
macrocycles to bind the more sterically hindered 
imidazoles better. However, only small differences 
in Keq were measured with different porphyrinoid 
ligands. Using MMP2158-159 parameters, qualitative 
agreement with the experimental binding constants 
was obtained and it was concluded that hydropor-
phyrins containing small metal ions are ruffled but 
rigid. 

The changes that occur in the porphyrin core size 
and in its flexibility upon reduction of the porphyrin, 
and the implications of these changes on coenzyme 
F430 (Figure 20) were investigated using the same 
force field.160 

All the modified and additional parameters were 
presented; however, details of their derivation were 
not presented. Interestingly the N - N i - N bond 
angle and the C - C - N - N i torsional angles were 
given force constants of zero. No mention was made 
of how 4-coordinate complexes were kept from adopt­
ing a tetrahedral geometry. The parameters were 
tested by comparing the calculated and the crystal 
structures of 10 nickel(II) (hydro)porphyrinoid com­
plexes. The core size determinations were under­
taken by systematically varying the ideal N i - N 
distance, while retaining the standard N i - N force 
constant. In order to remove it from all the a t o m -
atom repulsions, the nickel ion was given a van der 
Waals radius of zero for all core size determinations. 
The core size determinations were done without 
considering any substituents on the core and without 
any conformational searches between steps. They 
indicated that the macrocyclic core size increases 
when the reduction occurs at the /3-pyrrole positions 
(chlorin, isobacteriochlorin, pyrrocorphin), and de­
creases when the reduction occurs at the methine 
positions (hexahydroporphyrin, coenzyme F430). Fur­
thermore, in contrast to the previous calculations157 

which indicated that reduction at the /3-pyrrole 
positions did not result in increased flexibility, these 
calculations show that reduction at the methine 
positions increase the flexibility. It would be inter­
esting to see what effect the cyclohexanone and 
lactone rings, which were ignored in the core size 
determinations, have on the flexibility of F430. 

We have used a modified MM2* force field to 
investigate all the coordination geometries available 
to nickel in coenzyme F430.43 The nickel(II) high-
and low-spin parameters were based on those re­
ported by Hancock161162 and were modified by simu­
lating porphyrinoid crystal structures. The param­
eters were tested by comparing the calculated and 
solid-state structures of planar and highly ruffled 
porphyrinoid complexes that were not used in the 
parameter modification. By ignoring the energy due 
to axial ligation we were able to compare 4- and 
5-coordinate nickel geometries and.concluded that 
the hydroporphyrinoid core of coenzyme F430 was 
sufficiently flexible to accepted a trigonal bipyramidal 
(TBP) geometry around the nickel ion. Saunder's 
random kick search method49 was used to find all 
low-energy minima, as this proved to be the most 
efficient search method for coenzyme F430. In order 
to determine the best fit N i - N length the N i - N 
distance was systematically varied while keeping all 
parameters constant, including the N i - N force con­
stant which was held at a value halfway between that 
for nickel(II) high and low spin. This revealed that 
coenzyme F430 has a larger ideal N i - N distance in 
the TBP geometry than in the square planar (SP) 
geometry. The ideal N i - N distance of 2.05 A for 
F430 ligating the metal ion in a SP geometry is 0.05 
A larger than that reported in the previous study. 
The possible reasons for this are that the previous 
study only examined the hydroporphyrinoid core of 
F430 without the lactone and cyclohexanone rings 
and that the metal van der Waals interactions were 
not removed in our study. 
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Coenzyme F430 is thermally unstable and it epimer-
izes to 13-epi F430 and then to 12,13-diepi F430. The 
crystal structure of the 12,13-diepi F430M derivative 
was solved after the paper described above43 was 
published. The MM2* force field used in the paper 
correctly and accurately modeled the conformation, 
bond lengths, and bond angles of the 12,13-diepimer.163 

We were also able to show that while the 13-epimer 
and 12,13-diepimer of F430 have a ruffled conforma­
tion, the native form has a saddle-shaped macrocycle. 
The flexibility, around the N21-Ni-N23 axis, of both 
the native form and 12,13-diepi F430M was investi­
gated by systematically varying the ideal N - N i - N 
angle while maintaining the standard force constant. 
A conformational search was required every 10°, as 
both complexes underwent conformational changes 
upon bending. Our initial finding43 that coenzyme 
F430 might adopt a trigonal bipyramidal geometry 
around the nickel in vivo was reconfirmed. 

Cytochrome P450 metabolizes the antiepileptic 
agent, valproic acid. The stereospecificity and prod­
uct distribution of the hydroxylated metabolites of 
valproic acid were predicted on the basis of MM and 
molecular dynamics calculations.164 The crystal struc­
ture of adamantanone-bound P450cam was used as the 
starting point for the graphic construction of valproic 
acid-P450 complexes, which were minimized using 
AMBER. The charges were determined by INDO/S 
calculations, and although the iron parameters are 
presented, their derivation is not described. Only the 
"binding site" was minimized, it consisted of 87 
noncontiguous amino acids, and therefore the back­
bone was constrained, while all side-chain, porphyrin, 
and substrate molecules were allowed to move freely. 

Similar methods were subsequently used by the 
same group to model the epoxidation of cis-j3-meth-
ylstyrene, £ra/zs-/3-methylstyrene, and styrene by 
cytochrome P450Cam.165'166 A good agreement was 
obtained between the molecular dynamically pre­
dicted enantiomeric excess and that observed experi­
mentally. The experimentally observed trend was 
also predicted in a study of cytochrome P450cam 
oxidation of thioanisole and p-methylthioanisole.167 

The same methods and field were also used to 
examine the role threonine 252 plays in the oxygen 
activation of cytochrome P450cam-168 

In a series of papers Shelnutt has used MM to 
correlate structural properties of planar and nonpla-
nar porphyrins with their spectroscopic properties 
(mainly Raman frequencies). The parameters were 
based on the DREIDING field and were derived from 
a previously published normal coordinate analysis of 
nickel(II) OEP169"171 and a crystal structure of 
NiOEP.172 Electrostatic energy terms had little effect 
on the calculated structures and partial charges were 
excluded in the first generation of the force field.36 

The degree of nonplanarity, core size, and Ca
—N— 

Ca angle were correlated with Raman frequencies.36 

There are two modes of ruffling, they were measured 
by determining (1) the degree of pyrrole twisting 
(ruf), defined by the dihedral angle between the 
planes of opposite pyrrole rings, and (2) the degree 
of pyrrole tilting (sad), defined by the angle between 
opposing pyrroles (Figure 18). The total strain 
energy was shown to be related to the nonplanarity 

of the macrocycle and the size of the ^-pyrrole 
substituents. The field reproduces the basic confor­
mation of nickel(II) octaalkyl(aryl)tetraphenylpor-
phyrins, but slightly overestimates the amount pyr­
role twisting. 

The same field was used to analyze the conforma­
tions of dodecaphenylporphyrin and dodecaalkylpor-
phyrins. In order to avoid local minima, planar, 
ruffled, and saddle conformations were used as 
starting points for minimization, and the initial 
energy minimum structures were subjected to mo­
lecular dynamics before minimizing again.173 One of 
the structures investigated was highly ruffled, while 
another was in a saddle conformation, both nonpla-
nar distortions were correctly predicted by MM 
calculations. 

In order to establish the effect of metal size on the 
degree of nonplanar distortions in porphyrins the 
above-mentioned force field was expanded to include 
Co(II), Cu(II), Zn(II), Co(III), and Fe(III).37 The 
conformations of the complexes of these metals with 
octaethylporphyrins (OEP), tetraphenylporphyrins 
(TPP), and the highly distorted octaethyltetraphe-
nylporphyrins (OETPP) were calculated and when 
possible they were compared with the crystallo-
graphically determined structures. New equilibrium 
M-N distances, homonuclear nonbonded separa­
tions, and atomic masses were added for the unpa-
rameterized metals. The force constants, the depth 
of the Lennard-Jones 12-6 potential well and the 
parameters for the torsions, inversions and angle 
deformations were all left at the values used for 
nickel(II). The calculations modeled the solid-state 
structures with RMS out-of-plane deviations of less 
than 0.1 A, slightly larger deviations were found for 
porphyrins with axial ligands. In both the crystal 
structures and in the calculated structures it was 
found that the C a -N-C a and C a -Cm -C a angles open 
as the core size increases due to the addition of larger 
metals. The increase in the bond length of the C a

_ 

Cm and Qg-C/3 bonds, as well as the flattening of the 
macrocycle that is caused by larger metals was 
accurately modeled. The conformations determined 
by the MM calculations described above were used 
in INDO/CI molecular orbital calculations and suc­
cessfully predicted the trends in the n—n* transition 
energies for nickel porphyrins. The authors found 
that the practice of simplifying the MO calculations 
by using planar porphyrin structures and ignoring 
the substituents leads to incorrect results, and that 
the combination of MM and the INDO/CI method is 
very effective at predicting optical spectra. 

X-ray crystal structures of both planar and non-
planar conformations of nickel(II) octaethylporphyrin 
have been found, and in noncoordinating solvents 
they have been shown to coexist in equilibrium. The 
amount of steric interactions that are required to 
influence the equilibrium and the effect of metal-
induced core contraction on the planar/nonplanar 
equilibrium was investigated174 using the field de­
scribed in the previous paragraph. It was MM and 
experimentally found that substituting a single NO2 
group at one of the methine-bridge carbons (Figure 
21) shifts the equilibrium to the nonplanar conforma­
tion. 
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Figure 21. Structure of a nitrooctaethylporphyrin com­
plex. 

This conformational change is accompanied by a 
slight core expansion which relieves the steric repul­
sions between the nitro group and the neighboring 
ethyl side chains of the porphyrin. The calculated 
nitrooctaethylporphyrin conformation agrees well 
with that found in the crystal structure. Nonplanar 
distortions are promoted by core contractions induced 
by small metals such as Ni and Co, but not for larger 
ones like Cu and Zn. The authors conclude that the 
influence of the protein matrix on the porphyrin 
conformation in porphyrin-containing proteins can 
only be modeled by severe steric crowding, such as 
is observed in dodecasubstituted porphyrins. 

In earlier modeling studies Shelnutt and co-work­
ers had predicted that (tetraphenyltetrapropanopo-
rphinato)nickel(II) should be planar;36175 however, 
due to its poor solubility no crystals were obtained 
of the compound and these predictions could not be 
verified. Therefore nickel(II) and copper(II) com­
plexes of tetrakis(3,4,5-trimethoxyphenyl)tetrapropa-
noporphyrin, which were predicted to be planar by 
MM calculations, were synthesized and crystal­
lized.176 The solid-state structures showed that the 
copper(II) complex was planar, as predicted, but that 
the nickel(II) complex adopted a slightly nonplanar 
conformation. Two possible causes, suggested by the 
authors for the failure of their force field to account 
for the slight nonplanar deformation, were that the 
field does not take into account crystal packing forces 
and that the molecular dynamics search could not 
traverse the energy barrier between different planar 
and nonplanar conformations. 

The effect of changing the metal from Ni(II) to Co-
(II) and Cu(II), on the nonplanar distortions of 
tetracyclohexenyltetraphenylporphyrin was modeled 
with MM calculations.177 In the same paper the 
increasing nonplanarity that results when the size 
of the alkyl ring at the /? carbon on the pyrrole rings 
is increased from tetracyclopentenyltetraphenyl-
porphyrin to tetracyclohexenyltetraphenylporphyrin 
and tetracycloheptenyltetraphenylporphyrin was re­
produced with MM for nickel(II) complexes. The 
calculated structures and parameters (e.g. core size, 
the Ca_N—Ca angle) were used to correlate the 
nonplanarity of the tetrapyrroles with Raman fre­
quencies. The parameters described above37 were 
used with partial atomic charges taken from the 
DREIDING force field.32 

A series of nickel(II) meso-nitrooctaethylporphyrins 
have been investigated by MM, resonance Raman, 
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Figure 22. Syn (top) and anti (bottom) structures of 
decaalkylporphyrin. The wedges represent the alkyl sub-
stituents at positions 5 and 15. 

NMR, and UV-visible spectroscopy.178 The Shelnutt 
force field3637 was further modified by adding elec­
trostatic terms and by changing the van der Waals 
energy term for hydrogen atoms from a Lennard-
Jones 6-12 to an exponential (r~6) term. These 
changes did not have a great effect on the geometries 
of the minimized structures; however, it improved the 
relative energies of the low-energy conformers. It 
was found that the root-mean-square out-of-plane 
distance is a good measure of the degree of the 
nonplanar distortion of the tetrapyrrole, regardless 
of whether it is a saddle or a ruffled distortion, and 
that it increases with each additional meso-nitro 
substitution. As seen with the octaalkyltetraphenyl 
porphyrins36'37 the calculated Ni-N distances and the 
core size decrease with increasing nonplanarity. For 
tetranitrooctaethylporphyrin six different conformers 
with varying degrees of ruffling were found within 
2.0 kcal/mol of each other. Although the nonplanar­
ity, as measured by the root-mean-square out-of-
plane distance, of all the conformers was similar, the 
amount of saddle vs ruffling distortion differed 
significantly and was dependent on the ethyl orienta­
tions. While NMR results confirm the existence of 
multiple low-energy conformers, they are not ob­
served in resonance Raman spectra. However, the 
degree of the nonplanar distortion predict by MM 
calculations matches that observed by Raman tech­
niques. 

Recently,47 Shelnutt and co-workers have extended 
their study of the factors that induce nonplanar 
distortions in dodecasubstituted porphyrins to deca-
substituted porphyrins, specifically the zinc(II), cop-
per(II), and nickel(II) complexes of hexaethyltetram-
ethylporphyrin. The charge equilibration method46 

was used to determine the partial charges. MM 
calculations reproduced the nonplanar distortions 
observed in the solid-state structures of the copper-
(II) and nickel(II) complexes. However, the MM 
simulation of the dodecasubstituted zinc(II) com­
plexes were significantly better than the decasubsti-
tuted complexes (rms of 0.09 A vs 0.15 A). A number 
of low-energy zinc(II) conformers were found. They 
were all syn conformers (see Figure 22) which is in 
disagreement with a variable-temperature study that 
has proposed that the zinc(II) complex is a mixture 
of syn and anti conformations.179 

The Shelnutt force field36'37178 has also been used 
to analyze the structure of a (w-oxo)bis[(octaethylpor-
phinato)iron(III)] dimer.180 In order to model the 
dimer, new parameters were derived for the bridging 
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/i-oxo group. The calculations reproduced all the 
structural features of the dimer, including the un­
usual eclipsing of the two porphyrins which is 
observed in the solid-state structures. The two rings 
eclipse in order to interdigitate the substituent ethyl 
groups. When the dimer is minimized without the 
ethyl groups the N - F e - F e ' - N ' dihedral angle in­
creases from 16° to 31°. 

MM methods have also been used to calculate the 
conformation of iron(III)181 and gallium(III)182 2-hy-
droxy-5,10,15,20-tetraphenylporphyrin trimers. These 
complexes have been characterized by numerous 
spectroscopic methods. However, no crystals suitable 
for X-ray crystallography were obtained. Therefore, 
in order to get some idea of the structure of the trimer 
MM calculations were undertaken. The MM+ field 
in HyperChem was modified to incorporate iron(III) 
and gallium(III). The metals were not minimized 
and their positions were constrained in the porphyrin 
cavity. The constraints were based on average iron-
(III)— and gallium(III)-nitrogen bond distances, and 
on out-of-plane deformations found in solid-state 
structures. No mention of any attempts to test the 
validity of these modifications is made, nor were any 
conformational searches conducted. 

Vl. Concluding Remarks and Future 
Consideration 

Molecular mechanical methods are remarkably 
accurate at modeling the solid-state geometries of 
small bioinorganic molecules. Although this is grati­
fying, it is not extremely useful. MM calculations are 
more impressive and useful when they are used to 
predict and design new structures and properties. 
Since most chemistry occurs in solution it is impor­
tant to be able to model solvent effects. This is a 
computationally intensive procedure and approaches 
such as the GB/SA approximation are useful. How­
ever, they require an accurate knowledge of the 
charge distribution. An alternative method of finding 
the solution structure is to find all the low-energy 
conformations of a molecule and use them to simulate 
spectroscopic properties. By comparing the simu­
lated and experimental spectral characteristics the 
conformations present in solution can be picked out. 
The most obvious spectroscopic properties to compare 
would be NOE distances, but EPR183184 and UV185 

have been used in inorganic MM simulations. The 
reasoning described above could be reversed to com­
putationally design bioinorganic model systems with 
desired spectroscopic properties.185 

I think MM simulations will become increasingly 
important in the rational design of biomimetic com­
pounds. We are currently busy designing urease 
model systems. The mechanism and some EXAFS 
studies of urease have been used to generate some 
geometric constraints for the model e.g. metal—metal 
distance of 5.0-6.0 A. These constraints have been 
incorporated in a Cambridge Database search, and 
the hits have been analyzed and modified by molec­
ular mechanics and dynamics, in order to fulfill a set 
of urease model criteria that we have established. 

While MM calculations accurately model the ge­
ometries of small bioinorganic molecules, the simula­
tion of metalloproteins is more complex because good 

starting structures are needed as it is impossible to 
find the global minima with current conformational 
searching methods. Solid-state structures, such as 
the newly resolved structures of urease, hydroge-
nase186 and nitrogenase187,188 are a good starting point 
for such MM calculations. 
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