
Electron Paramagnetic Resonance Spectroscopy of the Iron-Molybdenum Cofactor of
Clostridium pasteurianumNitrogenase

Graham N. George,*,† Roger C. Prince,‡ and Richard E. Bare‡

Stanford Synchrotron Radiation Laboratory, Stanford University, SLAC MS 69, P.O. Box 4349,
Stanford, California 94309, and Exxon Research and Engineering Company, Route 22 East,
Annandale, New Jersey 08801

ReceiVed June 15, 1995X

We report a computer simulation study of the electron paramagnetic resonance (EPR) spectral line shape of the
iron-molybdenum cofactor of nitrogenase. The unusually broad and asymmetric line shape of the EPR spectrum
can be interpreted in terms of a distribution of zero-field splitting parameters calledD-strain. The best fit simulations
were computed usingD ) 2.5 cm-1 andE) 0.317 cm-1 and distributions inD andE approximated by Gaussians
of half-widths 0.446 cm-1 and 0.108 cm-1, respectively. The value ofD estimated in the present work is smaller
than previous estimates by others but consistent with the temperature dependence of the EPR spectrum. The
largeD-strain is most likely caused by an ensemble of nearly isoenergetic conformational states and should not
be considered as being indicative of chemical inhomogeneity.

Introduction

The six-electron reduction of nitrogen (N2) to ammonia is
arguably the most difficult chemical reaction known in biology.
While thermodynamically favorable (∆G° ) -16.6 kJ mol-1),
the reaction involves breaking the extremely strong NtN triple
bond (941 kJ mol-1) at a reasonable rate. The biological
reduction of nitrogen to ammonia, often called nitrogen fixation,
is catalyzed by the enzyme complex known as nitrogenase.
Many bacteria are capable of nitrogen fixation, and despite
considerable taxonomic diversity (e.g. ref 1), their nitrogenase
systems appear remarkably similar.2

There are two protein components of nitrogenase. The
smaller iron protein contains a single Fe4S4 cluster and supplies
electrons in an ATP-dependent process to the larger protein,
which, in turn, catalyses the N2 reduction. In most cases the
latter is a molybdenum-iron protein, although vanadium and
iron may substitute for molybdenum in alternative nitrogenase
systems.3,4 The molybdenum-iron protein contains two dif-
ferent types of cluster, called P and M clusters. The former
type appears to be two Fe4S4 clusters in close association5,6 and
the latter a novel iron-sulfur molybdenum cluster5,6which also
contains homocitrate.7 The M cluster is thought to be the active
site of N2 reduction and can be extracted from the protein using
organic solvents as a low-molecular-weight cofactor called the
iron-molybdenum cofactor, or FeMo-co (see ref 8 and refer-
ences therein). The crystal structures of the molybdenum-iron

proteins fromAzotobacterVinelandii5 andClostridium pasteur-
ianum6 have been solved. This work confirms that the M cluster
is indeed a Mo-Fe-S cluster, and complete structural models
of the active site have been presented (although there remains
some controversy over the precise structural details).5,6 Struc-
tural refinements of the crystallographic information have also
been attempted using X-ray absorption spectroscopy.9,10 Despite
the wealth of information that is now available on the nitroge-
nase system, the exact catalytic mechanism, and even the nature
and location of N2 binding to the M cluster, remains unknown,
although we note that some interesting hypotheses have been
forwarded.11,12

In the as-isolated reduced state, both the protein and
FeMo-co possessS) 3/2 ground states, with positive zero-field
splittings, that give rise to well-defined EPR signals from the
(1/2 Kramers doublet. These signals have been used in
numerous investigations of the chemistry and biochemistry of
the nitrogenase active site13-16 (also see ref 8 for additional
references). While the protein EPR signal has quite sharp line
widths, the FeMo-co signal possesses relatively broad, asym-
metric features (e.g. ref 8 and references therein).
EPR spectroscopic studies of both Kramers and non-Kramers

systems have shown that the zero-field splitting is best described
as a statistical distribution of values rather than as a finite
value.17-21 Distributed spin Hamiltonian parameters are well-
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known in the form ofg-strain (e.g. ref 22) and have also been
detected for the hyperfine interaction (calledA-strain).23-24 In
the present study we have used computer simulations of the
FeMo-co and nitrogenase MoFe protein EPR spectra to show
that the line shape anisotropy, and in particular the novel
asymmetric line shape of FeMo-co, can be explained in terms
of a distribution of zero-field splittings (that can be called
D-strain).

Materials and Methods

Sample Preparation. Clostridium pasteurianumwas grown25,26 in
a 400-L fermenter (New Brunswick Scientific Co., Edison, NJ) and
the molybdenum-iron protein, isolated by a modification of the
procedure of Zumft and Mortenson.27 The iron-molybdenum cofactor
was isolated inN-methylformamide solution by a modification of the
HCl/NaOH procedure of Yanget al.28

EPR samples were prepared as frozenN-methylformamide FeMo-
co solutions containing approximately 1.0 mM molybdenum. EPR
spectra were recorded as previously described,29with typical instrument
settings of 0.5 mT modulation amplitude and 0.1 mW microwave
power, unless otherwise stated. Sample temperature was regulated
using an Oxford Instruments ESR900 liquid helium cryostat, which
had been previously calibrated using a carbon resistor; the error in
temperature was found to be within 5% in the temperature range studied.
Sample heights were kept small (ca. 1 cm) so as to minimize the
temperature gradient across the sample.
Computer Simulations. EPR spectra of systems with spinS> 1/2

are commonly interpreted in terms of the simple spin Hamiltonian

in which all symbols have their usual meanings.30 âe is the Bohr
magneton,B the static magnetic field vector,S the electron spin vector,
andg the g tensor;D andE are the magnitude and the asymmetric
zero-field splitting parameters, respectively.D andE describe the spin
energy levels in zero magnetic field and reflect the symmetry of the
spin environment. WhenD . hν (with ν ) 9 GHz,hν ≈ 0.3 cm-1),
EPR spectra depend very little onD, and it is common practice to
explain spectra in terms of a rhombicityλ ) E/D, which is dependent
only on the asymmetry of the zero-field splitting. In this case the zero-
field splitting ∆ is approximately given by∆ ≈ 2D(1 + 3λ2)1/2.
Simulations were calculated using Digital Equipment Corp. VAX

and Alpha graphics workstations. Two different computer programs
were written: an approximate one based upon a perturbation solution
and a more exact one based upon diagonalization of the spin

Hamiltonian matrix. This latter program differs somewhat from others
in the literature [e.g. refs 31-33], and we will briefly describe it.
The distribution in zero-field splitting is approximated by assuming

Gaussian distributions ofD andE, of respective half-widthsσD and
σE, and integrating (by summing individual weighted powder line
shapes) over suitable ranges. By analogy with the now-familiar term
g-strain, we will refer to a distribution in zero-field splittings asD-strain.
Powder line shapes for individual values ofD andE are calculated by
integrating (using Gaussian quadrature) Gaussian spin-packet line
shapes, with positions and intensities calculated by matrix diagonal-
ization, over all orientations of magnetic field within an appropriate
portion of a sphere. Resonance fields and transition intensities for
individual magnetic field orientations are calculated using the following
method. The (2S + 1) × (2S + 1) spin Hamiltonian matrix is
constructed for a particular orientation and diagonalized using EIS-
PAK34,35routines to obtain the eigenvalues for a grid of equally spaced
magnetic fields spanning the range of the spectrum. The resulting
curves, which describe the magnetic field dependence of the energy
levels, are then interpolated using piecewise cubic splines. Resonances
occur when the separation between two energy levels (∆E) is equal to
the microwave quantum,hν, i.e. ∆E) hν. A search for (∆E- hν) f
0 is then conducted using a Newton-Raphson algorithm for all possible
transitions. Any resonance fields found in this way are checked for
accuracy by redetermining the eigenvalues at each resonance field.
Finally, the eigenvectors are calculated at the resonance fields, and from
these the transition probabilities, with the appropriate temperature-
dependent Boltzman weighting, are calculated.32,36-38 The program can
generate simulations either for the standard perpendicular mode with
the microwave fieldB1 ⊥ B or for the parallel mode withB1 | B.
Although rather computer-processor intensive, this method yields very
accurate simulations.
The perturbation-solution-based program is very much faster and

yields a more approximate simulation. Unlike the matrix diagonal-
ization program, this program includes only transitions within the(1/2
Kramers doublet and is limited to theS) 3/2 case. The greater speed
of this program allowed us to use least-squares refinement to obtain
approximate values for the spin Hamiltonian parameters. These were
then further refined by using the matrix-diagonalization program,
manually changing the parameters and judging the quality of the
simulation by eye. We estimate that, in general,g values can be
determined to somewhat better than 1%,D to better than 25%, andE
to within 5%, although we note that manually fitting spectra in the
manner described precludes a rigorous determination of uncertainties
in the obtained spin Hamiltonian parameters.

Results and Discussion

General Features and Temperature Dependence of the
Spectrum. EPR spectroscopy has been used as a tool in
numerous investigations of FeMo-co over many years, and the
general features of the spectrum are well understood.8,11 The
EPR spectra of FeMo-co in solution inN-methylformamide at
two different temperatures are shown in Figure 1A. The spectra
are typical for a low-symmetryS) 3/2 system whereD > hν.
The clearly-defined rhombic EPR spectrum, with effectiveg
values (g′ values) at 4.7, 3.2, and 2.0, derives from transitions
within the(1/2 Kramers doublet of theS) 3/2 system. The
trueg values are almost certainly close to 2.0, and the observed
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anisotropy derives almost entirely from the zero-field splitting.30

In the present work, we adopt the convention of Blumberg,39

which stipulates that 0e λ e 1/3. Correspondingly, theg′ )
4.7, 3.2, and 2.0 features correspond to they, x, andz axes of
D and are thus labeledg′y, g′x, andg′z. The small feature close
to g′ ) 6.0 is the nominally forbidden∆Ms ) (3 g′z transition
from within the excited state(3/2 Kramers doublet. The
features arising from∆Ms ) (3 g′x and g′y are expected at
much higher fields and will be extremely broad. The excited
state(3/2 Kramers doublet will thermally depopulate at lower
temperatures, and as expected, the intensity of the∆Ms ) (3
g′z feature shows a marked temperature dependence (Figure 1).
This can be used to obtain an approximate estimate of the zero-
field splitting∆, and thus ofD. Figure 1B shows a plot of the
natural logarithm of the ratio of the excited and ground state
signal intensities versus the reciprocal of the sample temperature.
From the slope of this plot we obtain a value forD of 2 cm-1,

which is much less than the value of 8 cm-1 obtained from
previous EPR simulations.31,40 The value is also quite different
from that of the M cluster of the intact protein (D ) 5.2 cm-1)
which has been accurately determined from the anisotropic
pseudonuclear Zeeman effect in ENDOR spectroscopy.15 This
latter discrepancy emphasizes that there are differences in
electronic structure between FeMo-co and the protein-bound
cluster.
Computer Simulations. Because of the relative insensitivity

of the spectra to the magnitude ofD, we at first attempted
simulations with Gaussian distributions only inE or λ, with
fixed values ofD. Yang and Gaffney18 have successfully used
Gaussian distributions only inλ (with fixed values ofD) to
simulate a number of high-spin Fe3+ EPR spectra. Additionally,
Hendrich and Debrunner19,20 have achieved very considerable
success in simulating the very broad asymmetric line shapes
that are observed for non-Kramers systems, using a distribution
only inE. Although capable of reproducing many of the major
features of the spectrum, this approach proved unsatisfactory
in simulating the FeMo-co EPR signal. The width of the
distribution required to reproduce the main spectral features
meant that a significant fraction of the values forλ are close to
zero. This results in a small but pronounced peak at the axial
position (g′ ) 4.06), which is not observed experimentally. The
use of Gaussian distributions in bothD andE produces a very
good simulation of the experimental spectrum, which is shown
in Figure 2. In this case, the probability of values forλ close
to zero is vanishingly small, and no axial contributions are
observed. The asymmetric line shapes in theg′z and theg′x
region are quite accurately reproduced by the simulation in
Figure 2, as are the intensity and peak shape of the∆Ms ) (3
g′z feature. The line shape in the∆Ms) (1 g′y region is slightly
sharper in the simulation than in the data. This may indicate
that the assumption of a Gaussian distribution in zero-field
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values of total integration have been shown to exist between
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Figure 1. Temperature dependence of the FeMo-co EPR spectrum.
(A) EPR spectra at two different temperatures, with the vertical scale
adjusted to facilitate comparison. The rhombic EPR signal nearg )
2 (∼330 mT) which is most pronounced in the high-temperature
spectrum is commonly attributed to an impurity. (B) Ratio plot of the
intensities of the∆Ms ) (3 g′zand∆Ms ) (1 g′y features as a function
of sample temperature. A crude estimate of the zero-field splitting
parameterD, calculated from the slope of the ratio plot, is 2 cm-1.
The abscissa and ordinate of the figure are plotted as reciprocal and
logarithmic scales, respectively. The errors shown are approximate
only and were estimated by assuming a 5% accuracy in temperature
(abscissa) and from the amplitude fo the high-frequency noise (ordinate)
in each spectrum.

Figure 2. Experimental spectrum (a) and computer simulation (b) of
the FeMo-co EPR signal. The computer simulation was calculated
usinggx ) 2.030,gy ) 2.030,gz ) 2.033, an isotropic line width of
1.0 mT, and zero-field splitting parametersD ) 2.5 cm-1 andE )
0.32 cm-1. The distributions inD and E were approximated by
Gaussians of half-widthsσD ) 0.45 cm-1 and σE ) 0.11 cm-1,
respectively. The value ofD obtained from the simulation is in good
agreement with the value obtained from the temperature dependence
measurements shown in Figure 1.
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splitting parameters is an oversimplification. Nevertheless, the
striking similarity of the simulated and calculated spectra is
excellent evidence for the presence of a distribution in zero-
field splittings. In particular, the narrow relative line shape of
the∆Ms ) (3 g′z feature is quite impossible to reproduce with
simulations not includingD-strain. Collision and Mabbs31 have
attempted to simulate the FeMo-co EPR spectrum by modeling
the line width anisotropy as though it were unresolved hyperfine
coupling, with different sets of linewidths for the∆Ms ) (1
and∆Ms ) (3 transitions, and noD-strain. Their estimate for
the zero-field splitting parameterD of 8 cm-1 is clearly much
too large, illustrating the importance of includingD-strain if
one desires to obtain accurate spin-Hamiltonian parameters.
Figure 3 shows the simulated FeMo-co spectra over a wide

field range (0.0-2.0 T). Broad features, centered at aboutg′
≈ 1.0, are predicted for the∆Ms ) (3 component, effectively
arising fromg′y andg′x. EPR spectra of very broad features
such as those predicted in Figure 3 are almost impossible to
observe experimentally with conventional field-modulated ap-
paratus, as they are of the same order as the subtle drifts in
baseline which always occur, even on the most stable spec-
trometers. For this reason, and despite considerable effort, we
were unable to experimentally confirm the presence of these
resonances.
Figure 4 shows the experimental and simulated spectra of

the intact nitrogenase protein fromClostridium pasteurianum.
For the protein spectrum, unlike the case of FeMo-co, we
observe very little asymmetry in the individual peaks (see the
inset in Figure 4), making the effects ofD-strain rather more
subtle. The overall line shape is adequately reproduced by the
simulation, including the very sharp∆Ms ) (3 g′z region. We
note that, as seen for isolated FeMo-co, the width of the
simulated∆Ms ) (1 g′y region is slightly sharper than that of
the experimental spectrum. The protein simulation was much
less sensitive to the exact values ofσD and σE than was the
FeMo-co simulation, and the values of these parameters derived
for the protein (Figure 4) should therefore be considered as
approximate. In previous work, the relatively small line width
of the ∆Ms ) (3 g′z feature has been exploited to directly
observe hyperfine couplings in protein samples isotopically

enriched with the stable magnetic isotopes57Fe and95Mo (in
the form of resolved structure and line shape broadening,
respectively).14 This work unambiguously showed that the
95Mo hyperfine couplingAz is in fact 2.9 MHz rather than 8.1
MHz determined from analysis of ENDOR spectra.15,16

For a system involving only a single magnetically isolated
paramagnetic metal ion, the magnitude of the zero-field splitting
can be shown to be simply related to the ligand field environ-
ment of the metal.41 D-strain in such a system may be related
to variations in the ligand fields, which are expected in the
presence of local stresses such as might be present in frozen
solutions42 or in the presence of structural flexibility. The use

(41) Newman, D. J.; Urban, W.AdV. Phys. 1975, 24, 793-844.
(42) Kliava, J.J. Phys. C. 1982, 15, 7017-7029.

Figure 3. (A) Computer simulation of the FeMo-co EPR signal calculated over a wide field range, together with the∆Ms ) (1 and∆Ms ) (3
components. The vertical scale of the∆Ms ) (3 simulation has been expanded to show the broad high-field structure, and the sharp∆Ms ) (3
g′z feature near 110 mT has been truncated. (B) Energy-level diagram for FeMo-co, calculated by matrix diagonalization withS) 3/2, D ) 2.5
cm-1, andE ) 0.32 cm-1 and with the magnetic field oriented alongz (i.e. g′z). The distribution of energy levels caused by the presence of
D-strain is indicated semiempirically in the figure by the width of the energy levels.

Figure 4. Experimental spectrum (a) and computer simulation (b) of
theC. pasteurianumM-protein EPR signal. The computer simulation
was calculated usinggx ) 2.016,gy ) 2.016,gz ) 2.024, an isotropic
line width of 0.5 mT, and zero-field splittingsD ) 5.2 cm-1 andE )
0.21 cm-1. The distributions inD and E were approximated by
Gaussians of half-widthsσD ) 0.073 cm-1 and σE ) 0.044 cm-1,
respectively. The value ofD was fixed at a literature value.15
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of a simple ligand field approach, the so-called superposition
model,41 has even been used to quantitatively analyze zero-field
splittings for isolated metal ions (e.g. refs 41-43). In
FeMo-co, the unpaired electrons are delocalized over a structur-
ally complex cluster5,6,8,14-16 with significant spin density on
sulfur, iron, and molybdenum atoms,14-16 and the origins of
the zero-field splittings are clearly much more complicated. Thus
it is not, at present, possible to apply quantitative theory to the
zero-field splittings of the iron-molybdenum cofactor.
In the case of FeMo-co,D-strain almost certainly has its

origins in slight geometrical variations in the cluster, such as
the capability of cluster components or side chains to move, in
which case the degree ofD-strain will be a function of the width
of the distribution of the ensemble of conformational sub-
strates.44 Thus,D-strain might be expected to be rather more
pronounced in solutions of the isolated cofactor than in the intact
protein, as the conformational flexibility of the cluster might
be rather more rigidly constrained in the latter. We wish to
emphasize the fact that the presence of broad, asymmetric EPR
line shapes due toD-strain is an intrinsic molecular property

of the system and does not indicate a lack of chemical
homogeneity, as has been commonly supposed by others (e.g.
ref 45). In the case of FeMo-co, theD-strain appears to be
quantitatively reproducible, being quite insensitive to cofactor
concentration (data not shown) and to sample temperature and
invariant from preparation to preparation; there is no evidence
from EPR spectroscopy to suggest that FeMo-co solutions are
chemically inhomogeneous. The largeD-strain effect in
FeMo-co might have significance for understanding the catalytic
mechanism of the protein, perhaps indicating the presence of
inherent structural flexibility of the iron-molybdenum cluster
(once released from a restraining protein backbone) such as
might be required to bind N2 during the catalytic cycle.12
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