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Electronic relaxation, the change in molecular electronic structure as a response to oxidation, is investigated in
[FeX4]2-,1- (X ) Cl, SR) model complexes. Photoelectron spectroscopy, in conjunction with density functional
methods, is used to define and evaluate the core and valence electronic relaxation upon ionization of [FeX4]2-.
The presence of intense yet formally forbidden charge-transfer satellite peaks in the PES data is a direct reflection
of electronic relaxation. The phenomenon is evaluated as a function of charge redistribution at the metal center
(∆qrlx) resulting from changes in the electronic structure. This charge redistribution is calculated from experimental
core and valence PES data using a valence bond configuration interaction (VBCI) model. It is found that electronic
relaxation is very large for both core (Fe 2p) and valence (Fe 3d) ionization processes and that it is greater in
[Fe(SR)4]2- than in [FeCl4]2-. Similar results are obtained from DFT calculations. The results suggest that, although
the lowest-energy valence ionization (from the redox-active molecular orbital) is metal-based, electronic relaxation
causes a dramatic redistribution of electron density (∼0.7ē) from the ligands to the metal center corresponding to
a generalized increase in covalency over all M−L bonds. The more covalent tetrathiolate achieves a larger ∆qrlx

because the LMCT states responsible for relaxation are significantly lower in energy than those in the tetrachloride.
The large observed electronic relaxation can make significant contributions to the thermodynamics and kinetics of
electron transfer in inorganic systems.

Introduction

Electron-transfer processes are of fundamental importance
in many key areas of chemistry.1-10 In biological systems,
effective control of electrons is paramount in many of the
most important biochemical reaction pathways.1 The control

of biological electron flux is achieved in vivo through the
presence of electron-transfer and -transport (ET) proteins,
often containing transition metal redox centers. The elucida-
tion of the factors that control chemical and biochemical
functionality of such redox sites has attracted significant
attention in the bioinorganic community. A critical issue is
to define effectively the electronic structure contributions to
the redox properties of the active sites in these ET proteins.

An important class of ET active sites is the so-called iron-
sulfur (FeS) active sites, such as those found in rubredoxins
(Rds) and ferredoxins (Fds). Rds have the simplest of the
FeS active sites: a single high-spin iron center coordinated
to the protein through four cysteinate residues. The biologi-
cally relevant redox couple involves the FeII (reduced) and
FeIII (oxidized) redox states. The [Fe(SR)4]2-,1- active sites
in Rds and model systems have received significant attention
in recent years.11-18 Spectroscopy on more general [FeX4]2-,1-

model systems has also provided insight into certain aspects
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of the chemical properties of these sites,19-21 but the
elucidation of electronic structure contributions to their redox
chemistry has not yet been fully achieved.

Variable-photon-energy photoelectron spectroscopic
(VEPES) studies of the [FeCl4]2-,1- redox couple have
provided important insights into the electronic structures of
the reduced and oxidized forms of [FeX4] redox sites.19-21

Importantly, a very large change in the electronic structure
was observed between [FeCl4]2- and [FeCl4]1-: although the
reduced form exhibits a rather “normal” electronic structure,
the oxidized species was shown to have an unusual “in-
verted” bonding scheme, where the filled metal 3d manifold
is at deeper binding energy than the ligand valence mani-
fold.19 This change in electronic structure derives from
differences in repulsion of metal-based electrons in the two
redox states. The study concluded by emphasizing that a large
change in the electronic structure occurs upon redox and by
suggesting that such pronounced electronic relaxation upon
ionization might be important in defining the redox properties
of these and similar active sites. Earlier theoretical studies
on simple [Fe(SR)4]2-,1- redox centers also pointed to some
very interesting redox behavior, suggesting that the redox
process was best described as a ligand-based process.22,23

This possibility was never fully investigated from an
experimental perspective. To address issues relating to
function properly, it is necessary to develop a self-consistent
description of the electronic structure in both oxidation states
and define the electronic structure changes that occur in the
redox process.

This present study experimentally defines electronic
relaxation and provides the foundation for two further studies
focusing on the detailed evaluation of electronic structure
contributions to the redox thermodynamics (part 2) and
electron-transfer kinetics (part 3) of [Fe(SR)4]2-,1- and related
actives sites.24,25 Using results from core and valence
ionization spectroscopy on the ferrous species, we define a
mechanism by which changes in the electronic wave func-
tion, i.e., electronic relaxation, can be observed and quanti-
fied. The overall effect of electronic relaxation is observable
as the change in the electron density at the metal center

(∆qrlx) that is attributed to changes in the electronic wave
function in response to oxidation of the reduced species. To
determine∆qrlx, a valence bond configuration interaction
(VBCI) model is used to properly define an unrelaxed
reference state, termed the Koopmans state, from which
electronic relaxation is calculated. Contributions to∆qrlx are
evaluated explicitly using the VBCI model, as well as density
functional theory (DFT) methods to determine the origin of
the phenomenon from a molecular orbital (MO) perspective.
Results from the experimental and theoretical models are
compared, providing the groundwork for an assessment of
the importance and influence of∆qrlx on the redox properties
of [FeX4]2-,1-. These methods are applied to determine
differences on electronic relaxation between the redox
couples.

Experimental Section

Photoelectron Spectroscopy.Spectroscopic data were obtained
on three different instruments: a Perkin-Elmer PHI system employ-
ing synchrotron radiation from the Stanford Synchrotron Radiation
Laboratory (SSRL) at BL 10-1 (core) and 1-2 (valence), a Vacuum
Generators ESCALAB Mk II, and a VG Instruments M-Probe, each
using a conventional Al KR (1486.6 eV) anode. Variable-photon-
energy data were obtained at SSRL using the ion-pumped PHI
chamber equipped with a double-pass cylindrical mirror analyzer
operating at a pass energy of 25 eV; data were collected with a
base pressure of<2 × 10-10 Torr in the analytic chamber. Specific
SSRL beamline characteristics have been described elsewhere.26

Conventional radiation sources (ESCALAB and M-Probe) were
used for core-level data collection using a hemispherical analyzer
operating at a pass energy of 20 eV; the analyzer chamber was
maintained at<5 × 10-10 Torr. All data were signal-averaged until
the signal-to-noise ratio was>20; sample integrity was internally
verified by comparison of initial and final scans. Synchrotron data
were normalized to the incident flux by monitoring the photoelec-
tron signal from a gold-coated stainless steel mesh located in the
path of the monochromatized radiation. All data were obtained at
spectroscopic energy resolutions ofe0.25 eV.

Samples were prepared and mounted as fine powders onto a
sample plate using either Ga or conductive carbon substrate; all
samples were mounted under N2 or Ar atmosphere with<2 ppm
of O2 and transferred directly to the UHV environment. [N(CH2-
CH3)4]2[Fe(X)4] (where X) Cl, SPh) samples were prepared and
recrystallized using literature methods.27,28 Sample charging was
compensated by using an electron flood gun at minimum energy
and current settings for stable and undistorted data. Core binding
energies were referenced to the strong background C 1s signal
(285.0 eV). Valence binding energies were referenced and indexed
using three independent methods: internal calibration using coun-
terion peaks and external calibration using Ga (when used as
substrate) and/or Au (from submonolayer Au sputtering onto the
sample surface). Referenced data obtained from all three calibration
methods gave results that were identical within the experimental
resolution of the data. Sample integrity was verified by EPR of the
irradiated sample, which indicated no observable deterioration over
the course of data acquisition. Other tetrathiolate models, such as
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[Fe(SEt)4]2-, exhibited sample oxidation during irradiation and were
not used in this study. PES spectra were simulated to include
satellite peaks by utilizing a valence bond configuration interaction
(VBCI) model as described later. Full spectroscopic simulations,
including VBCI and atomic multiplets, were performed using the
TT-Multiplets suite of computer codes, graciously provided by Dr.
Frank de Groot.29 All TT-Multiplet calculations were performed
on an SGI Origin server.

Density Functional Calculations.DFT calculations were per-
formed using the commercially available Amsterdam Density
Functional (ADF1999 and ADF2000)30-34 and Gaussian (Gaussian
98)35 codes. In ADF, the Vosko, Wilk, and Nusair (VWN) local
density approximation36 was supplemented with standard nonlocal
corrections from Becke37 and Perdew38,39(BP86). All ADF results
were obtained using a triple-ú STO basis set (Basis IV) for the
valence levels of all heavy atoms. Core levels were defined forn
) 1, 2 for Fe and S and forn ) 1 for all second-row elements.
Complementary calculations using the BP86 functional were
performed with Gaussian using a 6-311G(d,p) basis set. Results
from the two quantum mechanics codes were similar. Because the
available molecular orbital and charge decomposition schemes are
different in the two codes, results from both are used in this study.
All calculations were performed on either an SGI Origin 2000 8-cpu
R10k server running IRIX 6.5.3 or an Intel dual Pentium III Xeon
system running RedHat Linux 7.0. Parallelization of ADF and
Gaussian was done using built-in PVM and shared-memory
architectures, respectively. Details of specific input parameters used
for all published calculations are included as Supporting Informa-
tion.

Results and Analysis

Core Ionization. Core-level Fe 2p3/2 photoelectron spec-
troscopic (PES) data for [FeCl4]2- and [Fe(SPh)4]2- are given
in Figure 1. The data distinctly show an intense main peak
(M) and a large satellite (S) feature at higher binding energy.
The experimental S-to-M intensity ratios (IS/IM) of the two
species are very large;IS/IM is slightly larger in the
tetrathiolate data. For comparison, the data for the ferric

species are also given in Figure 1; the satellite features are
far weaker in these species. The presence of intense satellite
features, as observed in the ferrous species, result from shake-
up ionization processes40-42 that are formally two-electron
processes and thus forbidden. These satellite features provide
an experimental handle on electronic relaxation, i.e., the
change in the electronic wave function that must occur to
allow two-electron ionization processes to be observed. A
significant body of literature exists on the nature of these
satellite peaks. In first-row transition metal complexes, these
shake-up states are linked with the presence of charge-
transfer (CT) interactions between the metal and its
ligands.40,43-53

A valence bond configuration interaction (VBCI) model
provides insight into the ionization and electronic relaxation
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Figure 1. Core-level XPS data for both oxidation states of [FeCl4] and
[Fe(SR)4]. The points are the experimental data, the solid lines represent
full simulations of the data including both atomic multiplets and CT states,
and the dashed lines correspond to multiplet-only simulations. For both
ferrous species, the inclusion of CT states is absolutely necessary for proper
simulation of the satellite (S) features at higher binding energy. All
simulations are performed using CT parameters listed in Table 1. Detailed
input parameters for the TT-Multiplets simulation package are provided as
Supporting Information.
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processes. A representation of the appropriate single-CT state
(1CT) VBCI model is given in Figure 2. The model is readily
expanded to include more CT states. The 1CT-VBCI model
involves mixing of a single LMCT configuration (|dn+1L〉)
into the ionic|dn〉 ground-state wave function. The resultant
ground VBCI states (Ψi

M andΨi
L) are defined by the matrix

shown in eq 1a. The parametersT and ∆ represent the
interaction (or covalent mixing) parameter and the splitting
of the unmixed ground and CT configurations, respectively.
The ground-state covalency is determined fromRi

2, the metal
character in the wave function, which equals cos2 θi, where
θi is defined in eq 1b.54 The experimental charge-transfer
energy (Wi ) ECT) is also obtained from this treatment, as
given in eq 1c. The VBCI approach assumes that overlap
between the initial|dn〉 and|dn+1L〉 configurations is induced
by the off-diagonal term,T. The approach is similar to
CNDO-type methods in that overlap of the valence bond
configurations is neglected.

The definition of the final states,Ψf
M and Ψf

L, is
analogous to the above treatment, except that the relative
energies of the metal (|cdn〉) and ligand- (|cdn+1L〉) centered
states (c) core hole on metal) have changed as a result of

the differential effect of the 2p-3d hole interaction potential
(Q) on the two configurations.Q represents the effect of
electron (or hole) repulsion on the two different final-state
configurations. The core hole has a destabilizing effect on
the|cdn〉 configuration (Q relative to|cdn+1L〉) because there
is additional hole-hole repulsion in that configuration. As
a result, the energy splitting between the two configurations
is now ∆ - Q. Notably, whenQ > ∆, the order of states
inverts in the final state (Figure 2, far right). The VBCI final
states and all associated final-state parameters are now
defined as in eq 2, with the order of these final states being
defined by the sign of (∆ - Q). As a result ofQ, the relative
contributions of the two component states change in the final
state (Rf

2 ) sin2 θf * Ri
2); this allows for intensity in the

formally forbidden|dn〉 f |cdn+1L〉 two-electron transition.

For the wave functions chosen, the following restrictions
are required40,55

and

Within the context of this study, it is useful to define a
reference state, termed the Koopmans state, from which
electronic relaxation is calculated. This reference state is
shown in the central part of Figure 2 and is constructed
directly from the initial-state wave functions. The wave

(48) Kato, H.; Ishii, T.; Masuda, S.; Harada, Y.; Miyano, T.; Komeda, T.;
Onchi, M.; Sakisaka, Y.Phys. ReV. B: Condens. Matter1985, 32,
1992-1996.
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to respect the limits placed herein.

Figure 2. Valence bond configuration interaction (VBCI) model for core ionization of a dn species. A single CT state is included in this model, although
additional states can be added (see text). The Koopmans state (Ψk

M) represents an unrelaxed final state including the effects ofQ on the ground-state wave
function Ψi

M. Electronic relaxation is defined as the change in charge distribution betweenΨk
M and the lowest-energy final state,Ψf

L.

[0 T
T ∆ ] Ψi

M ) cosθi|dn〉 - sin θi|dn+1L〉
Ψi

L ) sin θi|dn〉 + cosθi|dn+1L〉
(1a)

tan(2θi) ) 2T
∆

(1b)

Wi ) ECT ) x∆2 + 4T 2 (1c)

[Q T
T ∆ ] Ψf

M ) cosθf|cdn〉 - sin θf|cdn+1L〉
Ψf

L ) sin θf|cdn〉 + cosθf|cdn+1L〉
(2a)

tan(2θf) ) 2T
(∆ - Q)

(2b)

Wf ) x(∆ - Q)2 + 4T 2 (2c)

for ∆ > 0, 0° < θi < 45°

for (∆ - Q) > 0, 0° < θf < 45°

for (∆ - Q) < 0, 45° < θf < 90°
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functions are frozen such thatθk ) θi (and thusRk
2 ) Ri

2);
however, the Koopmans states are affected energetically by
Q, according to the amount of|cdn〉 character in each wave
function. The energy destabilization due toQ thus distributes
over the two-component Koopmans states as follows

The VBCI model provides the proper tools to define
electronic relaxation as a function of changes in the effective
charge on the metal on going from the unrelaxed (Ψk

M) to
the relaxed (Ψf

L whenQ > ∆) ionized state. The change in
charge due to electronic relaxation is thus defined as the
change in metal character upon relaxation and is calculated
as in eq 4 (specifically forQ > ∆). This model also allows
for the calculation of changes in the energies of the states
upon relaxation (Erlx); this aspect of the model is developed
and used in part 2,24 which deals with redox thermodynamics.

The relative intensities of the two possible if f transitions
is given experimentally byIS/IM (Table 1); it has previously
been shown thatIS/IM is related to the above through eq 5.
This equation reflects the application of the sudden ap-
proximation to redistribute intensity over the final states.

Appropriate VBCI parameters can be obtained from the
experimental XPS data using the 1CT-VBCI model. The
ground-state energy splitting,Wi, is estimated from the onset
of charge-transfer absorption in the electronic absorption data,
yielding 4.2 and 3.5 eV for the ferrous chloride and thiolate
complexes, respectively.56 Using these values, the 1CT-VBCI
model fits to the ferrous data (Figure 1) give the results listed
in Table 1.57 Although the relative satellite energies and
intensities for the two ferrous species are reasonably similar,

the resultant VBCI parameters are quite different because
of the experimental differences in their charge-transfer
energies. As a result, the VBCI model allows for the
determination of the overall covalency for each system. The
XPS results from the 1CT-VBCI model are quite consistent
with the results from other experimental and theoretical
methods used to calculate the covalency of these systems:
[FeCl4]2- is significantly more ionic than [Fe(SR)4]2- (see
Ri

2 in Table 1).
The VBCI model, as developed above, does not include

some of the complexities of transition metal systems, in
particular the atomic multiplets (AMs) that result from high-
spin initial states. The basic VBCI approach has been applied
together with atomic multiplets in a suite of XAS simulation
codes known as TT-Multiplets.29 These programs create
appropriate atomic multiplets for the atomic system of
interest and then apply a VBCI perturbation over all
component states, in the initial and final states, to obtain a
more complete simulation of the spectrum (AM-VBCI).

The two-state fit is extended to include atomic multiplets
by using the VBCI parameters in Table 1 to simulate the
spectra using the AM-VBCI method. The simulated spectra,
shown as the solid black lines in Figure 1, are extremely
representative of the data, providing good confidence in the
VBCI results obtained from the simpler 1CT-VBCI fits. We
note that the inclusion of CT states is needed to simulate
the experimental data properly. If simulations are attempted
without the higher-lying CT states (dashed lines in Figure
1), the higher-energy satellite features are not well described
in the ferrous data. Therefore, the ferrous XPS satellites
require the inclusion of formally forbidden CT final states,
demonstrating the presence of electronic relaxation. In
contrast, the much weaker satellites in the ferric data are
reasonably well described by redistribution of intensity into
higher-lying atomic multiplets; the importance of CT states
(and thus electronic relaxation) in this case is thus much less
than in the ferrous species.

The VBCI analysis of the core data for the ferrous species
allows us to quantitatively evaluate the changes in the
effective charge on the metal due to electronic relaxation
(∆qrlx, as summarized in Table 2). From the 1CT-VBCI
results, electronic relaxation upon ionization of a core
electron is very large in both [FeCl4]2- and [Fe(SR)4]2-. A
concern with the 1CT-VBCI model is its inclusion of only
one ligand hole state, which precludes any involvement of
higher-order CT processes. Even small contributions from
such states could significantly influence∆qrlx, so the 1CT-

(56) Gebhard, M. S.; Koch, S. A.; Millar, M.; Devlin, F. J.; Stephens, P.
J.; Solomon, E. I.J. Am. Chem. Soc.1991, 113, 1640-1649.

(57) The VBCI parameters provide unique fits except under conditions when
either∆ or (∆ - Q) is very near zero. In such cases, the∆,T solution
space is highly correlated and difficult to evaluate.

Table 1. VBCI Parameters from Core PES Dataa

species Eb
Fe 2p3/2 b,c IS/IM

d Wf ∆ T Q Ue Ri
2

[FeCl4]2- 710.8 0.37 4.5 2.4 1.8 4.5 3.8 0.84
[FeCl4]1- 713.6 0.24 4.8 0.6 1.6 3.8 - 0.63
[Fe(SR)4]2- 709.4 0.41 4.4 1.3 1.6 4.3 3.5 0.76
[Fe(SR)4]1- 709.8 0.23 3.9 0.2 1.3 3.1 - 0.55

a All values except forIS/IM andRi
2 are given in electronvolts. For the

ferric species, VBCI is solved usingWi(Cl) ) 3.2 eV andWi(SR) ) 2.2
eV as input parameters.b Reported binding energies are corrected for
electronic relaxation as the intensity-weighted average energy of the
complete intensity envelope.c Experimentally derived energies are accurate
to within ∼0.3 eV.d Intensity ratios were obtained by Gaussian fits of the
XPS data; the standard deviation is∼0.04 in all cases.e Obtained from
simulations of the valence PES data (see text).

Ek
M ) Ei

M + Q(Ri
2)

Ek
L ) Ei

L + Q(1 - Ri
2) (3)

∆qrlx ) Rk
2 - Rf

2

) Ri
2 - Rf

2 (4)

) cos2 θi - sin2 θf

IS

IM
) tan2(θf - θi) (5)

Table 2. Experimental and Theoretical Values for Electronic
Relaxation upon Fe 2p3/2 Ionizationa

method [FeCl4]2- [Fe(SR)4]2-

1CT-VBCI -0.63 -0.64
4CT-VBCI -0.79 -0.82
Hrf-DFTa -1.02 -1.11

a Hirshfeld charges from ADF calculations.
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VBCI model has been systematically extended to include
higher-order states. As expected, an increase in the number
of CT states leads to a concomitant increase in∆qrlx up ton
) 4, at which point further changes in∆qrlx become
negligible. Results for the 4CT-VBCI analysis are given in
Table 2; a net increase of∼0.15-0.20 in∆qrlx is observed
relative to the 1CT-VBCI results. Small contributions from
higher-order CT states cannot be experimentally verified
because of the low resolution of the data. However, the
improvement from these higher-order CT states does not
change the overall behavior of∆qrlx, and the VBCI analysis
provides a simple formula for the inclusion of these
unobservable terms. Overall, however, electronic relaxation
is found to be very large in both systems, and∆qrlx is
consistently observed to be slightly larger for [Fe(SR)4]2-

than for [FeCl4]2-.
∆qrlx can also be evaluated using DFT methods. The

unrelaxed ionized state is obtained theoretically by symmetric
removal of an Fe 2p electron from the ferrous potential
withoutreconverging the potential. The change in charge on
the metal ion between the unrelaxed and relaxed final states
is analogous to the experimentally derived∆qrlx. Several
theoretical methods exist to determine the atomic charge from
DFT results; we have chosen to use Hirshfeld charges, which
generally yield chemically reasonable results for transition
metal systems. The calculated core relaxations are larger than
those obtained experimentally (see Table 2) but still support
the idea that electronic relaxation is very large in these
systems and is somewhat larger in the [Fe(SR)4]2- complex.

Valence Ionization. Valence photoemission data were
obtained for the two ferrous species, both with the [N(CH2-
CH3)4]+ counterion. Raw data for [FeCl4]2- at hν ) 40 eV
are shown in Figure 3a; the ionization envelope is very broad,
a result that is also observed for [Fe(SR)4]2- (see Figure S1
in the Supporting Information). In comparison to results from
a single-crystal VEPES study on [FeCl4]2- (Figure 3c),20 the
data quality is poor. The problem resides in the nature of
the systems under study. Whereas the previous [FeCl4]2-

study was done using the Cs salt,20 the bulky organic
counterion [N(CH2CH3)4]+ is necessary to ensure the stability
of the [Fe(SR)4]2- complex under experimental conditions.
Because valence PES data are not site-selective, all of the
component atoms of the sample contribute to the overall
signal. Therefore, the data contain all of the information
relating to ionization of Fe 3d-based MOs, but those
ionization peaks are buried amidst other peaks. To resolve
Fe 3d-based ionization peaks from the background, the
normalized ratio of intensities at two different photon
energies, 45 and 25 eV, is used (Φ25 eV

45 eV ) I45 eV/I25 eV).
Because the atomic photoionization cross section for Fe 3d
has a delayed maximum near 45 eV,58 regions whereΦ25 eV

45 eV

> 1 define contributions from the Fe 3d manifold. The
resultant Fe 3d contribution spectrum for [FeCl4]2- is shown
in Figure 3b. This spectrum is consistent with that obtained
from high-resolution data in that the main (lower-energy)
features are at the same binding energies in both spectra.

This methodology provides an effective way of extracting
useful valence PES information from convoluted data.

The valence Φ25 eV
45 eV spectra for both [FeCl4]2- and

[Fe(SR)4]2- are given in Figure 4. The overall shapes of the
spectra are quite similar in that they each contain three
regions of intensity: a low-binding-energy shoulder, a major
central feature, and a broad envelope of intensity at deeper
binding energy. Differences between the data occur in the
splitting of the low-energy shoulder from the main peak
(larger splitting in [FeCl4]2-) and the overall intensity of the
deep-binding-energy envelope (greater intensity in
[Fe(SR)4]2-). The energy of the lowest-binding-energy
feature is also significantly different (1.4 eV deeper in
[FeCl4]2-), an observation that reflects important differences
in the redox potentials of these two systems.24

Simulated Fe 3d ionization spectra using only atomic
multiplets account reasonably well for the low-energy region
of the Φ25 eV

45 eV spectra but fail in the high-binding-energy
region (dashed lines in Figure 4). As for core ionization, the
inclusion of CT states (and thus electronic relaxation) is
necessary to adequately simulate the full valence spectrum
in these complexes. For valence ionization, the VBCI model
is essentially identical to that developed for core ionization
except that the hole is now created in the Fe 3d manifold.
This produces two changes in the analysis. First, the 2p-3d
hole interaction is no longer applicable;Q is replaced in the
model by an additional 3d-3d interaction potential (U) that
destabilizes the|dn-1〉 state. Second, the creation of a valence(58) Yeh, J. J.; Lindau, I.At. Data Nucl. Data Tables1985, 32, 1-155.

Figure 3. Experimental valence PES data; energy referenced as detailed
in the Experimental Section. (A) Raw PES data for [N(CH2CH3)4]2[FeCl4]
at hν ) 40 eV, (B)Φ25 eV

45 eV spectrum obtained from VEPES spectra athν )
45 and 25 eV, (C) high-resolution single-crystal PES data for Cs2FeCl4 at
hν ) 40 eV. The raw spectrum of the powdered [N(CH2CH3)4]2[FeCl4]
sample is very broad as a result of ionization peaks from the large organic
counterion. TheΦ25 eV

45 eV spectrum enhances contributions from M3d orbit-
als. Note the energetic correlations between the features in spectrum B and
the raw PES data for Cs2FeCl4.
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hole results in a significant change in the multiplet structure
of the final states relative to that of the initial (and
Koopmans) states. This is reflected by the significant
multiplet structure observed in the low-binding-energy region
of the spectra. The implication of this second factor is that
atomic multiplets are required in the simulation of valence
spectra to obtain reasonable results. For core ionization,
simulations are still quite reasonable, even when the 1CT-
VBCI model in Figure 2 is used.

To include shake-up satellite features into the simulated
valence spectra, the ground-state VBCI parameters obtained
from the core ionization data were used because the ground
state remained unchanged. The hole interaction parameter
was initially assigned asU ) Q and then adjusted to find
the best simulation of the data. The main effect of modifying
U is observed in the energy position of the deep-binding-
energy satellites relative to the main peaks. The final
simulations (solid lines in Figure 4) were obtained using the
values ofU given in Table 1. It was found thatU ≈ 0.8Q
gave the best agreement with the experimental data, which
is in good agreement with results for other transition metal
systems.59-61

As observed in the core ionization data, the inclusion of
CT states allows for satellite intensity at higher binding
energies from the main metal ionization peaks. For the
valence data, the correlation between the simulations and
theΦ25 eV

45 eV spectra cannot be exact, as theΦ25 eV
45 eV spectra are

not true ionization spectra and provide only qualitative
information with regard to spectroscopic intensities. Even
so, the energy correlations between the data and simulations
are reasonable. Although the presence of deeper-binding-
energy peaks in the data might also be ascribed to covalent
mixing, an earlier high-resolution study of [FeCl4]2-/1- has
shown that the ligand-based orbitals are at lower binding
energy than the intensity that results from the satellites.20

This result will also hold for the tetrathiolate because the
ligand orbitals will be at even lower binding energies.
Additionally, the applicability of the sudden approximation
for these valence ionization processes has also been verified
for [FeCl4]2- and should also hold for [Fe(SR)4]2-. As for
core ionization (vide supra), we can calculate∆qrlx for both
[FeCl4]2- and [Fe(SR)4]2-; the results are given in Table 3
for the 1CT-VBCI and 4CT-VBCI analyses. The additional
CT states again increase the calculated∆qrlx values but do
not change their relative magnitudes. The values of∆qrlx

for the valence ionization process are smaller than those for
core ionization, but they are still large for both complexes.
The differences between [FeCl4]2- and [Fe(SR)4]2- [see
∆(∆qrlx) in Table 3] are somewhat more pronounced for
valence ionization; electronic relaxation upon valence ioniza-
tion is larger in the tetrathiolate complex.

Electronic relaxation for valence ionization can also be
investigated using DFT methods, as was done for core
ionization. Results for valence∆qrlx values were calculated
using both Hirshfeld and Atoms in Molecules (AIM) charge
decomposition schemes and are given in Table 3. The DFT
values for∆qrlx, particularly those from AIM, are in good
agreement with results obtained from experimental data.
Electronic relaxation is clearly quite substantial for the
valence ionizations of [FeCl4]2- and [Fe(SR)4]2-, and∆qrlx

is somewhat larger for the tetrathiolate. The Mulliken charge
decomposition scheme overestimates the amount of elec-
tronic relaxation that occurs in valence ionization (see Table
3), but it provides an opportunity to investigate the origin
of electronic relaxation with respect to changes in MO
structure upon ionization of the redox-active molecular orbital
(RAMO). Mulliken analyses of the electron density distribu-
tion changes in [FeX4]2- upon electronic relaxation are given
in Tables 4 and 5. Although there are quantitative differences
in the relaxation processes of [FeCl4]2- and [Fe(SR)4]2-, their

(59) Atanasov, M.; Potze, R. H.; Sawatzky, G. A.J. Solid State Chem.
1995, 119, 380-393.

(60) Zaanen, J.; Sawatzky, G. A.Prog. Theor. Phys. Suppl.1990, 231-
270.

(61) Zaanen, J.; Sawatzky, G. A.J. Solid State Chem.1990, 88, 8-27.

Figure 4. Fe 3d contribution (Φ25 eV
45 eV) spectra for [FeCl4]2- and

[Fe(SPh)4]2-. The thick solid line ()) is the experimentally obtained
Φ25 eV

45 eV spectra. The thinner solid line (s) is a complete simulation of the
valence ionization spectrum including electronic relaxation. The dashed line
(- -) is a simulation of the unrelaxed valence ionization spectrum. The
sticks represent the specific component final states of the simulations
including electronic relaxation. Simulation parameters are given in Table 1
and as Supporting Information.

Table 3. Experimental and Theoretical Values for∆qrlx on Valence
Ionization

method [FeCl4]2- [Fe(SR)4]2- ∆(∆q)

VBCI
1CT -0.55 -0.59 0.04
4CT -0.69 -0.76 0.08

DFT
AIM a -0.72 -0.76 0.04
Hrfb -0.58 -0.65 0.07
Mlk c -0.96 -0.99 0.03

a AIM charges from Gaussian 98 calculations.b Hirshfeld charges from
ADF calculations.c Mulliken charges from ADF calculations.
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overall behaviors are very similar, and the mechanisms of
electronic relaxation are the same. The electron density
change is divided in each case into its component spin and
symmetry blocks. ForD2d [FeCl4]2-, the RAMO (3dx2-y2)
hasb1 symmetry, whereasD2d [Fe(SCH3)4]2- RAMO (3dz2)
hasa1 symmetry.62 In both cases, theactiVesymmetry block

(the â-spin symmetry block that contains the RAMO)
responds to ionization by a modest transfer of electron
density from the ligand to the metal. The charge relaxation
from this active block of MOs (∆qrlx

active ≈ -0.1 in both)
accounts for only a small portion of the total∆qrlx. The other
minority (â) spin symmetry blocks that involve Fe-L
bonding contribute far more strongly to∆qrlx. As a whole,
changes in thesepassiVe â-spin levels account for∼80% of
the electronic relaxation. This corresponds to a systematic
increase in the mixing between the Fe 3d and L 3p manifolds.
The covalency of the Fe-L bonds increases such that the
ligand contribution to each of the five empty Fe 3d orbitals
increases by∼0.10-0.15. Changes in the majority (R) spin
blocks contribute only slightly to∆qrlx (∼10%). In these
blocks, specific changes in covalency due to mixing of the
Fe 3d and L 3p manifolds cannot directly change the charge
distribution because both manifolds are full. For theR-spin
blocks, ligand-to-metal charge transfer occurs by increasing
the amount of Fe 4s/p character in the final states. This is
consistent with Fe K-edge XAS data, which indicate a much
greater degree of Fe 4p mixing in [FeCl4]1- relative to
[FeCl4]2-.63

Discussion

Electronic relaxation is a concept that is generally ne-
glected in the evaluation and description of redox processes
in chemical species. This study of the electronic structure
of [FeX4]2- (X ) Cl, SR) complexes and their responses to
ionization allows us to evaluate electronic relaxation quan-
titatively. Our experimental data, corroborated by DFT
results, demonstrate the dramatic influence of electronic
relaxation on the overall electronic structure description of
[FeX4]2- complexes on ionization. This study further quanti-
fies electronic relaxation as a function of changes in the
effective charge at the central metal ion (∆qrlx) in response
to ionization. Valence ionization of [FeCl4]2- (∆qrlx

avg )
-0.65) and [Fe(SR)4]2- (∆qrlx

avg ) -0.70) results in dra-
matic charge donation from the ligands to compensate for
the creation of a valence hole at the metal center. The origin
of this ligand-to-metal charge transfer has been determined
by DFT methods. Most generally, we note the direct
correlation of an experimental observable, the intensity of
CT satellite features in valence and core PES data, to the
magnitude of electronic relaxation on oxidation.

Within this study, two methods have been used to address
the mechanisms that allow electronic relaxation. Mulliken
partitioning of changes in DFT-calculated electron densities
upon ionization provides important insight into the nature
of electronic relaxation. The results clearly demonstrate that
a simple one-electron representation of the ionization process
is misleading. The description of the RAMO, from which
the electron is removed, is inconsistent with the electron
density changes that are observed upon ionization. Changes
in the RAMO account for only a small percentage of the
observed electronic relaxation. The response of passive

(62) The nature of the RAMO in [Fe(SR)4] complexes is highly dependent
on the orientation of the thiolate ligands (see ref 42 for details). In
this particular case, the 3dz2 orbital is lowest in energy.

(63) Westre, T. E.; Kennepohl, P.; DeWitt, J. G.; Hedman, B.; Hodgson,
K. O.; Solomon, E. I.J. Am. Chem. Soc.1997, 119, 6297-6314.

Table 4. Symmetry-Based MO Description of Electronic Relaxation
upon Oxidation of [FeCl4]2-

∆qrlx

a1

3dz2

b1
b

3dx2-y2

b2

3dxy

e
3dxz,yz

total
∆qrlx

s/p -0.048 -0.016 -0.034 -0.13
R d 0.006 -0.011 -0.013 -0.009 -0.04

tot -0.041 -0.011 -0.029 -0.043 -0.17

Fe s/p -0.058 -0.029 -0.034 -0.16
â d -0.110 -0.099 -0.168 -0.131 -0.64

tot -0.168 -0.099 -0.197 -0.165 -0.80

total -0.209 -0.110 -0.226 -0.208 -0.97

s/d -0.004 0.005 0.003 0.004 0.01
R p 0.051 0.006 0.026 0.038 0.16

tot 0.047 0.011 0.030 0.042 0.17

Cl s/d -0.001 -0.002 -0.002 -0.001 0.01
â p 0.173 0.101 0.199 0.165 0.80

tot 0.172 0.099 0.197 0.164 0.81

total 0.219 0.110 0.227 0.206 0.96

a Values are differences between the total Mulliken populations of the
spin density in specified symmetry blocks between the relaxed ferric final
state and the unrelaxed Koopmans state.b Theb1 symmetry block includes
the redox-active molecular orbital, from which the valence electron is
removed to create the Koopmans state.

Table 5. Symmetry-Based MO Description of Electronic Relaxation
upon Oxidation of [Fe(SCH3)4]2-

∆qrlx

a1
b

3dz2

a2
c

-
b1

3dx2-y2

b2

3dxy

e
3dxz,yz

total
∆qrlx

s/p -0.04 -0.05 -0.02 -0.13
R d -0.04 -0.01 -0.02 -0.01 -0.09

tot -0.08 -0.01 -0.07 -0.03 -0.22

Fe s/p -0.04 -0.02 -0.03 -0.12
â d -0.06 -0.14 -0.09 -0.18 -0.63

tot -0.10 -0.14 -0.11 -0.21 -0.77

total -0.18 0.00 -0.15 -0.18 -0.24 -0.99

S 0.04 -0.03 0.04 -0.01 0.03
R R 0.04 0.03 0.01 0.06 0.20

tot 0.08 0.00 0.00 0.05 0.05 0.23

SCH3 S 0.05 -0.02 0.09 0.07 0.15 0.49
â R 0.05 0.02 0.03 0.04 0.05 0.24

tot 0.10 0.00 0.12 0.11 0.20 0.73

total 0.18 0.00 0.12 0.16 0.25 0.96

a Values are differences between the total Mulliken populations of the
spin density in specified symmetry blocks between the relaxed ferric final
state and the unrelaxed Koopmans state.b Thea1 symmetry block includes
the redox-active molecular orbital, from which the valence electron is
removed to create the Koopmans state.c The a2 symmetry block contains
no valence Fe character and corresponds to ligand nonbonding interactions.
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electrons involved in specific Fe-L bonding interactions
plays a critical role in stabilizing the ionized final state. Good
mechanisms for LMCT include the dominant Fe 3d-L 3p
interactions as well as some contribution from Fe 4s/p-L
3p interactions, as evidenced by relaxation contributions from
R-spin MOs. These DFT results underscore the important
contributions from passive electrons in stabilizing the
oxidized site.

The VBCI model provides further insight into the factors
that affect valence electronic relaxation. It is tempting to
suggest that a larger ground-state covalency (i.e., a lower
Ri

2) will limit electronic relaxation. Although this is generally
true, it is complicated by the fact that several competing
factors contribute to the dependence of∆qrlx onRi

2, as shown
in Figure 5. Within the VBCI model,Ri

2 is defined byT
and ∆. The effect of the mixing parameter,T, essentially
parallels the behavior ofRi

2; increasingT decreasesRi
2 and

∆qrlx. This result is reasonable in that an already highly
covalent system has fewer options in allowing for additional
LMCT upon oxidation. The effect of∆ is far more complex
and cannot be discussed independently ofU given that both
parameters together determine the relative energy splittings
of the initial and final states (see Figure 2). We find that, as
a general rule, decreasing∆/U serves to increase∆qrlx (see
Figure 5); therefore, increasingU and/or decreasing∆ will
increase∆qrlx. When comparing [FeCl4]2- and [Fe(SR)4]2-,
we find that∆qrlx of the latter is greater than that of the
former despite its more highly covalent ground state. The
greater∆qrlx during ionization of [Fe(SR)4]2- occurs because
of its significantly lower∆ value as compared to [FeCl4]2-

(the magnitude ofU is quite similar). Physically, the available
CT states necessary for electronic relaxation are much lower
in energy in the tetrathiolate than in the comparable chloride
complex, thus allowing for increased LMCT upon ionization.

The above analysis is based on the 1CT-VBCI model and
therefore cannot include the potential influence of other CT
states. Within the context of our study of specific [FeX4]2-

complexes with reasonably similar initial-state descriptions,

the model is reasonable in providing a qualitative under-
standing of the factors affecting the phenomenon, as well as
a semiquantitative method of obtaining experimentally
derived estimates of electronic relaxation. We note that
increasing the sophistication of the model by adding ad-
ditional CT states and atomic multiplet effects (vide supra)
does not change the fundamental results:∆qrlx is large in
both systems, with a higher value for the tetrathiolate
complex. DFT results provide similar insights into the
process, although the results are too large for the core
ionization process. Discrepancies between the experimental
and theoretical results are mostly attributed to the difficulty
in theoretically defining atomic charges in covalent molecular
systems.

Previous theoretical work has suggested that [FeX4]2-,1-

redox couples are best described asligand-basedredox
processes, in contrast with the viewpoint generally accepted
by experimentalists that such processes are essentiallymetal-
based. The extent of electronic relaxation in these systems,
dominated by the influence of passive electrons, provides
the proper context for these differing descriptions of the redox
process. The dramatic influence of electronic relaxation
creates a situation wherein the overall oxidation process
involves the loss of more electron density from the ligands
than the central metal ion. In fact, we have found that the
effective charge at the metal site (∆qredox) changes only very
little upon oxidation of these complexes.25,64 The change in
charge on the metal during redox is only 0.1ej for
[Fe(SR)4]2-,1-, even though the electron is removed from a
mostly metal-based molecular orbital.65 This result arises
directly from the massive ligand-to-metal charge transfer in
response to ionization of the (metal-based) redox-active
molecular orbital. Importantly, electronic relaxation redis-
tributes electron density back to the metaloVer all M-L
bonding interactions, with a dominant contribution from
passive electrons. The distribution of the LMCT relaxation
over multiple MOs creates a relaxed final (oxidized) state
that is best described as a highly covalent 3d5 system. The
sum of the changes over all M-L bonding interactions causes
the overall process to be ligand-based, even though the
ionized electron is removed from a metal-based MO.

Final Remarks

This study provides a foundation for the investigation of
electronic structure contributions to the redox properties of
[FeX4]2-,1- active sites. We have provided experimental and
theoretical data that demonstrate the dramatic influence of
electronic relaxation on the ionization processes of the
reduced [FeX4]2- species. In the following two complemen-
tary studies, we use the results of this study as the starting
point for the investigation of electronic structure contribu-
tions to the thermodynamic24 and kinetic properties25 of

(64) Small changes in the effective charge of transition metal complexes
have been noted previously (see: Bagus, P. S.; Walgren, U. I.; Almlof,
J.J. Chem. Phys.1976, 64, 2324-2334), but the nature of this effect
has not been determined experimentally.

(65) Kennepohl, P.; Solomon, E. I.J. Am. Chem. Soc., manuscript
submitted.

Figure 5. Relationship between the ground-stateRi
2 and∆qrlx. The lines

are given for specific values of∆/U as calculated from the VBCI model
developed in the text. For a fixed∆/U value, increasing covalency
(decreasingRi

2) results in a decrease in∆qrlx. However, decreasing∆/U
increases∆qrlx. The experimentally derived values for [FeCl4]2- and
[Fe(SPh)4]2- are shown in the figure.
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[Fe(SR)4]2-,1- electron-transfer sites. In these studies, the
greater electronic relaxation in [Fe(SR)4]2-,1- relative to
[FeCl4]2-,1- is found to contribute strongly to differences in
their redox potentials and electron-transfer rates. Elsewhere,
we have also detailed the importance of these effects on the
redox properties of rubredoxins, an important class of ET
proteins.65 Electronic relaxation in [Fe(SR)4]2-,1- and related
redox couples is thus found to be of direct importance in
defining the ability of such redox centers to function as
efficient electron-transfer active sites.
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