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Computational studies using density functional theory (DFT) are reported for a series of donor-acceptor (DA)
transition metal complexes and related excited-state and electron transfer (ET) photoproduct models. Three hybrid
Hartree-Fock/DFT (HF/DFT) functionals, B3LYP, B3PW91, and PBE1PBE, are employed to characterize structural
features implicated in the dynamical control of productive forward and energy wasting back ET events. Energies and
optimized geometries are reported for the lowest energy singlet state in [Ru(dmb)2(bpy-φ-MV)]

4þ (DA1),
[Ru(dmb)2(bpy-o-tolyl-MV)]

4þ (DA2), [Ru(dmb)2(bpy-2,6-Me2-φ-MV)]
4þ (DA3), and [Ru(tmb)2(bpy-2,6-Me2-φ-

MV)]4þ (DA30), where dmb is 4,40-dimethyl-2,20-bipyridine, tmb is 4,40,5,50-tetramethyl-2,20-bipyridine, MV is methyl
viologen, and φ is a phenylene spacer. These indicate that the dihedral angle θ1 between the aryl substituent and the
bipyridine fragment to which it is bound, systematically increases with the addition of steric bulk. Energies, optimized
geometries, and unpaired electron spin densities are also reported for the lowest energy triplet state of [Ru(dmb)2(4-p-
tolyl-2,20-bipyridine)]2þ (D1*), [Ru(dmb)2(4-(2,6-dimethylphenyl)-2,2

0-bipyridine)]2þ (D2*), [Ru(dmb)2(4-mesityl-
2,20-bipyridine)]2þ (D3*), and [Ru(tmb)2(4-mesityl-2,2

0-bipyridine)]2þ (D30*). Each of these serves as a model of
a reactant excited state in the forward electron-transfer photochemistry allowing us to qualify and quantify the role of
excited-state intraligand electron delocalization in driving substantial geometry changes (especially with respect to θ1)
relative to its respective DA counterpart. Next, energies, optimized geometries, and spin densities are reported for the
lowest energy triplet of each DA species: 3DA1, 3DA2, 3DA3, and 3DA30. These are used to model the ET
photoproduct and they indicate that θ1 increases following ET, thus, verifying switch-like properties. Finally, we report
data for geometry optimizedDA1 and 3DA1 in a continuummodel of room temperature acetonitrile. This study shows a
complete recovery of θ1 to its ground state value which has implications in efforts to trap electrons in charge-separated
states.

Introduction

The control of structural and electronic properties in
visible chromophoric molecules and materials is a critical
research direction in efforts to achieve efficient conversion of
solar photons to electrical potential or storable fuels.1-5 One
central issue involves achieving light-driven charge separation,
that is, the production of redox equivalents, at complex
interfaces. This is true in systems ranging from heterojunction

solar cell materials, both inorganic4,6,7 and organic,8-11 to
Donor-Acceptor (DA) assemblies being designed and
explored for solar fuels formation.3,5,12-14 In the interest of
achieving fast forward/productive electron transfer (ET)
events under conditions of small interfacial electronic cou-
pling, researchers (and natural systems) tend to rely on large
negative reaction free energies. The downside to this is
inefficiency in the total conversion of a photon’s energy to
electrical or chemical potential. One might consider systems
with larger interfacial electronic coupling; however, energy*To whom correspondence should be addressed. E-mail: niels.damrauer@
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wasting reverse ET events utilizing common coupling path-
ways can begin to compete with productive events. One
strategy to be refined and exploited involves the deliberate
use of additional nuclear coordinates, secondary to the ET
events themselves, as a means of altering electronic coupling,
reorganization energy, and reaction free energy, each of
which influences the kinetics of charge separation. An
example of this is proton-coupled ET reactions critical for
solar energy conversion to fuels.15,16 Here we consider tor-
sional motions in multicomponent π-systems. Understand-
ing the role of such motions for controlling ET, exchange-
mediated energy transfer, and conduction in molecular
and material systems is a burgeoning field of research
motivated by the idea that low frequency modes of this
nature can have amajor impact on intercomponent electronic

coupling.14,17-51 This paper is a continuation of efforts in our
group to explore how metal-to-ligand charge-transfer
(MLCT) initiated aryl-ring rotation motions within RuII

DA systems of our design might assist productive ET events
and how the reverse motions can be harnessed to hinder
energy wasting charge recombination. We have recently
published experimental work on prototype systems built
from asymmetric aryl-substituted bipyridine ligands where
the goal was to make strides toward molecular conforma-
tional switching of ET rates according to Scheme 1.50

The initial step here involves MLCT excitation of the
donor portion of the DA system. Charge is formally trans-
ferred from the metal center to the π* system of what is
initially (according to the ground state geometry) a
non-coplanar ligand-aryl structure. In step (ii) intraligand
electronic delocalization involving the charge-transferred

Scheme 1. Design Scheme for Conformational Manipulation of ET Rate Constants and Trapping of Charge-Separated Equivalents
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electron in the triplet state manifold of the molecule drives
inter-ring rotationmotions. These are then expected to alter
nuclear and electronic properties tied to the forward ET in
step (iii). Once ET to the acceptor is complete, inter-ring
steric interactions between components of the aryl substi-
tuent and bipyridine ligand are expected to drive the re-
formation of a non-coplanar inter-ring geometry (step (iv)).
This is a critical step that is hypothesized to reduce electro-
nic coupling between the useful charge separated state
and the ground state that would be re-formed by energy-
wasting back ET. In our published work50 and recent
follow-up experiments, we observe driving-force insen-
sitivity in forward ET rate constants for three DA
systems containing the same aryl-substituted bipyridine
ligand but different ancillary ligands, L (bpy, dmb, and
tmb where bpy=2,20-bipyridine, dmb=4,40-dimethyl-2,20-
bipyridine, and tmb=4,40,5,50-tetramethyl-2,20-bipyridine).
Our explanation invokes the reduction of reorganization
energy due to ring-rotation motions represented by step ii.
Experimental work has not yet been published that supports
or refutes the reverse switching in step iv. The aim of this
computational work is to consider the validity of the model
presented in Scheme 1 with respect to the various confor-
mational changes.
Excited state intraligand electron delocalization following

photoexcitation of transition metal complexes has been

explored or implicated in a variety of systems.29,42,49,50,52-73

It was initially used by McMillin to explain large MLCT
extinction coefficients inCuI systems and by inference related
RuII systems having aryl-substituted polypyridine ligands.52

Through work by Meyer and co-workers it became a useful
paradigm to understand photophysical properties such as
increased radiative quantum yields and emission lifetimes in
metal complexes having ligands with extended π-systems
involved in the thermalized MLCT state.53,56,57 The basic
idea being that delocalization of the charge-transferred
electron over a larger ligand-based π-system has the effect
of diminishing vibrational overlap between the lowest energy
vibrational levels of the 3MLCT state and isoenergetic highly
excited vibrational levels of the ground state (the states
becomemore nested) thus reducing Franck-Condon factors
and therefore rates of non-radiative decay. The possibility for
excited-state ring rotation motions preceding intraligand
electron delocalization was considered byMcCusker’s group
using structural, photophysical, electrochemical, computa-
tional, and ultrafast transient absorption studies of metal
complexes having 4,40-diaryl-2,20-bipyridine ligands with
different amounts of steric repulsion between the aryl
and bipyridine fragments.58,60,62,63 For molecules such as
[Ru(dpb)3]2þ (where dpb=4,40-diphenyl-2,20-bipyridine) in
room temperature acetonitrile, a key observation was tran-
sient growth, on a ∼1 ps time scale, of spectral signatures
attributed to a ligand-based radical anion in the extended
π-system. Similar transient signals have been observed in
other systems and are afforded the same mechanistic inter-
pretation.42,50 It is possible they contribute to ultrafast
transient absorptions signals recently observed in CuI sys-
tems with aryl-substituted phenanthroline ligands; however,
spectra and kinetics there are very rich in part because of
transient Jahn-Teller distortion of the coordination geome-
try itself and contributions from intraligand electronic delo-
calization have not been specifically identified.74

While experimental support of excited-state intraligand
electron delocalization following MLCT is extensive, com-
putational evidence, especially that which confirms the afore-
mentioned ring-rotation dynamical picture following
MLCT, is less unified. McCusker and co-workers provided
support for ligand-based dynamics with a model that com-
pared gas-phase HF, MP2, and DFT structures of 4-phenyl-
pyiridine with its radical anion.60 They showed that the one-
electron reduced system has an inter-ring dihedral angle of 0�
which is∼45� less than the neutral system.On the other hand
Baranovski and Lyubimova, in a HF study of 4,40-diphenyl-
2,20-bipyridine and its one-electron reduced form, only
observed a -4.3� change in the aryl-to-bpy dihedral angle.75

While we do not agree with their interpretation, they claim
this is a result of steric interactions between phenyl substit-
uents at the 4 and 40 positions of the same bipyridine ligand.
Adamo and Laine have applied density functional theory
(DFT) to, among other things, bis-homoleptic RuII and OsII

metal complexes containing two 40-p-tolyl-2,20;60,200-terpyr-
idine ligands. Upon reduction of these species (for both
metals) they observe an increase of 2� in the aryl-terpyridine
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dihedral angle.76 In subsequent studies of related bis-hetero-
leptic OsII complexes, where one of the two aryl-substituted
terpyridine ligands is covalently bound to an electron with-
drawing triphenyl-pyridinium moiety, a -13� change in the
aryl-terpyridine dihedral angle is observed upon metal com-
plex reduction (from 36.7� to 23.4�).43 Similar to our
approach here, these workers also considered structural
changes in the comparison between the lowest energy triplet
of the complex and its ground state. In this case they observe
a -10� change in the aryl-terpyridine dihedral angle
from 36.7� in the ground state to 26.9� in the lowest energy
triplet.
This disparate collection of predictions for aryl-polypyr-

idyl dihedral angle changes in models of thermalized MLCT
states relative to ground states suggests that the energetic
driving forces behind such torsional conformational changes
may be subtle and system specific. This paper aims to address
cases relevant to Scheme 1 with a focus on demonstrating
consistency with several density functionals common in the
literature. The systems and main geometrical parameters
under investigation here can be summarized in Scheme 2.
We first consider ground state geometries of full do-

nor-acceptor species as a function of the degree of steric
hindrance (groups R1 and R2 in Scheme 2) between the aryl
substituent and the bipyridine fragment. We then explore
conformational changes that might ensue in step ii
(Scheme 1) with a variety of 3MLCT models. Finally we
address reverse conformational changes (step iv) in 3Dþ-A-

models and address the role of solvation in determining the
torsional conformation of these species.

Computational Methods

DFT electronic structure calculations were carried out
using the Gaussian03 software package.77 Geometry optimi-
zationswere undertaken using several different exchange and
correlation functionalmodels to investigatewhether there are
any significant variations incalculated geometry asa function
ofmethod. For all compounds and spin states, three different
hybrid Hartree-Fock/density functional models (HF/DFT)
were used. The first of these B3LYP combines Becke’s
3-parameter hybrid exchange (B3) with the nonlocal correla-
tion functional of Lee, Yang, and Parr (LYP).78,79 B3LYP
was chosen as it is one of the most widely used functional
models for transition metal complexes.80-83 The second
B3PW91 combines Becke’s 3-parameter hybrid exchange
(B3) with the correlation functional Perdew-Wang-91.78,84

This particular functional model was chosen as it has been
shown to give more accurate bond lengths when compared
with B3LYP and PBE0 functionals.81,83 The third is
PBE1PBE, also knownasPBE0,which is obtained by casting
the functional and correlation of Perdew, Burke and Erzenr-
hof in a hybrid HF/DFT scheme with a fixed 1/4 ratio.85-87

This functional has been shown to improve the accuracy of
excitation energies and charge transfer bands in metal com-
plexes for both gas phase and solution calculations.88-92

Unless noted, geometrieswere optimizedwith no constraints.
Coordinatesareavailable inSupporting Information for each
B3LYP optimized structure. For ruthenium atoms the
LANL2DZ93basis setwasusedalongwith the corresponding
pseudopotential for the metal atom while C, H, and N were
treated with 6-31G.
Ground-state species (energy and geometry) weremodeled

with the lowest-energy singlet calculatedwith restrictedmeth-
ods. MLCT excited states of donor complexes and charge
separated states of donor-acceptor complexes weremodeled
with the lowest-energy triplet determined using unrestricted
methods. For these, spin contamination was found to be
negligible based on the expectation values of the total spin
angular momentum operator S2. All gas phase geometry
optimizations using the B3LYP functional were followed by
calculation of analytical vibrational frequencies. Only posi-
tive real frequencies were observed indicating that these
structures are stationary minima. It is noted that for species
D2 and DA2 there are two different conformers where the
ortho-methyl substituent on the aryl group points either
inward or outward with respect to the central C-C bond of
the asymmetric bipyridine. We tested the energy difference
between such conformers using the B3LYP functional and

Scheme 2. Systems andGeometrical Parameters under Consideration
Herein
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D2* (the lowest energy triplet, vide infra). The energies agree
to within 0.03 kcal/mol (0.0013 eV) so this issue is not
considered further.
To determine the amount of energy released in the forma-

tion of a geometry-relaxed 3MLCT state from hypothetical
singlet Franck-Condon state, single point calculations were
run using relevant properties of ground state geometries.
There is a subtle complication because our ground state
geometries contain an electroactive MV2þ moiety whereas
the 3MLCT models do not. To account for this the methyl
viologen acceptor unit was removed (holding the geometry of
the metal complex including the methylene in a fixed
geometry) and the C-N bond was replaced with a C-H
bond fixed at the default Gaussian software bond length. In
general the structures were not optimized with respect to this
single bond or the angles and dihedral angles of the new
methyl substituent. However, this is energetically negligible:
in one case where we did allow the methyl substituent to
optimize while holding other geometrical parameters fixed,
only0.001kcal/mol (4.3� 10-5 eV)weregained.Asdiscussed
in themanuscript there are several instances where electronic
structure was modeled with a self-consistent reaction field
(SCRF) with the use of a polarizable continuum model
(PCM) using the dielectric for acetonitrile.94,95

This research was supported in part by the National
Science Foundation through TeraGrid resources provided
by the National Center for Supercomputing Applications
with all computations performed on the Cobalt computer
cluster.96

Results and Discussion

Ground State DA Geometries. In coupled aryl systems
within organic compounds and coordination complexes it
is common to observe non-coplanar ring structures which
arise as the stabilizing effects of π-system delocalization
balance with steric repulsions between substituents ortho
to the bond of inter-ring coupling. This is true even when
those substituents are hydrogen atoms. For example, the
inter-ring dihedral angle for neutral biphenyl in the gas

phase has been measured97 and calculated35,98 to be on
the order of 38�-44�. In work by McCusker and co-
workers 4-phenylpyridine was used as a computational
model for a symmetric phenyl substituted bipyridine
ligand. Using MP2 calculations in the gas phase they
reported an inter-ring dihedral of 44.6� which is compar-
able to those found in biphenyl.60 In addition to studies of
free ligand geometries there have also been a number of
experimental and computational studies exploring the
structure of aryl substituted polypyridyl transition metal
complexes. X-ray structures have been reported for sys-
tems with different transition metal centers including
Fe,99 Ru,58,70,100-106 Os,107 Pt,108-110 Mn,111 and Cu.112

While there are on the order of 10’s of crystal structures
reported for these types of examples, computational
systems are limited to only a handful,43,76,91,113 most
notably the work of Adamo, Laine, and co-workers.
Tables 1 and Supporting Information, Table S1 pre-

sents energetic and structural information calculated for
the four ground state DA species as gas-phase molecules.
Regarding DA1, where the source of steric influence is
from hydrogen atoms, an inter-ring dihedral angle (θ1)
of ∼ 35� is observed. There is excellent agreement in θ1
and θ2 across hybrid functionals (see Supporting Infor-
mation, Table S1). In terms of θ1 which is critical to our
model of conformational switching, the largest variation
that is seen is 1.2� in the comparison of B3LYP versus
B3PW91. Such a difference is significantly less than the
modeled conformational changes of the excited state
(vide infra). There is also very little variation in structural
information pertaining to C-C bond distances as a
function of method. The largest variation for CC1, CC2,
CC3, and CC4 occurs between PBE1PBE and B3LYP
with the former consistently predicting a bond length

Table 1. Energy and Structural Properties of the Ground State Singlet for
[Ru(dmb)2(bpy-φ-MV)]4þ (DA1), [Ru(dmb)2(bpy-o-tolyl-MV)]4þ (DA2), [Ru(dmb)2-
(bpy-2,6-Me2-φ-MV)]4þ (DA3), and [Ru(tmb)2(bpy-2,6-Me2-φ-MV)]4þ (DA30) Opti-
mized in the Gas Phasea,b

method
B3LYP

DA1

(L=dmb)
DA2

(L=dmb)
DA3

(L=dmb)
DA30

(L=tmb)

energy (hartree) -2540.8162 -2580.1222 -2619.4297 -2776.6763
θ1 (av) 34.6� 49.9� 85.5 85.9�
θ2 (av) 39.5� 38.7� 38.7� 39.0�
CC1 1.489 Å 1.495 Å 1.501 Å 1.505 Å
CC2 1.472 Å 1.472 Å 1.471 Å 1.471 Å
CC3 1.474 Å 1.474 Å 1.474 Å 1.471 Å
CC4 1.490 Å 1.490 Å 1.490 Å 1.490 Å
RuN1 2.104 Å 2.110 Å 2.110 Å 2.110 Å
RuN2 2.105 Å 2.106 Å 2.106 Å 2.103 Å

aFor all calculations the basis set forRuwasLANL2DZwith anECP
and 631-G for all N, C and H atoms. b See Supporting Information,
Table S1 for comparative results from calculations run using the
B3LYP, B3PW91, and PBE1PBE functionals.
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0.006 Å shorter than the latter. With respect to RuN1

and RuN2 distances, predictions by the B3PW91 and
PBE1PBE functional models are in very close agree-
ment and predict slightly smaller (∼0.02 Å-0.03 Å) bond
distances than the B3LYP functional. Considering the
agreement among density functional models for C-C
bond lengths and considering that we do not vary the
basis sets that have been used, these observations point to
subtle differences in how the functionals treat metal
ligand bonding. Understanding why this is the case is
beyond the scope of this paper. However, it is stressed
that the total deviation in both RuN1 and RuN2 as the
functional is changed is still very small and represents less
than 1% of each respective bond length.
Our calculated θ1 are in good agreement with compu-

tational explorations of coordination complexes with
similar structural motifs reported in the literature. For
example, in investigations of 40-aryl-substituted terpyr-
idine complexes of RuII and OsII, Adamo, Laine, and co-
workers reported inter-ring dihedral angles (related to
our θ1) of 30.5� and 30.6�, respectively, using the PBE0
functional (equivalent to Gaussian’s implementation of
PBE1PBE).76 In their related calculations of an asym-
metric donor-acceptor complex involving OsII where
one aryl-substituted terpyridine ligand is attached to a
triphenyl-pyridinium acceptor (attached) and one is not
(ancillary), they see inter-ring dihedral angles (again
related to our θ1) of 35.9� (attached) and 29.3�
(ancillary).76 Very similar results were reported by Ada-
mo and Laine for several structurally and electronically
related OsII systems also using the PBE0 functional.43

Additionally, there are computational results available
for 40-aryl-substituted terpyridyl iridium systems. These
systems were investigated using B3LYP,which resulted in
the pendant phenyl ring being twisted out of the plane by
36 ( 1�. These workers were able to compare their
computational structure with crystallographic data and
found excellent agreement with torsions as well as bond
lengths.113

Comparisons with experimental structural results
would also be very useful in assessing the accuracy of
our calculations. Unfortunately, X-ray quality crystals
forDA1 andD1 are as of yet unavailable. However, there
are known structures involving aryl-substituted polypyr-
idyl bidentate and tridentate ligands of RuII for compar-
ison. If we consider only cases with hydrogen atom
substituents ortho to the aryl-polypyridyl coupling,
then there are ∼25 well ordered instances of aryl-poly-
pyridyl-Ru2þ moieties within 21 separate X-ray structures
where the aryl groups have either no substituents

(i.e., C6H5) or have alkyl substituents at para or meta
positions.58,100,102-105,114-122 Within this set the relevant
dihedral angle (comparable to θ1) ranges from 6�-42�
with an average of 24� and a standard deviation of 10�.
The broad distribution suggests that this is very likely a
soft potential and that crystal packing forces may play a
significant role in the variation in this dihedral angle.58,123

Within this set there are only two structures with aryl-
substituted bipyridine ligands complexed to RuII,58,121

and both of these have the ligand dpb. For these two
structures the average Ru-N bond distance (comparable
to our Ru-N1) is 2.055 Å with a standard deviation of
0.006 Å. The other structures involve aryl-substituted
terpyridine ligands of RuII with significantly shorter
Ru-N bond distances on the central pyridine ring (the
average of 21 instances is 1.97 Åwith a standard deviation
of 0.03 Å). Comparing the aryl-substituted bipyri-
dine “Ru-N1” average to our computed value for DA1
(2.104 Å for B3LYP, 2.079 Å for B3PW91, 2.074 Å for
PBE1PBE) it is seen that DFT methods we used over-
estimate theRu-Nbond length by 0.049 Å-0.019 Å with
B3PW91 and PBE1PBE faring better than B3LYP. The
overestimation is consistent with published results from
similar systems where it has been shown that the Ru-N
bond distances are generally overestimated with DFT
involving the B3LYP functional.124-128When comparing
the computed values for CC1 and its analogue in all of the
25 structural instances, the agreement is excellent. We
have observed 1.489 Å for B3LYP, 1.485 Å for B3PW91,
and 1.483 Å for PBE1PBEwhereas the structural average
is 1.49 Å with a standard deviation of 0.02 Å.
Also presented in Table 1 and Supporting Information,

Table S1 are energetic and structural information calcu-
lated for the more sterically hindered ground state species
DA2,DA3, and DA30. Again there is excellent agreement
in the prediction of θ1, θ2, andC-Cbonddistances across
the different hybrid functionals. Again with respect to the
Ru-N bond distances the B3PW91 and PBE1PBE func-
tional models predict values in close agreement, and these
are slightly shorter than those predicted by the B3LYP
functional.With respect to the series of molecules and the
dihedral angle that is critical to our conformational
model, we observe θ1 increasing (as expected) from
35 ( 1� for DA1 to 50 ( 1� for DA2 to 86 ( 1� and
88 ( 4� for DA3 and DA30, respectively, with these
numbers representing an average (2σ of all the hybrid
functional results. With the trend of increasing θ1 across
the series of increasing steric bulk on the aryl moiety we
also observe an increase in CC1 from 1.486( 0.006 Å for
DA1 to 1.491 ( 0.007 Å for DA2 to 1.499 ( 0.004 Å and
1.501( 0.008 forDA3 andDA30, respectively, while CC2,
CC3, and CC4 remain very close to identical (changes are
e0.003 Å) within each functional across the series of

(114) Beley, M.; Collin, J. P.; Louis, R.; Metz, B.; Sauvage, J. P. J. Am.
Chem. Soc. 1991, 113, 8521–8522.

(115) Whittle, B.; Batten, S. R.; Jeffery, J. C.; Rees, L. H.; Ward, M. D.
J. Am. Chem. Soc. 1996, 4249–4255.

(116) Collin, J. P.; Kayhanian, R.; Sauvage, J. P.; Calogero, G.;
Barigelletti, F.; DeCian, A.; Fischer, J. Chem. Commun. 1997, 775–776.

(117) Chamchoumis, C. M.; Potvin, P. G. J. Chem. Soc., Dalton Trans.
1999, 1373–1374.

(118) Mikel, C.; Potvin, P. G. Inorg. Chim. Acta 2001, 325, 1–8.
(119) Hartshorn, R. M.; Zibaseresht, R. Arkivoc 2006, 104–126.
(120) Kan, J.; Zhang, L. Y.; Gao, L. B.; Shi, L. X.; Chen, Z. N. Acta

Crystallogr., Sect. E: Struct. Rep. Online 2006, 62, M2255–M2256.
(121) Yoshikawa, N.; Yamabe, S.; Kanehisa, N.; Kai, Y.; Takashima, H.;

Tsukahara, K. Inorg. Chim. Acta 2006, 359, 4585–4593.
(122) Yang, H. Chem. J. Chin. Univ. 2007, 28, 872.

(123) Brock, C. P.;Minton, R. P. J. Am.Chem. Soc. 1989, 111, 4586–4593.
(124) Zheng, K. C.; Wang, J. P.; Peng, W. L.; Liu, X. W.; Yun, F. C.

J. Mol. Struc. Theochem 2002, 582, 1–9.
(125) Kato,M.; Takayanagi, T.; Fujihara, T.; Nagasawa, A. Inorg. Chim.

Acta 2009, 362, 1199–1203.
(126) Stoyanov, S. R.; Villegas, J. M.; Rillema, D. P. Inorg. Chem. 2002,

41, 2941–2945.
(127) Borg, O. A.; Godinho, S.; Lundqvist, M. J.; Lunell, S.; Persson, P.

J. Phys. Chem. A 2008, 112, 4470–4476.
(128) Alary, F.; Boggio-Pasqua, M.; Heully, J. L.; Marsden, C. J.;

Vicendo, P. Inorg. Chem. 2008, 47, 5259–5266.



Article Inorganic Chemistry, Vol. 48, No. 23, 2009 11167

molecules. Presumably the increase in CC1 tracks the
sequential drop in π-system delocalization (resulting
from back-bonding from the metal into the ligand-based
π* system) that is permitted in the ligands within the
ground states of these complexes as steric repulsions are
increased. The dihedral angle between pyridinium moi-
eties in the acceptor fragment is insensitive to functional
and species. The angle θ2 ∼ 40� is, like neutral biphenyl,
dictated by the opposing interplay between π-delocaliza-
tion electronic effects and repulsive steric interactions
between hydrogen atoms ortho to the inter-ring C-C
bond. The fact that θ2 is insensitive to the species DA1,
DA2, DA3, or DA30 reflects the relative electronic isola-
tion of the acceptor moiety with respect to the donor
metal-complex fragment. This is the expected result based
the observation that visible absorption spectra are nearly
identical between D and DA in systems related toDA1.50

Although it is not a proof of electronic isolation between
Donor and Acceptor, it is noted here that the HOMO
Kohn-Shammolecular orbitals forDA1,DA2,DA3, and
DA30 are largely metal based as shown in Supporting
Information, Figure S1.
Regarding DA2, DA3, and DA30, available computa-

tional and structural data for comparison with our results
are somewhat limited. There are, to our knowledge, no
reported computational results for RuII or OsII coordina-
tion complexes with structurally similar bidentate or
tridentate ligands. A crystal structure has been reported
for the free ligand 4,40-di-o-tolyl-2,20-bipyridine60 which
is structurally similar to the active ligand in DA2. In this
structure the measured θ1=51.05� and CC1=1.488 Å
both of which are in excellent agreement with our com-
putational results for all of the functionals. Structures for
two different salts of a PtII species having a 40-o-tolyl-
terpyridine ligand have been reported. In these, θ1 is
larger than our prediction and varies from 65.2�-69.9�
depending on counterion.129

For comparisonwithDA3 andDA30, a crystal structure
has been reported for the free ligand 4,40-dimesityl-2,20-
bipyridine (dmesb).60 Here, θ1=89.14�, in close agree-
ment with our results while the value for CC1 (1.485 Å)
is ∼0.015 Å shorter than our result. A structure has also
been reported for [Ru(dmesb)3](PF6)2. In this crystal a
significant distribution of θ1 (andCC1: 1.49( 0.02(2σ) Å)
is observed such that McCusker and co-workers have
reported an average over six dihedral angles in the com-
plex of θ1= 70 ( 10�. These authors suggest the wide
distribution of θ1 and different orientations of the mesityl
substituents relative to the three bipyridine planes may
highlight soft torsional potentials through theperpendicular
geometry (θ1=90�) and the role of crystal packing forces.58

At this stage, with the caveat that we cannot calculate
the effects of intramolecular forces in crystals, there is a
balance between excellent and reasonable agreement in
our predictions of geometry for DA1, DA2, DA3, and
DA30 and known structural data involving similar ligand
motifs. This combined with good to excellent agreement
in geometrical parameters across functionals and with
other computational values in the literature suggests that
geometries obtained using the functional models listed in

Tables 1 and Supporting Information, Table S1 have
sufficient accuracy to serve as models for the structural
modifications that take place during the ETprocess in our
systems.

3MLCT Geometries. We are interested in understand-
ing geometric and electronic changes that take place as
our systems evolve from aFranck-Condon state with the
geometry of the ground state to the lowest-energy excited
state of the donor fragment (see Scheme 1). This latter
state should then serve as the precursor to the ET photo-
chemistry itself. The chromophoric excited-state donor is
structurally and electronically very similar to [Ru(dmb)3]

2þ

and its well-characterized parent [Ru(bpy)3]
2þ, both of

which form the 3MLCT on an ultrafast time scale (∼100
fs)130-133 following visible excitation in room-tempera-
ture solutions. In our systems, aryl ring rotation in the
asymmetric ligand concomitant with electronic delocali-
zation is expected on a∼2 ps time scale.63,134 The defining
character of this observation is a time-dependent rise in a
transient absorption signal for the MLCT photoexcited
compound that occurs in a spectral region that is char-
acteristic of a ligand-based radical anion that is deloca-
lized over the bipyridine and the aryl substituent. Such a
rise is not observed in compounds such as [Ru(dmb)3]

2þ

which do not have aryllated ligands.63,134 As recently
measured in similar systems by Browne, McGarvey, and
co-workers, full vibrational thermalization in the 3MLCT
is expected on a ∼ 20 ps time scale.135 Because initial
events after photoexcitation in our systems are faster than
theETevent itself (forDA1, τET=36ps in 298KACN)50,136

computations illuminating the structure of the 3MLCT
state in our systems should model the excited-state pre-
cursor to ET. There is of course a significant caveat.With
the SCF methods employed here, we cannot impose
boundary conditions on the “charge-transferred” elec-
tron in systems like DA1, DA2, DA3, or DA30 in order to
prevent the formation and geometry optimization of the
lower energy ET states Dþ-A-. Rather, we need structur-
al models whose lowest energy triplet state is MLCT in
nature, and we utilize structures related to theDA species
discussed above butwith no electroactivemethyl viologen
moiety. This computational strategy has an important
advantage. Because the lowest energy excited state is a
triplet (the 3MLCT) a simple open-shell geometry opti-
mization gives us insight into excited-state structure.
Others have also exploited lowest-energy triplet calcula-
tions of Ru species to explore states prepared in systems
following photoexcitation.80,90,113,127,128,137-139 It is noted
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that the density of states in the triplet manifold is signi-
ficantly higher than for the ground state singlet of our
Dmodels,139-142 and our resultswill not be sensitive to any
structural effects that might be induced by a Boltzmann
distribution in multiple states.
As described in the Introduction, there are several

computational studies in the literature that address
excited-state electronic delocalization phenomena in
aryl-substituted polypyridyl ligands of RuII or OsII. In
most of these, a geometry optimized doublet radical
anion of a ligand species60,75 or a doublet reduced metal
complex43,76,138,143 serves as a model of the MLCT state.
The alternative is to consider the ground triplet state if it is
MLCT in nature. Laine and Adamo have done this for
OsII species with 40-aryl-substituted terpyridine ligands43

and herewe do it for the first timewithRuII species having
4-aryl-substituted bipyridine ligands. It is our intuition
that computationswhich preserve the close proximity of a
formal RuIII center to the charge-transferred electron, as
is the case in a 3MLCT state but not in a doublet radical
anion calculation, should better reflect the electronic and
nuclear consequences of excited state electron delocaliza-
tion. Tables 2 and Supporting Information, Table S2
present energetic and structural information calculated
for the lowest energy triplet state of donor species as gas-
phase molecules. These calculations are referred to as
D1*, D2*, D3*, and D30* because the lowest energy
3MLCT in these systems is a common spectroscopic
excited state.
We observe a slightly larger deviation in θ1 for D1* as

the functional is changed (3.2�) as compared to DA1
(1.2�). However, the 3MLCT has a soft potential energy
surface with respect to θ1 (vide infra), and we do not
consider this result to be significant. In the cases of D2*,
D3*, and D30*, the dihedral angle θ1 deviates with func-
tional by 1.7�, 2.3�, and 3.9�, respectively. Regarding
D1*, D2*, and D30*, there is very little variation in C-C

bond lengths as the density functional is changed as was
seen for each of the DA species. Again, Ru-N distances
for B3PW91 and PBE1PBE are close to each other and
slightly shorter than B3LYP. This is irrespective of
whether the bond length changes significantly in the
dynamic model (see Scheme 1) as is the case for
RuN1 but not for RuN2. The species D3* is somewhat
more complex. Here there is excellent agreement in
C-C bond lengths between B3LYP and B3PW91 but
these deviate (especially CC3) from that seen with
PBE1PBE. This can be explained by changes in the spin
density distribution in these triplet states as discussed
below.
TheMLCTnature of these lowest energy triplets can be

assessed by visualization of the total spin density as
shown in Figure 1 forD1*,D2*,D3*, andD30*. The first
two of these,D1* andD2* show excess R-spin (visualized
by the blue regions) partitioned mainly between the Ru
center and the aryl-substituted bipyridine ligand; that is,
MLCT largely localized to the asymmetric aryl-substi-
tuted bipyridine ligand of interest. In the spin density
distribution forD3*, MLCT is still observed but now the
charge transferred electron appears delocalized over all
three ligands (favoring dmb2 and the asymmetric aryl-
substituted bipyridine (see also Table 3 below)). As
alluded to, differences in spin density suggest an explana-
tion for anomalies in geometrical properties for D3* as a
function of DFT functional. Supporting Information,
Figure S2 indicates that the total spin density for D3*
calculated with B3LYP and B3PW91 are very similar,
each showing charge transfer to all three ligands, while
spin density for the PBE1PBE calculation shows charge
transfer almost exclusively to dmb2. This is why CC3 is
shorter in this calculation (vide supra).
The qualitative differences in spin density for D3*

compared to either D1* or D2* suggests that the addi-
tional methylation of the aryl substituent, that is, going
from a 2,4-dimethylphenyl substituent to a mesityl sub-
stituent, has a sufficient energetic perturbation such that
the dmb moieties are no longer “high energy” ancillary
ligands. To test this idea we compare total spin densities
for the lowest energy triplet (3MLCT) when the bidentate
ligands (L) are varied by addition of electron donating
methyl groups. Total spin density for D30* (L=tmb) is
shown in Figure 1 alongside that of D3* (L = dmb).
Moving from the lower energy (more easily reduced) dmb
ligand to the higher energy tmb ligand, the amount of spin
density located on the asymmetric mesityl-bpy ligand
undergoes a marked increase to the point where D30*
resembles both D1* and D2* in its directional MLCT
quality. Because of these observations many of the com-
parisons made in subsequent portions of this manuscript
will involve D30* (and related DA30 and 3DA30) rather
than D3*.
To support the assignment of 3MLCT in these calcula-

tions of D* we have also considered the total energy of
D1* relative to D1 using the B3LYP functional. Respec-
tively, these are ED1*=-2006.8796 hartree and ED1=
-2006.9592 hartree such that the triplet is 2.17 eV higher
in energy than the ground state. This result is in remark-
ably good agreement with the free energy difference of
2.11 eV between 3MLCT and 1GS measured for these
systems in room temperature acetonitrile.50,136 While

Table 2. Energy and Structural Properties of the Lowest Energy Triplet
for [Ru(dmb)2(4-p-tolyl-2,2

0-bipyridine)]2þ (D1*), [Ru(dmb)2(4-(2,6-dime-
thylphenyl)-2,20-bipyridine)]2þ (D2*), [Ru(dmb)2(4-mesityl-2,20-bipyridine)]2þ

(D3*), and [Ru(tmb)2(4-mesityl-2,20-bipyridine)]2þ (D30*) Optimized in the Gas
Phasea,b

method
B3LYP

D1*
(L=dmb)

D2*
(L=dmb)

D3*
(L=dmb)

D30*
(L=tmb)

energy (hartree) -2006.8796 -2046.1826 -2085.4849 -2242.7317
ÆS2æ 2.0193 2.0176 2.0060 2.0135
θ1 (av) 21.3� 34.9� 54.8� 55.9�
CC1 1.460 Å 1.466 Å 1.483 Å 1.482 Å
CC2 1.426 Å 1.425 Å 1.451 Å 1.420 Å
CC3 1.474 Å 1.474 Å 1.449 Å 1.471 Å
RuN1 2.016 Å 2.018 Å 2.066 Å 2.031 Å
RuN2 2.093 Å 2.092 Å 2.101 Å 2.084 Å

aFor all calculations the basis set for the Ru was LANL2DZwith an
ECP and 631-G for the H, N, C atoms. b See Supporting Information,
Table S2 for comparative results from calculations run using the
B3LYP, B3PW91, and PBE1PBE functionals.

(140) Kober, E. M.; Meyer, T. J. Inorg. Chem. 1984, 23, 3877–3886.
(141) Lumpkin, R. S.; Kober, E. M.; Worl, L. A.; Murtaza, Z.; Meyer, T.

J. J. Phys. Chem. 1990, 94, 239–243.
(142) Daul, C.; Baerends, E. J.; Vernooijs, P. Inorg. Chem. 1994, 33, 3538–

3543.
(143) Charlot, M. F.; Aukauloo, A. J. Phys. Chem. A 2007, 111, 11661–

11672.
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these are gas-phase calculations and the measurements
are in solution, the energetic agreement occurs because
solvation is not treated for either the singlet ground state
or the lowest energy triplet and the significant error in
energy for either calculation is largely canceled in the
determination of an energy difference. Similar results
involving the cancellation of solvation errors have been
observed by others.76,80,126,138

The geometric changes, and by inference electronic
changes, that take place as our systems evolve from a
Franck-Condon state to the lowest-energy excited state
of the donor fragment (see Scheme 1) can be assessed by
comparing key geometrical parameters for D1* versus
DA1, D2* versus DA2,D3* versus DA3, and D30* versus
DA30 from Tables 1 and 2, and Supporting Information,
Tables S1 and S2. For our purposes the most important
feature is the planarization of the bridge for each of these
species referred to as Δθ1 (defined as θ1D* - θ1DA). For
the comparison between D1* and DA1, Δθ1 =-13.3�
(B3LYP), -12.6� (B3PW91), and -11.1� (PBE1PBE).
For D2* and DA2, Δθ1 = -15.0� (B3LYP), -14.6�
(B3PW91), and -12.8� (PBE1PBE). For D3* and DA3,
Δθ1=-30.7� (B3LYP), -29.5� (B3PW91), and -30.8�
(PBE1PBE). Finally, for D30* and DA30, Δθ1 is quite
similarly=-29.6� (B3LYP), 31.6� (B3PW91), and 29�
(PBE1PBE). In all cases large amplitude motions are
observed. It is interesting to us that these motions are
largest for the cases involving the most steric bulk, that is,
D3* versusDA3 andD30* versusDA30. As discussed later
thismay have important consequences for control of back
ET rates. Concomitant with ring rotation there are also
significant bond length changes in these systems upon
relaxation from the Franck-Condon state. Figure 2
summarizes the effects in the aryl-substituted ligand and
its metal coordination by showing which bonds contract
(red) and which extend (green) in the difference between
3MLCT (D*) and ground state (DA). The thickness of the
colored lines is proportional to the observed change. In all
cases CC1 contracts (the C-C bond between bipyridine
and the aryl substituent) with the amount (-0.029 Å)

being larger for the first two cases (a) and (b) involving the
least steric encumbrance and intermediate steric encum-
brance, respectively. Bond length changes within the
bipyridine fragment are similar for cases (a), (b), and
(d). The lack of significant changes for (c) is consistent
with the more delocalized spin density with respect to all
polypyridyl ligands (Figure 1).
From these it is our conclusion that no simple repre-

sentation akin to a resonance picture emerges for the
π-system, which includes M-L bonding, the fused pyridyl
heterocycles of bipyridine, and one aryl substituent that
must accommodate the additional charge transferred
during MLCT. Nonetheless contraction of CC1 by a
significant amount and bond length changes in the aryl
substituents themselves are good indicators that the
transferred electron is delocalizing in a larger π-system
that includes these rings. This supports our intuition that
ring rotation involving changes to θ1 occur to accommodate
extended excited-state delocalization. One observation
that we find surprising concerns (c) and (d). Despite large
changes in spin density toward the aryl-substituted bipyr-
idine ligand on going from D3* to D30* we do not see a
larger-Δθ1 nor substantial differences in the bond length
changes of the mesityl substituent. Additional theoretical
investigation to better understandwhy this is the casemay
bewarranted if compounds of this nature showpromising
control of ET rates.
The geometric changes we are observing are smaller

than what is observed in the original computational
model that used 4-phenylpyridine, 4-(o-Tolyl)pyridine,
and 4-(2,6-dimethylphenyl)pyridine and their respective
reduced forms to explore excited-state delocalization
following MLCT.60 There, using (4-phenylpyridine)-

versus 4-phenylpyridine as an example, the geometrical
analogue of Δθ1 is ∼ -45�. We interpret the smaller
changes in systems here to be a consequence of the larger
and electronically more complex multi-ring structures in

Figure 1. Spin density distributions (contour value = 0.0025) for the
optimized 3MLCT state using the B3LYP functional. Excess R-spin is
visualized by blue regions whereas excess β-spin is green.

Figure 2. Summary of bond length changes (in Å) on the aryl-substituted
ligand when going from the ground state singlet (DA) to the 3MLCT (D*)
using the B3LYP functional. Bond length extensions are green and con-
tractions are red. The line thickness is proportional to the observed change.
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the actual metal complexes where the charge-transferred
electron is partitioned. Note that in all cases in Figure 2,
there are significant geometrical changes in RuN1 and
CC2 (larger than for CC1), both of which are absent in the
original 4-phenylpyridine model. With additional bond-
ing to participate in the delocalization it appears that an
energetic balance is being struck between the stabilization
gained through ring rotation and contraction of CC1 and
the destabilization resulting from increased steric repul-
sions.
Some caution should be exercised to avoid over-inter-

preting the differences we see here in Δθ1 compared to
other computational models (e.g., reference 60) and how
these might manifest in experimental systems that are in
solvent environments. Using the B3LYP functional (and
the same basis set as has been discussed) we have calcu-
lated a torsional potential curve for D1* by fixing the
geometrical parameter θ1 while allowing other para-
meters to fully relax (Figure 3). These calculations suggest
there is little energetic consequence to rotation through
θ1=0�where the barrier is 0.39 kcal/mol (0.0169 eV); that
is, less than the room temperature value for kT (298 K=
0.59 kcal/mol (0.0257 eV)). While such a barrier height is
below the trusted accuracy of DFT methods, we might
presume that a distribution of dihedral angles (including
ones near θ1 = 0�) are sampled in the 3MLCT of DA
systems prior to ET.
For each of the systems D1*, D2*, D3*, and D30* we

have considered how much energy is released in the
formation of the optimized triplet geometry from a triplet
with the nuclear geometry of the Franck-Condon state.
This is done by comparing energies of the geometry
optimized species with single point energies calculated
using relevant geometrical parameters from optimized
structures ofDA1,DA2,DA3, andDA30, respectively (see
the Computational Methods for details regarding how
the terminal methyl group that is absent in DA1, DA2,
DA3, and DA30 is handled). The ΔE0 from this treatment
has the following definition, ΔE0 = ETripletOptimized -
ETripletFranck-Condon Single Point. In the three dmb-contain-
ing complexesΔE0=-7 kcal/mol (-0.30 eV) while for the
tmb-containing species,ΔE0=-9 kcal/mol (-0.39 eV). In
this latter case the more electron rich ancillary tmb
ligands are better able to stabilize the formal RuIII center
produced via MLCT thereby leading to shorter Ru-N
bond distances andmore energy released compared to the
dmb-containing complexes.
Using D1* and the potential curve of Figure 3 we can

ask how much of -7 kcal/mol (-0.30 eV) in reorganiza-
tion energy from the Franck-Condon geometry is due to
torsion as opposed to, for example, bond length changes
(again, all bond lengths are allowed to relax at each point
on the curve). In Figure 3 the energy difference between

θ1=34.6� (the value at the ground state DA1 geometry
(B3LYP)) and θ1=21.3� (the minimum) is∼ 0.5 kcal/mol
(0.022 eV) suggesting that 7% of-7 kcal/mol (-0.30 eV)
is due to torsion alone. This value is substantially less than
the low-frequency torsional reorganization energy of 0.13 eV
(3 kcal/mol) reported by Miller and co-workers for the
oxidation of biphenyl anion.144 However, in their study,
torsion is complete, that is, the change in the inter-ring
dihedral angle is ∼ 45�. Further, and more importantly,
the additional charge (creating the anion) only occupies a
two-ring π-system. In our case additional charge supplied
by the MLCT event occupies a larger and more complex
π-system which includes metal-ligand bonding (vide
supra) such that reorganization requiring low frequency
torsion plays a smaller role.
As a final comment on excited state delocalization in

these D* systems, we report the spin population calcu-
lated with the Mulliken partition scheme as a function of
subunit (see Scheme 2 for definitions) in Table 3 (this
includes 3DA systems, vide infra). The sum of numbers in
each column is = 2. This reflects the fact that these are
triplets and that the effects of spin polarization in these
molecules (as predicted by these calculations) are minor
(note that in all plots of spin density in this paper there is
very little excess β-spin (green) observed).145 As seen in
Figure 1, spin density for D3* is delocalized over all
polypyridyl ligands which is reflected in significant spin
population for L1, L2, and bpy. For the systems D1*,

Table 3. Spin Population for Each Subunit in the Triplet Optimizations Calculated with a Mulliken Partition Scheme

subunit D1* D2* D3* D30* 3DA1 3DA2 3DA3 3DA30

Ru 0.669602 0.680788 0.944820 0.795276 0.965165 0.969623 0.979127 0.976074
L1 -0.002989 -0.000409 0.138489 -0.008121 0.001790 0.002071 0.005072 0.010139
L2 0.009763 0.005557 0.450657 0.003010 0.008266 0.007186 0.002253 0.009875
bpy 1.11207 1.110597 0.418351 1.114354 0.338260 0.344155 0.388099 0.317620
bridge 0.204795 0.190316 0.034464 0.092951 0.028781 0.017894 0.000008 0.002834
spacer 0.005047 0.004723 0.001021 0.002531 -0.003234 -0.002723 -0.002066 -0.002343
acceptor 0.660947 0.669772 0.622131 0.685793

Figure 3. Potential surface for rotation about θ1 in D1* (B3LYP
functional). For these calculations the dihedral θ1 was locked, and the
rest of the structure was allowed to optimize. The barrier height through
0� is 0.39 kcal/mol (0.0169 eV) and through 90� is 6.0 kcal/mol (0.260 eV).

(144) Miller, J. R.; Pavlatos, B.; Bal, R.; Closs, G. L. J. Phys. Chem. 1995,
99, 6923–6925.

(145) Ruiz, E.; Cirera, J.; Alvarez, S. Coord. Chem. Rev. 2005, 249, 2649–
2660.
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D2*, and D30* spin density on ancillary ligands is small
and a more reliable comparison might be made as to how
much resides on the bridge, signaling delocalization. Here
we see evidence that ∼20%, 19%, and 9% of the spin of
an electron resides there for D1*, D2*, and D30*, respec-
tively. It is noteworthy that changing the dihedral angleθ1
from ∼21� in D1* (B3LYP) to ∼35� in D2* has little
influence on the spin density of the bridge, suggesting this
degree of steric bulk may not play a large role hindering
forward ET rates. Experiments that are currently under-
way support this finding. By addition of more steric bulk
(i.e., inD30*) we do observe decreased spin density on the
bridge but emphasize that it, and therefore extended
excited state delocalization of the MLCT electron, is
not eliminated.

3DþA- Geometries. In previous and current work we
have measured the rate of formation of 3Dþ-A- in room
temperature acetonitrile for three close structural analo-
gues where the two ancillary ligands (L) are varied to
include L=bpy, dmb (i.e., DA1), and tmb.50,136 Across
the series ofmolecules themeasuredET rate constants are
very similar with kET=2.6� 1010 s-1 (L=bpy), kET=2.8
� 1010 s-1 (L=dmb), and kET=2.8� 1010 s-1 (L=tmb).
In our interpretation of these results, the narrow distribu-
tion of rate constants even asΔG�ET is varied through 100
meV, is a consequence of excited-state electronic deloca-
lization in D*-A and its effect on reorganization ener-
gies. On the other hand, back ET rate constants
(Dþ-A- f D-A) vary substantially across this series
largely reflecting where these systems sit energetically in
the Marcus inverted region (kBET=0.6 � 1010 s-1 (L=
bpy), kBET=1.1 � 1010 s-1 (L=dmb), and kBET=1.4 �
1010 s-1 (L=tmb). In these data, comparative informa-
tion is lacking that might confirm or refute the ligand
motion switching in step (iv) of the dynamic model
proposed in Scheme 1. We therefore turn to computa-
tional models in this section to explore these ideas.
Table 4 and Supporting Information, Table S3 present

energetic and structural information for our calculations
of the lowest energy triplet in the DA systems, referred to
as 3DA1, 3DA2, 3DA3, and 3DA30. For both 3DA1 and
3
DA2 the observed deviation in θ1 as the functional is
changed is small (e1.5�). It is slightly larger for the 3

DA3
and 3DA30 species where a deviation of 4.7� and 3.7�,
respectively, is seen between the PBE1PBE and B3PW91
functionals. However, we do not place much significance
on this deviation. It will be shown below that there is no
significant spin density on the bridge for these triplets,
and one might infer that energy differences within a 4.7�
dihedral angle θ1 variation are insignificant. Again, there
is little variation in C-C bond lengths as the density
functional is changed as was seen for each of the DA
species and for the D1*, D2*, and D30* systems. The
largest variation occurs for CC1 between PBE1PBE and
B3LYP with the former predicting a bond length 0.009 Å
shorter than the latter. As seen for both DA and D*
calculations (vide supra), Ru-N distances for B3PW91
and PBE1PBE are close to each other and slightly shorter
than B3LYP.
Table 4 and Supporting Information, Table S3 also

present the calculated energy of 3DA1, 3DA2, 3DA3, and
3DA30 relative to their respective singlet ground states
DA1,DA2,DA3, andDA30; that is,ΔE=E3DA-EDA. For

all four species there is excellent agreement in the calcu-
lated ΔE as the functional is varied. We observe ΔEDA1=
1.45 ( 0.02 eV, ΔEDA2=1.49 ( 0.03 eV, ΔEDA3=1.55 (
0.03 eV, and ΔEDA3

0=1.37( 0.05 eV where the value and
error represent the average and two times the standard
deviation, respectively, as the functional is altered. In terms
of experimental comparisons, ΔE is most closely related to
-ΔG�BET=ΔG�IP where ΔG�BET is the free energy avail-
able for back ET and ΔG�IP is the free energy needed to
generate the ion-pair state. ForDA1 in acetonitrile solvent
we have measured -ΔG�BET=1.53 eV. Again, the gas-
phase calculations (ΔEDA1=1.45 ( 0.02 eV) show quite
reasonable agreement indicating a fortuitous cancellation
of errors when solvation is ignored for both the lowest
energy singlet and the lowest energy triplet states.We find
ΔE for 3DA30 (where L=tmb) is smaller than for each of
the other species (where L=dmb) which is an expected
result. The more electron donating quality of the tmb
ligand versus the dmb ligand should make the oxidation
potential of the donor portion of the molecule easier,
thereby driving down the energy released in
the formation of the ion pair state. We (and many others)
see this in experimental systems by varying ancillary
ligands.50,146 For these same reasons the trend
(although subtle) wherein ΔE increases with additional
steric bulk on the aryl substituent from ΔE=1.45 eV
(3DA1) to 1.49 eV (3DA2) to 1.55 eV (3DA3) is unex-
pected. This is the first indication that the singly occupied
molecular orbital (SOMO) in these calculations is not
isolated to the acceptor moiety. This is discussed more
below.
In support of the ligand-based switching in step (iv) of

the dynamic model proposed in Scheme 1, θ1 in Table 4
for all species shows a larger optimized value than what is
seen in Table 2 for the respectiveD* species.WhereasΔθ1
was defined previously as Δθ1=θ1(D*) - θ1 (DA), here
we define Δθ10 = θ1(

3DA) - θ1(D*). Based on B3LYP
values,Δθ10=þ6.7� for 3DA1,Δθ10=þ9� for 3DA2,Δθ10=
þ19� for 3DA3, and Δθ10=þ25.4� for 3DA30. Concomi-
tant with this reverse ring rotation there are also signifi-
cant bond length changes that occur including the
lengthening of CC1: (based on B3LYP values) ΔCC1

0=
þ0.019 Å for 3

DA1, 3
DA2, and 3

DA30, with ΔCC1
0 =

þ0.017 Å for 3DA3 being slightly shorter. On one hand
these dihedral angle and bond length changes are suppor-
tive of the hypothesis put forth in Scheme 1 suggesting
reverse motions may be useful for decreasing back ET
rates. On the other hand the relative changes are less than
expected and do not restore these key geometrical para-
meters such as θ1 and CC1 to their ground state values.
For example, the value for θ1 in

3DA1 is θ1=28� (B3LYP)
or 6.6� shy of the ground state value (DA1) where θ1=
34.6� (see Table 1). This 6.6� is not an insignificant
amount given that Δθ1 = 13.3� for this system (vide
supra).
Total spin density calculated for these triplet systems

offers insight into the origin of these observations. As
shown in Figure 4, significant unpaired spin resides, as
expected, on the ruthenium atom and the acceptor sub-
unit. However, there is also an unexpected “pocket” of

(146) Juris, A.; Balzani, V.; Barigelletti, F.; Campagna, S.; Belser, P.; Von
Zelewsky, A. Coord. Chem. Rev. 1988, 84, 85–277.
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unpaired spin that is found on the bipyridine fragment of
the asymmetric aryl-substituted ligand in each of the
species 3DA1, 3DA2, 3DA3, and 3DA30.
Examination of the spin populations (Table 3) as a

function of subunit shows this quantitatively. In each of
these four systems the spin of an electron is shared
approximately 1/3 on the bipyridine fragment to 2/3 on
the acceptor unit. This is also the nature of the highest
occupied Kohn-Shammolecular orbital in these systems
as shown in Supporting Information, Figure S3. Evi-
dently in these gas phase calculations, the lowest energy
triplet is achieved by partitioning on to the central
bipyridine a significant part of the electron density that
we would normally expect to reside on the more easily
reduced MV2þ acceptor moiety. It is assumed that a
triplet of this nature is most stable because of Coulombic
interaction of electron density residing on the bipyridine
with the proximal Ru3þ center. However, this can only be
achieved if the highest occupied molecular orbital
(HOMO) provides an opportunity for electron delocali-
zation throughout the bipyridine unit, aryl bridge, and on

to theMV2þ acceptor moiety, and such a property would
be assisted by a smaller dihedral angle θ1 and a smaller
CC1 bond length.
The unusual or at least unexpected distribution of spin

density outside of the acceptor moiety in the systems
discussed above lead us to consider simple solvation
models using the PCM continuummethodology parame-
trized for acetonitrile. With geometries of 3DA1, 3DA2,
3
DA3, and 3

DA30 fixed to the gas-phase values discussed
in Table 4, the total spin density distributions shown in
Figure 5 are now observed.
For each systemwe now see spin density of very close to

one on the acceptor moiety (0.996 from the spin popula-
tion calculated with a Mulliken partition scheme for
3DA1) and on the metal center (0.961 from the spin
population calculated with a Mulliken partition scheme
for 3DA1) suggesting that solvation of a complete charge
on the acceptor makes a larger contribution to lowering
the energy of the system than a Coulombic interaction
between charge residing on the bipyridine fragment and
the Ru3þ center. This modified spin density is in better
agreement with expectations about the physical behavior
of such systems based on redox chemistry.50

This result, combined with the hypothesis mentioned
above that spin density which includes the bipyridine
fragment might be responsible for reduced values of θ1,
lead us to consider geometry optimizations of the full
system within an acetonitrile solvent continuum model.
These are computationally intensive calculations that are
difficult to converge so we only present results for 3DA1
and DA1 geometry optimizations. We also wanted to
compare structures of approximately the same size and
with a similar cavity within the continuum model. The
spin density for the 3DA1 geometry optimized with a
PCM continuum (acetonitrile) model is shown in Figure 6.
The main features at the acceptor and metal center are in
agreement with the single point PCM calculations shown
in Figure 5. Spin populations calculated with a Mulliken
partition scheme indicate 49% of the excess R-spin on the
metal and 50% on the acceptor moiety.
Energetic and geometrical parameters for the PCM

continuum model optimized geometries are shown in
Table 5 alongside information for DA1 and 3DA1 that
were also presented in Tables 1 and 4, respectively. The
calculated ΔE=1.5 eV between DA1 PCM and 3DA1
PCM is in excellent agreement with experiment where
1.53 eV has been measured.136 The most striking and
satisfying result here is that θ1 of the

3DA1 PCM optimi-
zation is θ1= 32.9� compared with θ1= 28.0� without
solvation (3DA1). This suggests that all (if we refer to the
DA1 PCM result) of the dihedral angle reverse switching,
that is, step (iv) of Scheme 1, is achieved with the more
experimentally relevant computational model (i.e., a
model with solvation). Also of note is the significant large
amplitude motions in the acceptor moiety with respect to
the DA1 PCM ground state calculation characterized by
an ∼ -36� change in θ2 (essentially complete planariza-
tion in this two-ring system) and a-0.045 Å bond length
change to CC4.
This result of full reverse switching in the presence of

polar solvation has important implications for ET control
as it pertains to decreasing rate constants for back ET
(kBET). We presume that the electronic coupling between

Table 4. Energy and Structural Properties of the Lowest Triplet State for
[Ru(dmb)2(bpy-φ-MV)]4þ (3DA1), [Ru(dmb)2(bpy-o-tolyl-MV)]4þ (3DA2),
[Ru(dmb)2(bpy-2,6-Me2-φ-MV)]4þ (3DA3), and [Ru(tmb)2(bpy-2,6-Me2-φ-
MV)]4þ (3DA30) Optimized in the Gas Phasea,b

method
B3LYP

3
DA1

(L = dmb)

3
DA2

(L = dmb)

3
DA3

(L = dmb)

3
DA30

(L = tmb)

energy (hartree) -2540.7628 -2580.0670 -2619.3726 -2776.6256
ÆS2æ 2.0081 2.0078 2.0072 2.0075
ΔE (eV) 1.450 1.500 1.555 1.380
θ1 (av) 28.0� 43.9� 73.8� 81.3�
θ2 (av) 14.8� 12.7� 15.8� 13.7�
CC1 1.479 Å 1.485 Å 1.500 Å 1.501 Å
CC2 1.457 Å 1.456 Å 1.452 Å 1.456 Å
CC3 1.473 Å 1.474 Å 1.473 Å 1.469 Å
CC4 1.456 Å 1.455 Å 1.457 Å 1.453 Å
RuN1 2.092 Å 2.095 Å 2.101 Å 2.108 Å
RuN2 2.106 Å 2.103 Å 2.098 Å 2.104 Å

aFor all calculations the basis set for the Ru was LANL2DZwith an
ECP and 631G for H, N, and C. b See Supporting Information, Table S3
for comparative results from calculations run using the B3LYP,
B3PW91, and PBE1PBE functionals.

Figure 4. Spin density distributions (contour value = 0.0025) for the
optimized lowest triplet state of the full donor-acceptor complex using
the B3LYP functional. ExcessR-spin is visualized byblue regionswhereas
excess β-spin is green (very little is seen).
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donor and acceptor in these systems (HDA), where the
donor is the reduced methyl viologen and the acceptor is
the oxidized metal center, is governed by superex-
change147 allowing us to invoke a modified form of the
common McConnell expression approximating HDA:

HDA ¼ VDBVB0A

Δ

VBB0

Δ0

� �
ð1Þ

In this expression,Δ reflects an energy difference between
states localized on the donor (the reduced methyl violo-
gen in this case) versus the aryl substituent of the bridge
while Δ0 reflects an energy difference between states
localized on donor versus the bipyridine fragment of the
bridge. VDB, VB0A, and VBB0 are electronic coupling
strengths between donor and aryl-localized bridge states,
bpy-localized bridge states and acceptor states, and be-
tween localized states in the separate π-systems (aryl and
bpy) on the bridge, respectively. Use of superexchange is
reasonable because the asymmetric aryl-substituted bi-
pyridine moiety within DA1 and model donor metal
complexes D1, D2, D3, and D30 are more difficult to
reduce than MV2þ by∼1 eV in acetonitrile50,136 suggesting
that reduction of the bridge (even including the covalently
attached bpy) would be a high energy intermediate in an
incoherent hopping mechanism. Superexchange has been
shown to be highly sensitive to torsional angles θ that
influence electronic coupling between conformationally
active π-systems.23-25,27,28,30,34,39,41,148 If we make the
common assumption (based on the overlap between
p-orbitals) that VBB0=VBB0� cos(θ1), where VBB0� refers
to coupling between bridge π-systems (aryl and bpy)
when θ1=0�, then the back ET rate constant for DA1,
DA2, or DA3 can be written as

kBETðθ1Þ ¼ cos2ðθ1Þ� kBET� ð2Þ
where kBET� is a hypothetical rate constant if the dihedral
angle θ1=0�. In writing down a common expression for
DA1, DA2, and DA3 the gross assumption is being made

that each system is identical in reorganization energy,
driving force, ET distance, donor-bridge coupling,
bridge-acceptor coupling, etc., and that all that is chan-
ging is the torsional angle θ1. Using the measured value
for kBETDA1=1.08 � 1010 s-1 in room temperature ace-
tonitrile and values forθ1 from the gas-phase ground state
DA B3LYP calculations (Table 1),

kBETð35�Þ ¼ 1:08� 1010 s-1 ¼ cos2ð35�Þ � kBET� ð3Þ
Solving for kBET� and using it in the following two
expressions allows us to predict kBET and therefore τBET
for both DA2 and DA3 (or DA30).

kBETð50�Þ ¼ cos2ð50�Þ � kBET� ð4aÞ

kBETð86�Þ ¼ cos2ð86�Þ � kBET� ð4bÞ
These expressions suggest a single methyl substituent on
the bridge, that is, DA2, will lead to a DþA- charge
separation lifetime τBET of 150 ps compared to 93 ps
measured for DA1. Recent measurements in our labora-
tory which will be reported shortly show τBET=220 ps
(DA2) which is in reasonable agreement with this crude
model.136 A decrease in ET rates that is explained in a
similar way has been observed by Indelli, Scandola, and
co-workers for certain RuII-RhIII dyads.45 The more
interesting case is DA3 (or DA30) where two methyl
substituents force a dihedral angle near 90� such that

Figure 5. Spin density distributions (contour value= 0.0025) for single
point calculations using the B3LYP functional and PCM parameterized
for acetonitrile (the geometry is that of the optimized 3DAusing B3LYP).
Excess R-spin is visualized by blue regions whereas excess β-spin is green
(very little is seen).

Figure 6. Spin density distribution (contour value = 0.0025) for the
optimized lowest triplet state for the full donor-acceptor complex, 3DA1,
using the B3LYP functional and PCM parametrized for acetonitrile.
Excess R-spin is visualized by blue regions whereas excess β-spin is green
(very little is seen).

Table 5. Energy and Structural Properties for [Ru(dmb)2(bpy-φ-MV)]4þ (DA1)
and the Lowest Energy Triplet State of [Ru(dmb)2(bpy-φ-MV)]4þ (3DA1)
Optimized in Both Gas Phase and within a PCM Model Parameterized for
Acetonitrilea

method
B3LYP

DA1

gas phase

3
DA1

gas phase
DA1

PCM

3
DA1

PCM

energy (hartree) -2540.8162 -2540.7627 -2541.3826 -2541.3270
ÆS2æ 2.0081 2.0088
ΔE (eV) 1.454 1.513
θ1 (av) 34.6� 28.0� 32.1� 32.9�
θ2 (av) 39.5� 14.8� 36.7� 0.2�
CC1 1.489 Å 1.479 Å 1.481 Å 1.477 Å
CC2 1.472 Å 1.457 Å 1.471 Å 1.469 Å
CC3 1.474 Å 1.473 Å 1.473 Å 1.471 Å
CC4 1.490 Å 1.456 Å 1.481 Å 1.436 Å
RuN1 2.104 Å 2.092 Å 2.102 Å 2.094 Å
RuN2 2.105 Å 2.106 Å 2.102 Å 2.102 Å

aFor all calculations the Basis set for the Ru was LANL2DZwith an
ECP and 631-G for the H, N, C atoms.

(147) McConnell, H. J. Chem. Phys. 1961, 35, 508–515.
(148) Eng, M.; Albinsson, B. Chem. Phys. 2009, 357, 132–139.
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VBB0 is small. Here the crude model predicts τBET=12.8 ns,
that is, a charge separated lifetime 139 times larger than
that observed for DA1.149 It is noted that there is experi-
mental30,39 and computational24,51 evidence that electro-
nic coupling for ET between π-systems can be related to
cosn(θ1) where n > 1 (and often n=2). With a similar
analysis to what is shown in eqs. 3,4a, and 4b, but now
using VBB=VBB� cos2(θ1), τBET is predicted to be 250 ps
for DA2 (also in reasonable agreement with our recent
measurement) and 1.8 μs for DA3 (or DA30). This latter
quantity suggests a charge separated lifetime greater than
19000 times than that observed for DA1.
If the forward ET rate constant for DA3 or DA30 can

be kept reasonably large, such systems will be valuable
molecular switches with a high quantum yield of charge
separation and the capability of storing redox equivalents
atmoderate distances for a chemically significant amount
of time. Fast forward ET in DA3 or DA30 is a distinct
possibility. The spin density predictions shown in the last
section suggest electron density on the bridge from
MLCT reaches 9% even when θ1 = 55� (Table 3 for
DA30). This is an encouraging amount compared to the
20% and 19% calculated for DA1 and DA2, respectively
(vide supra). These are both systems for which forward
ET is fast with τΕΤ in room temperature acetonitrile
measured to be 36 ps for DA1 and 37 ps for DA2.136

Conclusions

In this paper we have applied DFT using three different
hybrid HF/DFT functionals, B3LYP, B3PW91, and
PBE1PBE, to explore conformational changes that follow
charge transfer and ET steps in photoexcitedDonor-Accep-
tor complexes being studied in our laboratory. In the ground
electronic state of such systems, aryl substituents, which
participate in the bridge between a chromophoric RuII metal
complex and an electroactive methyl viologen moiety,
assume a non-coplanar geometry relative to a bipyridine
ligand of themetal center. This is the expected result based on
comparisonswith known species having aryl-aryl couplings.
For the systems under consideration, DA1 (L=dmb), DA2

(L=dmb), DA3 (L=dmb), and DA30 (L=tmb) the three
different DFT functionals show optimized structures (gas-
phase calculations) in close agreement with respect to the
dihedral angle θ1 defining the orientation of the aryl sub-
stituent and the bipyridine to which it is covalently bound.
The least sterically encumberedDA1 exhibits θ1=35( 1� for
the three different functionals (error is two times the standard
deviation) in good agreement with other DFT and X-ray
structural reports in the literature for geometrically related
metal complexes. For DA2, θ1=50 ( 1� and for the most
sterically encumberedDA3andDA30 θ1=86(1� andθ1=88(
3�, respectively. Key C-C bond lengths show excellent
agreement across DFT functionals and with X-ray structural
data for related systems when it has been available.
The optimized geometries (again as a function of the DFT

functional and again with gas-phase calculations) for the
lowest energy triplet state of donor complexes D1*, D2*,
D3*, and D30* were explored to model conformational

changes that followMLCT excitation in these systems. Each
exhibits large amplitude torsional motions with inter-ring
dihedral angles measured relative to respective ground state
DA results ofΔθ1=-12( 2�,-14( 2�,-30( 1�,-30( 3�
for D1*, D2*, D3*, and D30*, respectively. The total spin
density in D1*, D2*, and D30* supports the assignment that
excited-state intraligand electronic delocalization drives con-
formational changes associated with Δθ1 as well as C-C
bond length changes such as the reduction inCC1which is the
bond distance between the aryl and bipyridine fragments.
The conformational changes we are observing in these metal
complexes following relaxation of the 3MLCT are smaller
than those seen in simple two-ring models which compare
4-aryl-pyridine species with their one-electron reduced
forms.60 This is understood to be a consequence of partition-
ing transferred charge over a larger and more electronically
complex π-system which includes bidentate bonding to the
metal center from the bipyridine itself. However, the motions
observed, particularly in the case of D3* and D30* where
Δθ1=-30�, are significant and certainly capable of tuning
coupling between states having wave function character of
adjacent π systems. Further, the torsional potential energy
with respect toθ1 is soft as determined forD1*, particularly in
the direction of decreasing θ1 toward zero.With an enthalpic
barrier height through θ1=0� of only 0.4 kcal/mol (0.017 eV),
real systems at room temperature are expected to sample a
large distribution of θ1 prior to ET events. Theory including
dynamics with explicit solvation is warranted in the future.
The geometries of ET states support the reverse ligand

based torsional switching hypothesized in the dynamic
model presented in Scheme 1 where Δθ10 (relative to the
3D* dihedral angle)=þ6( 3�,þ8( 3�,þ18( 3�,þ23( 8�
for 3DA1, 3DA2, 3DA3, and 3DA30, respectively (gas-phase
calculations). That the magnitude of each of these is smaller
than its forward counterpart Δθ1 mentioned above is under-
stood in the context of Mulliken spin populations calculated
from spin densities where it is seen that only 60-70% of
transferred charge makes it to the acceptor while “pockets”
remain on the asymmetric bipyridine proximal to the
formal RuIII center. These gas phase systems achieve a lower
energy by allowing electron delocalization throughout the
bpy-aryl-acceptor moiety, thereby, partially stabilizing
themetal-centered hole at the expense of steric repulsions due
to more coplanar geometries between aryl and bpy frag-
ments.
The first confirmation of this idea comes from single point

B3LYP calculations of these species embedded in an acet-
onitrile continuum model where ∼ a full charge is observed
via Mulliken spin populations on the acceptor. The second
confirmation of this idea comes from a B3LYP geometry
optimization of 3DA1 imbedded in an acetonitrile conti-
nuum. This system shows a spin population of ∼ one on
the acceptor and an energy relative to a continuum geometry
optimization of the ground state singlet that is only 2%
different than experiment (1.53 eV).136 Most importantly
from our point of view, Δθ10=þ12� (relative to the B3LYP
gas phase optimization of D1*) to be compared with Δθ1=
-13� (gas-phase B3LYP comparison betweenD1* andDA1)
suggesting that with solvation the reverse torsional switching
in these systems will go to completion. The implications of
this result, especially in the context of the more sterically
encumbered 3DA3 and 3DA30, are exciting.149 In a simple
model explored herein, where electronic coupling between

(149) While this manuscript was under review an optimization of 3DA30
within a PCMcontinuummodel of acetonitrile converged. In this calculation
θ1=87.6�, θ2=1.4�, and CC1=1.496 Å. This value of θ1 suggests a full
reversal of the key torsional motion when a solvent model is included.
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aryl and bipyridine fragments critical for superexchange in
back ET varies as cos(θ1) or cos

2(θ1), the lifetime of charge
separation in 3DA3 and 3DA30 is predicted to be 139 or 19000
times larger, respectively, than that observed for 3DA1. If
forwardET can be kept efficient, and spin density predictions
made in this paper suggest this is likely (especially forDA30),
such systems would be valuable molecular switches with a
high quantumyield of charge separation and the capability of
storing redox equivalents atmoderate distances for a chemically
significant amount of time.
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