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Sulfur K-edge X-ray absorption spectroscopy has been proven to be a powerful tool for investigating the electronic
structures of sulfur-containing coordination complexes. The full information content of the spectra can be developed
through a combination of experiment and time-dependent density functional theory (TD-DFT). In this work, the
necessary calibration is carried out for a range of contemporary functionals (BP86, PBE, OLYP, OPBE, B3LYP, PBE0,
TPSSh) in a scalar relativistic (0th order regular approximation, ZORA) DFT framework. It is shown that with recently
developed segmented all-electron scalar relativistic (SARC) basis sets one obtains results that are as good as with
large, uncontracted basis sets. The errors in the calibrated transition energies are on the order of 0.1 eV. The error in
calibrated intensities is slightly larger, but the calculations are still in excellent agreement with experiment. The
behavior of full TD-DFT linear response versus the Tamm-Dancoff approximation has been evaluated with the result
that two methods are almost indistinguishable. The inclusion of relativistic effects barely changes the results for first
row transition metal complexes, however, the contributions become visible for second-row transition metals and reach
a maximum (of an ∼10% change in the calibration parameters) for third row transition metal species. The protocol
developed here is ∼10 times more efficient than the previously employed protocol, which was based on large,
uncontracted basis sets. The calibration strategy followed here may be readily extended to other edges.

1. Introduction

Noninnocent ligands have continued to receive great
attention.1 Although the existence of ligands in open-shell
states has long been realized, it is only recently that
the geometric and electronic structures of these systems
and the corresponding implications for reactivity have been
systematically studied. Among the potentially noninnocent
ligands, sulfur-containing systems are the subject of long-
standing debates.1a,b,c-f Although the terms “oxidation
state” and “noninnocence” do not have rigorous quantum
mechanical definitions, these concepts are central to chemical

reasoning and are consequential for discussing the trends in
properties and reactivity among series of related compounds.2

It is anything but trivial to a priori recognize a given system
as containing noninnocent ligands. Hence one is looking
for spectroscopic methods that can be correlated with the
concept of noninnocence. For sulfur-containing complexes,
one of the most useful approaches is sulfur K-edge X-ray
absorption spectroscopy (S-K edge XAS), pioneered in
coordination chemistry by Solomon and co-workers.3 They
have demonstrated that the normalized intensity of the Sulfur
K-pre-edge peak(s) can be correlatedwith the involvement of
sulfur in the semioccupied and unoccupied valence orbitals.4

Through careful calibration, one can obtain semiquantitative
estimates of metal-ligand covalency.3-5

Alternatively, we have recently shown that it is possible
to predict sulfur, chlorine, and iron-K-edge spectra on a
first-principles basis using time-dependent density func-
tional theory (TD-DFT).6 In our approach, one solves the
time-dependent linear response equations in a subspace of
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particle-hole pairs that only correspond to excitations from
the sulfur 1s-core orbitals into the empty valence spin-
orbitals. Unlike procedures that are based on the transition
state concept,7 this yields all the relevant excited states as
mutually orthogonal in a single calculation. This is computa-
tionally much more efficient but does not allow for electronic
relaxation (which has been argued to be small at the ligand
K-edge8). To satisfy the requirements of the sudden ap-
proximation,9 it is necessary to localize thedonororbitals prior
to solving the TD-DFT equations. The absolute transition
energies obtained in this approach contain significant errors
that are characteristic of the particular density functional and
the basis set used.6 This is different from the transition-state-
based calculations that tend to predict fairly accurate transi-
tion energies10 (although limited work appears to have been
done on transition metal complexes with this methodology).
However, the errors of the TD-DFT approach are highly
systematic. Thus, following careful calibration it is possible to
predict absolute transition energies with an accuracy of a few
tenths of an electronvolt. Calculated oscillator strengths
(strongly dominated by the electric dipole intensity mechan-
ism6) are related to the area under the pre-edge peak for pro-
perly normalized experimental spectra. In the interest of
generality, it is imperative to pursue an all-electron approach
and to include at least kinematic (scalar-) relativistic effects
into the calculations. We also note similar calculations in a
two-component DFT setting by Ziegler and co-workers.11

In our previous work, the BP86 density functional
was used together with large, uncontracted basis sets.6,12,13

Excellent results were obtained for sulfur K-edge spectra
together with the scalar relativistic zeroth-order regular
approximation (ZORA).14 The shortcomings of this ap-
proach are: (a) the restriction to BP86 and (b) the high
computational cost due to the extended basis sets.6

This work aims at (a) defining a more efficient computa-
tional approach that only requires standard(ized) basis sets,

(b) broadening the range of functionals15 that can be used
for the prediction of S-K-edge spectra, (c) comparing the
Tamm-Dancoff approximation (TDA)16 with the full linear
response approach, and (d) estimating the importance of
scalar relativistic effects.

2. Computational Details

All calculations were performed with a development ver-
sion of the ORCA quantum chemistry program package.17

As molecular test set, the six complexes [M(LS,S)2]
1-,2- with

M=Ni, Pd, Pt (LS,S = benzene-1,2-dithiolate) analyzed
earlier were chosen.12

2.1. Geometry Optimizations. Unless otherwise noted in the
manuscript, the geometries of all complexes were optimized
using the BP86 functional, the zeroth-order regular approxima-
tion for relativistic effects and the def2-TZVP(-f) basis set in the
scalar relativistic recontraction reported in ref 18 (segmented
all-electron relativistic basis sets, SARC). For all elements up to
bromine, the SARC basis sets are simply scalar relativistic
recontractions of the basis sets developed by the Karlsruhe
group,19 while for heavier elements, the primitives and contrac-
tion patterns were designed in refs 18. TheCoulomb fitting basis
set of Weigend20 was used in uncontracted form in all calcula-
tions. The negative charge on the complexes was compensated
with the conductor like screening model (COSMO, ε=9.08)
with CH2Cl2 taken as the solvent. The calculations used a dense
integration grid (ORCA Grid4).

2.2. XAS Calculations. The XAS calculations were done
analogously to the geometry optimizations at the optimized
BP86/def2-TZVP(-f) geometries. In solving the SCF and
TD-DFT equations with hybrid functionals, the RIJCOSX
approximation21 was employed together with standard integra-
tion grids. Details of how to perform these calculations are
explained in the Supporting Information.

3. Results and Analysis

3.1. Test Systems. As molecular test set, the six com-
plexes [M(LS,S)2]

1-,2- withM=Ni, Pd, Pt (LS,S=benzene-
1,2-dithiolate) analyzed earlier were chosen.12 The
physical origin of the observed spectra is indicated in
Figure 1. In the monoanionic complexes, the bonding is
best described as consisting of a square planar low-spin
metal d8 ion bound to a dithiolene radical. Thus, two
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peaks are expected and also observed in the sulfur K-edge
spectra. A higher-energy peak reflecting the high lying
empty σ-antibonding molecular orbital that shows a
significant amount of covalency (depending on the func-
tional and the basis set, the L€owdin population analysis
of this orbital shows∼40% (Ni), ∼35% (Pd), and∼36%
(Pt) metal character).
The transition into the high-lying metal dxy-based σ*-

orbital is split into two components in the calculations
(see Figure 2). They reflect the “trip-doublet” and “sing-
doublet” components22 that arise from the two ways in
which three unpaired electrons can be coupled to a total
spin of 1/2.12 This situation is crudely mimicked in spin-
unrestricted TD-DFT calculations via spin-polarization.
However, full justice to multiplet effects is not done by
spin-unrestricted TD-DFT calculations. Neither the
number of multiplet components, their splittings, nor
the intensity distribution over the multiplet components
is generally correct in spin-unrestricted linear response
approaches (see the related discussion in ref 23).
The lower-energy peak reflects the open-shell character

of the dithiolene ligand. Its intensity reflects the transition
from the sulfur 1s core orbital into a predominantly ligand
based π*-orbital that is semioccupied in the monoanionic
state. Since this orbital is antibonding between the central
metal and the ligands, it reflects a backbonding interaction
between a lower-lying formally filled metal dπ orbital with
the formally singlyoccupied ligandorbital. The intensity of
this transition is proportional to the sulfur contribution to
this molecular orbital and hence reflects the sulfur radical
character. In the dianionic complexes this orbital is doubly
occupied. Hence, the lower-energy transition disappears
and the dithiolene ligands are best regarded as innocent in
this oxidation state. This situation and its chemical im-
plications have been discussed at length in ref 12 and will
not be repeated here.

3.2. Calibration. The results of the calibration calcula-
tions are summarized in Table 1 and the typical agree-
ment that is achieved between theory and experiment is

shown in Figure 2. It should be noted that the experi-
mental intensities are estimated to have an error of ∼5%
(with contributions from both the normalization and the
fitting procedures).4a Experimental energies are deter-
mined with a precision of ∼0.05 eV. It is evident, that
the correlation between theory and experiment concern-
ing transition energies and intensities is of excellent
quality and as good as previously obtained with the much
more elaborate uncontracted basis sets (that are pre-
sumed to reflect the basis set limit).6,12,13 Comparing the
value ΔE = 60.38 eV obtained for BP86 functional with
ΔE = 61.22 eV obtained previously,12 it is found that
basis set contraction merely leads to a deviation of less
than 1 eV or 1-2%. However, the quality of the correla-
tion between theory and experiment is not compromised
by the muchmore compact SARC basis sets. The average
error of only∼0.1 eV in the calibrated transition energies
is testimony of the excellent behavior of the TD-DFT

Figure 1. Employed test systems for the S-K-edge XAS calibration
[M(LS,S)2]

- (M=Ni,Pd, Pt). Twopeaks are observed in the experimental
spectra. The higher-energy peak corresponds to a transition from the
sulfur 1s core orbital into the dxy-based σ-antibonding molecular orbital.
The lower energy peak corresponds to a transition into a predominantly
ligand based molecular orbital, reflecting the ligand radical character.

Figure 2. Comparison of calculated scalar-relativistic (black, full lines),
andexperimental (red, dashed lines) S-K-edgeXASspectra for [M(LS,S)2]

-

(M=Ni, Pd, Pt). Experimental intensities were scaled by identical factors
for all spectra (fwhm broadening = 1.0 eV, BP86-functional).

Table 1. Calibration Data for TD-DFT-Based Calculations of S-K-Edge
Absorption Spectra for Different Density Functionals (ΔE = shift required for
the transition energy; b = slope connecting oscillator strength and experimental
area, i.e., area = (1 � 104)fosc/b)

ΔE (eV) B

BP86a 60.38( 0.12 11.44( 0.49
BP86b 60.01( 0.11 11.49( 0.50
BP86a,c 76.25( 0.15 12.01( 0.48
PBEa 61.67( 0.11 11.18( 0.55
PBEb 61.33 ( 0.12 11.40( 0.50
OPBEa 62.75( 0.12 11.15( 0.53
OPBEb 62.41( 0.13 11.28( 0.54
OLYPa 61.83( 0.12 11.26( 0.52
OLYPb 61.49( 0.12 11.34( 0.51
TPSSa 53.53( 0.13 11.25( 0.50
TPSSb 53.18( 0.13 11.28( 0.50
B3LYPa 40.34( 0.44 16.83( 0.57
PBE0a 36.17( 0.36 18.03( 0.67
TPSSha 44.14( 0.18 13.49( 0.48

aWith TDA. bFull TD-DFT. cWithout relativistic corrections.
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approach for the prediction of S-K-edge XAS. Compar-
ing different functionals with each other, it appears that
the predictions of BP86, PBE, OPBE, OLYP and TPSS
are of comparable quality. Hybrid- andmeta-GGA func-
tionals lead to smaller absolute shifts in the transition
energies but also to a larger scatter (consistent with
ref 6b). Thus, the considerably increased computational
effort (see section 3.5, Timings) that is associated with
the hybrid functional does not appear to be well-invested
for this application.
The quality of the intensity calibration is similar for

all functionals, although it should be noted that hybrid
functionals tend to predict larger oscillator strengths
for sulfur K-edge transitions. The oscillator strength
appears to be proportional to the amount of exact ex-
change in the functional (TPSSh=10%, B3LYP=20%,
PBE0 = 25%).

3.3. Full TD-DFT versus Tamm-Dancoff Approxima-
tion. Solving the full TD-DFT rather than the simpler
TDAequations results inminor changes in the results (the
energy shift is reduced by 0.3-0.4 eV). The intensity
calibration is essentially unaffected, despite the fact that
the full TD-DFT intensities are more rigorous than the
TDA ones.24 In fact, a perturbation theoretical analysis
of the analogous random-phase approximation in the
Hartree-Fock framework demonstrates that the transi-
tion moments in the full TD-DFT approach are correct
to first order while those calculated with the Tamm-
Dancoff approximation are only correct to zero-th order.
Apparently, this slight increase in rigor does not translate
into more accurate predictions in core level spectroscopy.
Though it is important to note that the experimental
intensities have an error of ∼5%, as noted above, and
thus better agreement between theory and experiment
really cannot be expected.
We note in passing that the transition dipole length-

and velocity formalisms lead to virtually indistinguish-
able results (data not shown). This may turn out to be
important for future studies, since the dipole velocity
transition moments do not suffer from the gauge pro-
blems that were discussed in some detail in ref 6a.

3.4. Scalar Relativistic Effects at the Sulfur K-Edge.As
can be seen from Table 1 and Figure 3, the scalar
relativistic effects at the sulfur K-edge are limited. Inclu-
sion of scalar relativistic effects improves the energy shift
and also slightly improves the correlation with experi-
ment (Table 1). This is an indirect effect that is due to the
improved description of the bonding through inclusion of
ZORA.Naturally, this is most clearly seen for the heavier
systems (see the [Pt(LS,S)2]

- trace in Figure 3). Scalar
relativistic effects are known to stabilize s- and p-orbitals
and destabilize d- and f-orbitals on heavier metals.25

These changes in the energies of the important metal
orbitals must, of course, have an influence on the cova-
lency of themetal-ligand bonds and therefore also on the
XAS intensities. However, even for the heaviest metal in
this study (Pt in [Pt(LS,S)2]

-,2-) the effects are limited. To
some extent this is due to the calibration procedure that,

in an average way, compensates for the lack of relativistic
effects in the corresponding traces of Figure 3. In an
absolute sense, the effects are larger. The scalar relativistic
corrections bring the calculated transition energies on
average ∼16 eV closer to experiment. Likewise, the
calibration constant for the oscillator strengths is ∼10%
larger for the nonrelativistic calculations. This can be
explained by looking at the calculated orbital composi-
tions. In fact, the calculated Pt character in the σ-anti-
bonding dxy-based orbital increases by 1.8% (from34.5%
to 36.3%) upon going from the nonrelativistic to the
ZORA calculations, whereas for the semioccupied
ligand-based orbital, the Pt character increases from
17.6% (NonRel) to 20.8% in the ZORA calculations.
Because of the smaller metal character in the acceptor
orbitals, the sulfur character increases correspondingly
in the nonrelativistic calculations and hence the inten-
sities increase by ∼10% in keeping with the changes in
the orbital compositions. Taken together, the scalar
relativistic effects at the sulfur K-edge are limited and
indirect. Not even toward the end of the third transition
row do the effects exceed 10%. Thus, even nonrelativistic
calculations that replace the deep metal core electrons by
effective core potentials (ECPs) might well be successful
for calculations at the S K-edge. However, the computa-
tional cost of the scalar relativistic ZORA calculations
with the SARC basis sets is not much higher than
corresponding calculations with accurate small core
ECPs. Hence, we prefer to utilize the higher consistency
and generality of the scalar relativistic approach which
can be applied in the same way to both ligand- and metal
K-edges.

3.5. Timings.To demonstrate the timing advantages of
the “new” standard protocol for the calculation of S-K-
edge spectra (and by inference also for the calculation of
other edges), we have calculated a slightly larger complex:
[W(LS,S)3] (see Figure 4), formally at theW(VI) level. The
geometry of the complex was optimized with the BP86

Figure 3. Comparison of calculated scalar-relativistic (black, full lines),
and calculated nonrelativistic (blue, dash-dot lines) S-K-edge XAS
spectra for [M(LS,S)2]

- (M = Ni, Pd, Pt) (fwhm broadening = 1.0 eV,
BP86-functional).

(24) For reviews see(a) Neese, F. Coord. Chem. Rev. 2009, 253, 526.
(b) Dreuw, A; Head-Gordon, M. Chem. Rev. 2005, 105, 4009.

(25) Strange, P. Relativistic Quantum Mechanics; Cambridge University
Press: Cambridge, U.K., 1998.
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functional, the SV(P) basis set19 and a Stuttgart-Dresden
effective core potential for W.26 We note in passing that
using a simple molecular mechanics starting structure,
this calculation took 8 min for 8 geometry cycles on four
cores of a MacPro 3.1 equipped with 2 quad-core Intel
XEON 3.0 GHZ CPUs.
Using the new standard protocol (including the

COSMO model with a CH2Cl2 solvent) together with
the def2-TZVP(-f) basis set, the system is described by
813 basis functions and 2052 auxiliary functions. On five
cores of the same computer as described above, the
SCF calculation with the BP86 functional takes 5.5 min
(25 SCF cycles) and the calculation of 5 TD-DFT roots
requires 2.8 min.
By contrast, the old standard protocol requires tightened

integration accuracy and large uncontracted basis sets.

In this case, there are 1591 basis functions and 2179 auxi-
liarybasis functions.The convergenceof theSCFequations
is noticeably poorer because of the large uncontracted
basis sets and requires 139min (107 cycles). The calculation
of five TD-DFT roots requires 19.6 min.
Thus, overall, the new protocol is more than a factor of

10more efficient than the old protocol, while the accuracy
of the predictions is not inferior. Hence, it is computa-
tionally much more attractive and consistent than the
previously used approach. For hybrid functionals like
B3LYP, the computational savings are even more dra-
matic due to implementation of the RIJCOSX approx-
imation that is fully characterized in ref 21. Using the new
standard protocol together with the B3LYP functional,
the calculations take just 42 min, whereas the analogous
calculation with the old approach is barely feasible.

4. Concluding Remarks

In conclusion, the present work defines a TD-DFT proto-
col for the accurate calculation of S-K-edge spectra in an
efficient, standardized way that applies to molecules com-
prised fromatoms from all over the periodic table and using a
broad variety of modern density functionals. This is impor-
tant because it is frequently required that spectroscopic
observables are calculated at the same level of theory as
other properties (such as total energies). The methodology is
implemented in a user-friendly way into the freely available
ORCA17 program. Future work will concentrate on extend-
ing this methodology to the calculation of the K-edges of
other elements and, in particular, to the calculation of other
edges and novel X-ray experiments.
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Figure 4. Complex [W(LS,S)3] used for the timing comparisons between
the “old” and “new” standard protocols for the calculation of S-K-edge
spectra. Molecular symmetry was not used in the calculations.
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