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’ INTRODUCTION

The isolation and characterization ofMAl4
2� (M=Na, K, Cu)

by Li et al. is a breakthrough in the concept of aromatic
compounds.1a This series of bimetallic clusters is found to have
square-planar Al4

2�, which has been confirmed to have aroma-
ticity through photoelectron spectroscopic investigation and
electronic structure analysis by ab initio calculations. This finding
sparked interest among researchers to investigate the domain of
all-metal aromatic systems (AMASs). There are numerous
reports on aromaticity in all-metal clusters, whose stabilities are
verified through experimental or theoretical studies.1�13 These
systems include XAl3

� (X = Si, Ge, Sn, Pb),2 M4
2� (M = Ga, In,

Tl, Sb, Bi),3 T5
6� (T = Ge, Sn, Pb),4 M4

2þ (M = Se, Te),5 M3�

(M = Al, Ga),6 Al6
2�,7 Hg4,

5,8 M5
� (M = Sb, Bi),9 Au5Zn

þ,10

Cu3
3þ,11 Cu4

2�,12 [Fe(X5)]
þ (X = Sb, Bi),13 and so on. A

detailed explanation of the stability and reactivity of a wide range
of all-metal aromatic and antiaromatic systems has been given by
Chattaraj and co-workers on the basis of density functional
theory calculations.14 Aromatic systems have a usual inclination
to form coordination bonds with metals through their dispersed
electron cloud. Mercero, Ugalde, and co-workers theoretically
verified the possibility of such complexes with AMASs and

demonstrated that the all-metal aromatic Al4
2� deck can be used

to sandwich transition-metal atoms.15 Another possibility of such
a complex is explored by sandwiching transition metals between
aromatic As4

2� decks.16 These works, in fact, invoke the synth-
esis of novel all-metal metallocenes. Yang et al. further extended
this idea of such sandwich complexes with main-group metals.17

The origin of aromaticity in such metal clusters can be
explained through the H€uckel (4n þ 2) π electron rule.1�15

Other than this simple electron count rule, the aromatic character
of these metal cluster ions has also been diagnosed through their
response toward the magnetic field. The ability to sustain a
diamagnetic ring current induced by a perpendicular magnetic
field has been considered as the magnetic criterion of
aromaticity.18 Because “diatropicity” is synonymous with “aro-
maticity”, relying on a similar argument, it has been suggested by
many authors that “paratropicity” implies “antiaromaticity”.19

The diatropic (paratropic) ring current may be maintained
by circulation of either π- or σ-bonded electrons, and the system
is termed as π-aromatic (π-antiaromatic) or σ-aromatic
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ABSTRACT: All-metal aromatic molecules are the latest inclusion in the family
of aromatic systems. Two different classes of all-metal aromatic clusters are
primarily identified: one is aromatic only in the low spin state, and the other
shows aromaticity even in high-spin situations. This observation prompts us to
investigate the effect of spin multiplicity on aromaticity, taking Al4

2�, Te2As2
2�,

and their copper complexes as reference systems. Among these clusters, it has
been found that the molecules that are aromatic only in their singlet state
manifest antiaromaticity in their triplet state. The aromaticity in the singlet state
is characterized by the diatropic ring current circulated through the bonds, which
are cleaved to generate excess spin density on the atoms in the antiaromatic
triplet state. Hence, in such systems, an antagonistic relationship between
aromaticity and high-spin situations emerges. On the other hand, in the case
of triplet aromatic molecules, the magnetic orbitals and the orbitals maintaining aromaticity are different; hence, aromaticity is not
depleted in the high-spin state. The nonlinear optical (NLO) behavior of the same set of clusters in different spin states has also been
addressed.We correlate the second hyperpolarizability and spin density in order to judge the effect of spinmultiplicity on third-order
NLO response. This correlation reveals a high degree of NLO behavior in systems with excess spin density. The variance of
aromaticity and NLO response with spin multiplicity is found to stem from a single aspect, the energy gap between the highest
occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), and eventually the interplay among
aromaticity, magnetism, and NLO response in such materials is established. Hence, the HOMO�LUMO energy gap becomes the
cornerstone for tuning the interplay. This correlation among the said properties is not system-specific and thus can be envisaged
even beyond the periphery of all-metal aromatic clusters. Such interplay is of crucial importance in tailoring novel paradigm of
multifunctional materials.
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(σ-antiaromatic) accordingly. The AMASs exhibit somewhat
different trends in their magnetic properties in comparison with
organic aromatic and antiaromatic compounds.20�22 The dia-
magnetic ring current is found to be produced in Al4

2� by the
magnetic-field-induced σ-electron circulation as well as the π-
electron circulation, and this simultaneous σ and π aromaticity is
termed multiple aromaticity.1c,15However, Fowler and co-work-
ers argued for only σ aromaticity in Al4

2� through ab initio
analysis.20 On the other hand, π-electron circulation may induce
a paramagnetic ring current out of the plane, which makes all-
metal clusters π-antiaromatic.21,22 For example, in rectangular
Al4

4�, a paratropic ring current above the rectangular plane
defines it as π-antiaromatic (as is also indicated by the presence
of 4n electrons) and a concurrent diatropic ring current in the
plane of the ring makes it σ-aromatic.1c Li3Al4

� is also found to
have a concurrent existence of σ aromaticity and π antiaroma-
ticity, which is termed as conflicting aromaticity.1c,23 The occur-
rence of such uncommon multiple and conflicting aromaticity in
AMASs puts an impetus in investigating their magnetic criterion
of aromaticity.

The nonlinear optical (NLO) properties of AMASs have also
been a subject of current interest,24�26 which has actually been
triggered by the observation of exceptionally high NLO response
for small clusters functionalized with various metals.24a Organic
π-conjugated polymers show an increase in their second- and
third-order NLO response, β and γ, with their conjugation
length.27 Again there are reports on an increase in the radicaloid
character with an increase in the conjugation length of π-
conjugated systems.28 Thus, it can be intuited that NLO re-
sponse will increase with an increase in the radicaloid character.
Nakano et al. pointed out that NLO response is drastically
affected by the spin multiplicity, particularly in singlet systems
with intermediate diradical character.29 Singlet compounds with
intermediate diradical characters are found to exhibit larger
second hyperpolarizability than their corresponding triplet
counterparts.29a Also, in some other works, they observed
NLO response to amplify monotonically with spin
multiplicity.29c This observation is in agreement with the fact
that systems with reduced energy gaps between the highest
occupiedmolecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO) have an increased NLO response.30

In this context, it becomes significant to evoke the fact that the
reduced HOMO�LUMO energy gap (ΔEHL) is also the signa-
ture of antiaromaticity.31 In contrast, aromaticity is found to be
associated with large ΔEHL. This relationship of aromaticity and
antiaromaticity with ΔEHL has been the subject of several
studies.32

The parameter ΔEHL, simultaneously affecting aromaticity,
magnetism, and NLO response, thus bequeaths a hint of a strong
connection among these properties in all-metal clusters. Such
interplay among a miscellany of properties may provide an
innovative route to the design of materials with multiple proper-
ties. The simultaneous existence of various functionalities in a
single entity can play a pivotal role in meeting the needs of a fast
growing technology for their potentiality to act as molecular
switches with tunable properties. The bottleneck in the devel-
opment of such multifunctional molecules is the lack of some
common origin, wherefrom all of the properties may generate.
For instance, NLO response is traditionally regarded within the
framework of dielectrics subjected to intense electric fields and
magnetism is a manifestation of interaction among spins, and
that is why, rationale for linking NLO and magnetism in a single

molecule is difficult to find.33 However, from the above discus-
sion, ΔEHL appears to be connected with the discussed proper-
ties, and thus a link among them can be anticipated. In fact, the
antiferromagnetic and ferromagnetic states exhibit different
NLO effects, and this strongly hints about the connection
between NLO response with the magnetic behavior of the
molecule.34 There are also reports of materials with combined
properties such as conductivity and magnetism,35 conductivity
and NLO behavior,36 or magnetism and NLO properties.37

The unique nature of aromaticity and the ability to produce a
high value of NLO response in AMASs, as is apparent from the
preceding discussion, catch our interest to correlate these two
aspects therein. These properties are found to vary with the
HOMO�LUMO energy gap, which is also a crucial parameter
for controlling the spin multiplicity of any system. Hence, the
variance in aromaticity and NLO response with spin multiplicity
emerges as the primary focus of this work. Because spin multi-
plicity describes the magnetic nature of any system, this study
eventually offers a description of the interplay among aromati-
city, magnetism, and NLO response. Aromaticity of Al4

2� in the
singlet ground state is much cultivated. In contrast, Te2As2

2�, a
part of the molecule [K(18-crown-6)]2[Te2As2], recently
synthesized by Khanna and co-workers, is claimed to be the first
aromatic as well as ferromagnetic compound.38 This divergent
aromaticity in the singlet ground state of Al4

2� and the triplet
ground state of Te2As2

2� urges their selection as reference
systems in this work. When complexed with alkali metals,
Al4

2� shows an exaltation in nonlinearity because of charge
transfer from the alkali metals to the Al4

2� ring.24 There are
many other instances where charge transfer induces a high degree
of NLO response probably because of a large charge
fluctuation.39 Moreover; if transition metals are used for com-
plexation, it provides an opportunity to investigate any change in
themagnetic nature of the aromatic ring through interaction with
unpaired electrons of the transition metals. Stabilization of such
clusters by complexation with transition metals is already for-
tified theoretically.40 All of these aspects prompt us also to extend
this theoretical study with copper complexes of Al4

2� and
Te2As2

2�.

’THEORETICAL DETAILS AND METHODOLOGY

Aromaticity and Magnetism. Among several indices of
aromaticity, viz., bond length alteration, harmonic oscillator
model of aromaticity, etc., nucleus-independent chemical shift
(NICS) is often considered to be the best descriptor of
aromaticity.41 The hypothesis that a magnetic shielding tensor
on a test dipole at the center of a ring can be used to quantify its
magnetic property was first proposed by Elser and Haddon42 and
eventually became popular as NICS. Negative (positive) shield-
ing tensor values are taken to indicate the presence of a diatropic
(paratropic) ring current, and accordingly the system is defined
as aromatic (antiaromatic).43 The shielding tensor on any atom
can be partitioned into diamagnetic and paramagnetic parts.44

Diamagnetic shielding is considered to be the effect of opposing
the magnetic field by an electron pair. Following the same
analogy, any unpaired spin is likely to be aligned with the field
and enhances the magnetic field at that particular point in space.
This effect is manifested in the form of predominant paramag-
netic shielding, which rather induces a deshielding effect.45 This
paramagnetic contribution to the shielding tensor is also known
to be effected by the coupling of occupied and virtual orbitals.44
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Hence, a state with a reduced HOMO�LUMO energy gap is
expected to yield a higher contribution of a paramagnetic
shielding tensor. Again, because the reduced HOMO�LUMO
gap is generally regarded as the archetypal of antiaromaticity,32

an antiaromatic system can be characterized by a dominant
paramagnetic contribution to the shielding tensor. In this work,
shielding tensors on the dummy atom as well as on the
constituent atoms are computed. In this report, the isotropic
shielding tensor on the dummy atom is referred to as NICS as
usual,46 and the anisotropic component of the shielding tensor
on the other atoms is referred to as “σ )” because this component
is parallel to the magnetic field and normal to the aromatic plane.
During computation of this σ ) component and NICS, the sign
convention coined by Schleyer et al. is followed.46 According to
this convention, the signs of the computed values are reversed
and a negative (positive) sign is assigned for diamagnetic
(paramagnetic) shielding. The choice of the gauge for the vector
potential of the magnetic field is an important factor in the
computation of shielding tensors.4 This well-known gauge
problem had been resolved by adopting the gauge-independent
atomic orbitals method,47 and the samemethod is followed in the
present work to compute the shielding tensors. To find out the
contribution of σ and π electrons to aromaticity, NICS has been
calculated both in the center of the ring [NICS(0)],46 and at 1 Å
above the plane [NICS(1)].48 Similar to the shielding tensor, the
magnetic susceptibility tensor is also composed from diamag-
netic and paramagnetic contributions.49 The former is negative,
and the latter is known to be positive. In addition to NICS,
magnetic susceptibility anisotropy has been advocated as another
criterion of aromaticity.50 We report all of the three components
of the susceptibility tensor (χxx, χyy, and χzz) to express the
anisotropy. However, the susceptibility tensor normal to the ring
(χzz), being much larger than the others, can alone represent the
magnetic character of the molecule.43

NLO Response and Magnetism. The NLO response of an
isolated molecule in an electric field F can be expressed as the
coefficients of power series expansion of the total energy of the
system exposed to the electric field.51 The following expansion is
written in accordance with the “B convention”, where the
factorial terms in the denominator originally present in the
Taylor series are absorbed.51c

E ¼ E0 � ∑
i
μiFi �

1
2
∑
ij
RijFiFj � 1

3
∑
ijk
βijkFiFjFk

� 1
4
∑
ijkl

γijklFiFjFkFl � ::: ð1Þ

Here E and E0 are referred to as the energies of the perturbed and
ground states; the tensors μi,Rij, βijk, and γijkl stand for the dipole
moment, linear polarizability, and first or quadratic hyperpolar-
izability and second or cubic hyperpolarizability terms,
respectively.51 Generally, the field is frequency-dependent, as
are the polarizability and hyperpolarizability terms. However, the
centrosymmetric molecules do not have permanent dipole
moments and thus their first hyperpolarizabilities become
zero.52 So, in the present work, we have computed second
hyperpolarizabilities for the centrosymmetric systems. The static
(frequency = 0) γijkl is a fourth-rank tensor and is considered as
the microscopic origin of third-order NLO response. The inter-
action between a molecular system and the electric field is usually
described in terms of time-dependent perturbation theory, which
becomes identical with time-independent perturbation theory in

the limit of a static perturbation.53 From eq 1, it is straightforward
to express the third-order response as the fourth-order derivative
of the total energy E(F) with respect to the applied field in the
zero-field limit.51

γijkl ¼ �1
6

D4E
DFi DFj DFk DFl

�����
F¼0

ð2Þ

The charge-density function F(r,F) and the dipole moment μ of
any system under perturbation caused by the electric field have
an expression similar to that of eq 1.51a,54 From these power
series expansions of the charge density, dipole moment, and
expression

μiðFÞ ¼ �
Z

rBiFðr, FÞ Dr3 ð3Þ

one gets the second hyperpolarizability as

γijkl ¼ � 1
6

Z
rBiF

ð3Þ
jkl ðrÞ D3r ð4Þ

where ri is the position vector with respect to the reference point
on the i axis and Fjkl

(3)(r) = ∂
3F/(∂Fj ∂Fk ∂Fl)|F=0 is known as the

second hyperpolarizability density.55 Now, let |S,Msæ represent a
one-dimensional spin chain with n number of sites (S andMs are
the total spin angular momentum quantum number and mag-
netic quantum number, respectively). In this case, each site is
occupied by one unpaired electron, and then parallel and
antiparallel alignment of spins on neighboring sites gives rise to
two states, |n/2, n/2æ and |n/2, 0æ, respectively, for even numbers
of sites. This situation invokes the question of whether the NLO
response for both situations will be the same or different. As far as
eq 4 is concerned, both states having the same charge density
should have the same degree of NLO response. However,
following the exclusion principle, the |n/2, 0æ state is likely to
bemore compact than the |n/2, n/2æ state, and this more diffused
high-spin state should give rise to a higher degree of NLO
response. This conjecture is verified through the following
formalism.
The longitudinal components of the integral in eq 4 can be

approximated as a sum of contributions from the individual
partitioned point charges on each site.56 For instance, the second
hyperpolarizability along the direction i can be expressed in the
static field limit

γiiii � ∑
a

rBiF
ð3Þ
a δð rBi � riaÞjFi¼ 0 ð5Þ

where ria and Fa(3) are the location of site a and the so-called γ
charge at that site, respectively. The quantity Fa

(3) has an
expression similar to that of the hyperpolarizability density

Fð3Þa ðrÞ ¼ D3Fa
DFi3

�����
Fi¼ 0

ð6Þ

where Fa is the Mulliken point charge at site a. Now, the number
of particles at site a can be obtained as the expectation value of
the number operator (n̂a)

57

n̂a ¼ f †a fa ð7Þ
where fa

† and fa are the fermion creation and annihilation
operators for site a and can be related to the spin momentum
operator Ŝa

iz at that site through following Jordan�Wigner
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transformation for a one-dimensional spin chain:58

Ŝiza ¼ f †a fa �
1
2

ð8Þ

Using eqs 6�8 and the expression

F̂asð rBiÞ ¼ ÆŜizæ�1∑
a
Ŝiza δð rBi � riaÞ ð9Þ

where F̂as(rBi) is the spin density operator at site a,
59 and eq 5 can

be written as

γiiii � e∑
a
ÆŜiza æ rBiF̂

0s
að rBiÞ ð10Þ

where e is the charge of an electron and the expectation value of
the operator F̂a0

s(rBi) is the third-order derivative of the Mulliken
spin density with respect to the electric field at site a. The above
expression defines that, although the principal cause of the
second hyperpolarizability is the charge fluctuation induced by
the electric field (eq 4), it may also vary for different spin
configurations even if the charge density remains the same.
Equation 10 delineates an enhancement of the second hyperpo-
larizability along a specific direction with the increased third-
order derivative of the spin density at the sites oriented along
that direction. To justify eq 10, in the present work we focus on
the determination of longitudinal components of second
hyperpolarizability γiiii, using the finite-field approach.60 In this
method, fourth-order differentiation of energy with respect
to different amplitudes of the applied external electric field
is used in the following expression to determine the second
hyperpolarizability:55,61

γiiii ¼ f�56E0 þ 39½EðFiÞ þ Eð � FiÞ� � 12½Eð2FiÞ
þ Eð � 2FiÞ� þ ½Eð3FiÞ þ Eð � 3FiÞ�g=36ðFiÞ4 ð11Þ

where E(Fi) represents the total energy in the presence of static
electric field Fi, applied in the i direction. To achieve numerical
stability, several values of γxxxx are produced by applying
minimum field strengths in the range of 0.0001�0.01 au. The
field strength that produces hyperpolarizability values within the
precision range of 10�100 au is regarded as numerically stable.29

When this technique is adopted for all systems, a field strength in
the range of 0.001�0.009 au is found to be numerically stable
and has been employed in this work. The hyperpolarizability may
have a positive or negative value depending upon the relative
spatial configuration between the two hyperpolaraizability den-
sities. The contribution of hyperpolarizability is considered
positive (negative) if the direction of the arrow from a spatial
point with positive (negative) hyperpolarizability density to
another spatial point with negative (positive) hyperpolarizability
density coincides with the positive direction of the coordinate
system.55,62 The hyperpolarizability density at each spatial point
in the discretized space is deduced using the following four-point
numerical differentiation formula:55,62b

Fð3Þiii ðrÞ ¼ ½Fðr, 2FiÞ � Fðr, � 2FiÞ� � 2½Fðr, FiÞ � Fðr, � FiÞ�
2ðFiÞ3

ð12Þ
where F(r,Fi) represents the charge density at spatial point r in
the presence of the field Fi. The same numerical scheme is
employed on the Mulliken spin density of the system to get the
third-order derivative of the spin density with respect to the
electric field.

The Interplay. The preceding discussions already provide a
hint that the HOMO�LUMO energy gap (ΔEHL) is the factor
that can play an important role to connect all three properties,
viz., aromaticity, magnetism, and NLO response. The correlation
of ΔEHL with aromaticity becomes more prominent in the
ipsocentric CTOCD-DZ formalism, where each point in a
molecule is considered to be the origin of its own vector potential
to tackle the gauge dependence of the magnetic-field-induced
current density.63 In this approach, the diamagnetic contribution
to the orbital current density involves translational transition
moments of the form Æφv|p^|φoæ/(εv � εo), where φv and φo
denote the virtual and occupied orbitals with corresponding
energies εv and εo. The component of the electronic linear
momentum in the plane perpendicular to the applied electric
field is specified by p^. Similarly, the paramagnetic part of the
current density relates to the rotational transition moment of the
form Æφv|l0|φoæ/(εv� εo), where l0, the component of electronic
angular momentum operator, is parallel to the applied magnetic
field. In a state with a reduced HOMO�LUMO energy gap, the
paratropic current density intensifies and the diamagnetic part of
the current density is subdued for the large separation between
translationally accessible states. This suggests that, in a high-
spin situation, there will be a dominant paratropic ring current in
the molecule.63c Haddon and Fuguhata demonstrated that, in
annulenes, the resonance stabilization energy ≈ ΔEHL/24,
wherefrom a largeΔEHL can be expected for resonance-stabilized
aromatic systems.64 Hardness, which is half of the HOMO�LU-
MO energy gap, is found to show a variation similar to that of
aromaticity.32 Roy et al. confirmed that increasing aromaticity
causes an increase of hardness and a decrease of reactivity.65 All
of these facts point toward a direct correspondence between
aromaticity and ΔEHL. The same parameter ΔEHL also plays an
important role in the tuning of third-order NLO response. In
many reports, the second hyperpolarizability is found to be
inversely related with the HOMO�LUMO energy gap.66 This
HOMO�LUMO energy gap can be correlated with another
parameter called the diradical character (Y0), which is defined by
the weight of a doubly excited configuration in multiconfigura-
tional self-consistent-field theory and can also be represented by
the occupation numbers of unrestricted Hartree�Fock natural
orbitals.67 It is obvious that a reduced ΔEHL will effect a
degenerate distribution of electrons in molecular orbitals
(MOs), and in the case of precise equal distribution, one obtains
Y0 = 1. Thus, any connection between the diradical character and
NLO response automatically indicates the relationship between
ΔEHL and NLO activity.51b,68 Although the diradical character is
applicable only for open-shell singlets, ΔEHL can be computed
for all spin states and can be regarded as a key factor in tuning the
interplay among aromaticity, magnetism, and NLO response.
Among the AMASs we have chosen to establish the aforesaid

interplay, the geometry of Te2As2
2� is already available in CIF

format and we take this form of the molecule as the ground
state.38 No such ground-state structures are available for the
other systems, i.e., Al4

2� and copper complexes of Al4
2� and

Te2As2
2�; hence, we optimize their structures using the unrest-

ricted hybrid functional (UB3LYP)69 and the Los Alamos
National Laboratory double-ζ (LANL2DZ) basis set. In this
basis set, the core electrons are represented by the effective core
potential and the outer electrons are represented by double-ζ
atomic orbitals.70 Basically, themetals are accurately described by
the LANL2DZ basis set for its ability to consider the relativistic
effect.70 This UB3LYP/LANL2DZ level of theory is invariably
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applied for each computation using GAUSSIAN03W suite of the
quantum chemical package.71 To judge the adequacy of the
LANL2DZ results, a higher basis set, 6-311þg(3df), is employed
in the case of the Al4

2� system.

’RESULTS AND DISCUSSION

Al4
2� System. Geometry optimization of Al4

2� ascertains a
singlet state withD4h symmetry as the ground state, while the less
stable triplet state appears with D2h symmetry (Figure 1).
Accumulation of excess negative charges on Al2 and Al3,
compared to Al1 and Al4 in the triplet state, causes this variance
in the molecular structure. In a recent work, the freezing of π
electrons in a parallel orientation is responsible for this distortion
of the geometry in the triplet state.72 In the present case, almost
an equal majority spin density on each and individual Al atoms in
the triplet state affirm this opinion (Figure 1b).
The larger negative NICS(0) value than NICS(1) suggests

that Al4
2� is more σ-aromatic than π-aromatic in its singlet state

(Table 1). On the other hand, positive values of NICS both in
and above the plane in triplet state Al4

2� speak for its antiaro-
matic character. We find σ ) on each atom to have a negative value
in the singlet state, indicating a diamagnetic shielding in that
direction (Figure 2). In contrast, in the triplet state, Al1 and Al4,
having larger spin density than Al2 and Al3, show a deshielding

effect in the plane. A dominant contribution of the diamagnetic
susceptibility appears in the singlet state, which is significantly
decreased in the triplet state (Table 2).
MO analysis shows that py orbitals of Al1 and Al4 and px

orbitals of Al2 and Al3 are oriented in an antibonding fashion,
and hence the unpaired spins can be localized on Al atoms in the
triplet state (Figure 3a). These specific orbitals are found to be in
the appropriate orientation for σ bonding in the singlet state, as
was found from the scrutiny of the fifth MO (Figure 3b). The
seventh MO of singlet Al4

2� is found to have a similar construc-
tion. Thus, bonding electrons in the singlet state become the
unpaired spins in the triplet state. This statement can further be
justified from the reduced atom�atom overlap weighted bond
order between each Al pair in the triplet state with respect to the
singlet state (Figure 1). So, it can be concluded that the bonds,
maintaining σ aromaticity, are cleaved to generate radicals and
aromaticity is subsequently lost.
Next, to investigate third-order NLO response, we calculate

the second hyperpolarizability by applying a field strength of
0.003 au. In both spin states, the z component of cubic
hyperpolarizability is significantly less than the other two com-
ponents because the charge fluctuates mostly in the xy plane
(Table 3). A concurrent analysis of the spin density clarifies that
third-order NLO response is enhanced in the direction along
which the spin density grows. This observation is in accordance
with a direct correspondence between NLO response and third-
order derivative of the spin density, as is apparent from eq 10. At
this point, it is worth mentioning that, in the unperturbed singlet
spin state of Al4

2�, the Mulliken spin density is zero at each
spatial point of the discretized space and so is its subsequent
derivative in the presence of an electric field (Figures 1a and 4a),
whereas in the triplet spin state of Al4

2�, nonzero spin popula-
tions are observed on the atoms in both the unperturbed and
perturbed states (Figures 1b and 4b). Hence, if an increase of

Figure 1. Charge density (red digits), spin density (blue digits; a
positive value is indicated by an up-arrow), and atom�atom overlap
weighted bond order (black digits).

Table 1. NICS Values (ppm) in Both Spin States of Al4
2�

singlet triplet

NICS(0) �27.357 4.238

NICS(1) �23.345 1.071

Table 2. Diamagnetic and Paramagnetic Components of
Susceptibility Tensors (au) in Both Spin States of Al4

2� a

singlet triplet

component xx yy zz xx yy zz

χ(diamagnetic) �49.220 �49.217 �73.892 �55.427 �45.441 �76.433

χ(paramagnetic) 48.019 48.013 10.455 52.245 43.576 75.580

χ(total) �21.947 �1.967
aA magnetic field is applied along the z axis.

Figure 3. (a) Magnetic orbitals in triplet state Al4
2�. (b) σ-Bonding

situation in the fifth MO of singlet state Al4
2�.

Figure 2. Diamagnetic (blue) and paramagnetic (red) contributions of
σ ). Up-arrow and down-arrow denote the shielding and deshielding
effects, respectively.

Table 3. Longitudinal Components of the Second Hyperpo-
larizability (in Units of 103 au) in Both Spin States of Al4

2�

spin state γxxxx γyyyy γzzzz

singlet �18.352 �18.370 �1.958

triplet �22.892 �23.339 �5.898



3239 dx.doi.org/10.1021/ic101658a |Inorg. Chem. 2011, 50, 3234–3246

Inorganic Chemistry ARTICLE

third-order NLO response from singlet to triplet states is to be
accounted for on the basis of the spin density, their ground-state
spin density and its third-order derivative with respect to the field
give the same interpretation of the variant nonlinearity therein. In
fact, in a number of references, variation of the second hyperpo-
larizability is explained by the ground-state charge and spin-
density distribution.29a,c,39b,51b Relying on this observation in the
other systems, the variation of NLO response is explained on the
basis of ground-state spin-density distribution. Another notice-
able fact is that and increase of NLO response along the y
direction is greater than that along the x direction. This observa-
tion may be explained by eq 4, which suggests that more apart
sites along a certain direction cause an increase in NLO
response.62a Thus, a longer distance between Al2 and Al3 along
the y direction causes a higher NLO response in that direction in
the triplet state of Al4

2� (Figure 1b).
The same set of computations with a 6-311þg(3df) basis set

shows the same trend as that with the LANL2DZ level
(Supporting Information), and, hence, in other systems, calcula-
tions are carried out only with this LANL2DZ basis set.
Al4Cu2

2þ System. In order to investigate the interaction
between the metal and aromatic systems, the geometry of this
complex is partially optimized, keeping the D4h symmetry of
aromatic Al4

2� intact and sandwiching it between two CuII

atoms. This optimization shows a negative charge density on
Cu atoms and a slight excess of positive charge on Al atoms,
which is in stark contrast with the negative charge density on the
Al atoms in bare Al4

2� (Figures 1 and 5). This difference in the
charge density signifies charge transfer from Al to Cu atoms in

Al4Cu2
2þ, which is also in agreement with the observation by

Datta and Pati.24,40 This charge distribution remains more or less
the same in both singlet and triplet spin states (Figure 5). Charge
acceptance by CuII atoms nullifies the existence of unpaired
electrons in them. Consequently, the feasibility of any kind of
magnetic interaction between triplet Al4

2� and CuII is also
annulled. Nevertheless, the presence of excess spin density on
Al centers keeps the possibility of magnetic interaction open
among themselves in the triplet ground state (Figure 5b).
In Al4Cu2

2þ, computed NICS values repeat the trend of its
bare analogue. However, the higher negative value of NICS(1)
indicates predominant π aromaticity in the singlet state of
Al4Cu2

2þ (Table 4), in opposition to the dominant σ aromaticity
of bare Al4

2�. This change in the nature of aromaticity with
complexation arises from the increase of the electron density
above and below the Al4

2� plane due to interaction of Al orbitals
with Cu orbitals (Figure 6). On the other hand, positive values of
NICS in the triplet state indicate antiaromaticity in this para-
magnetic species. A different magnetic nature of singlet and
triplet states is also observed from the nature of the shielding
tensors (Figure 7). All of the atoms are shown to produce
diamagnetic shielding upon exposure to the external magnetic
field in the singlet state, whereas the same set of atoms show
paramagnetic shielding in the triplet state. This diamagnetic and
paramagnetic nature of Al4Cu2

2þ in the singlet and triplet states,
respectively, is further supported from their susceptibility mea-
surement (Table 5).
From MO analysis of the triplet Al4Cu2

2þ, sp2 hybridized
orbitals (HOs) of Al atoms appear as the magnetic orbitals

Table 4. NICS Values (ppm) in Both Spin States of Al4Cu2
2þ

singlet triplet

NICS(0) �13.582 29.128

NICS(1) �30.779 9.261

Figure 6. 22nd R-MO of singlet Al4Cu2
2þ.

Figure 4. Third-order derivative of the spin density along the y axis (red
and blue surfaces represent the positive and negative spin densities with
isosurfaces of 100 au).

Figure 5. Charge density (red digits), spin density (blue digits; a
positive value is indicated by up-arrow), and atom�atom overlap
weighted bond order (black digits).

Figure 7. Diamagnetic (blue) and paramagnetic (red) contributions of
σ ). Up-arrow and down-arrow denote the shielding and deshielding
effects, respectively.
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(Figure 8a). The py and px components of these sp2 HOs in the
triplet state form σ bonds among Al atoms in its singlet state, as
can be seen from the schematic of 24th R-MO (Figure 8b).
Lower atom�atom overlap weighted bond orders in the triplet
state imply a lesser extent of electron circulation through the
bonds compared to the singlet state (Figure 5). This fact and
positive values of the shielding tensors in the triplet state once
again complement radical generation at the expense of
aromaticity.
The NLO response of this molecule, produced in the presence

of 0.005 au field strength, resembles the trend observed for Al4
2�.

Here also, in the triplet state NLO response increases in the x and
y directions along which the unpaired spins are oriented
(Table 6). This observation again follows the proportionate
correlation between the spin density and NLO response put in
eq 10. Here, the presence of copper along the z component

causes γzzzz to attain values not much smaller than those of other
components, as was in their bare analogues.
Te2As2

2� System. The ground-state structure of this system
has been retrieved from the crystallographic file of [K(18-crown-
6)]2[Te2As2].

38 The triplet state of Te2As2
2� has been reported

by Khanna and co-workers to be of D2h symmetry (Figure 9).
However, optimization of the singlet state results in a square

Table 5. Diamagnetic and Paramagnetic Components of Susceptibility Tensors (au) in Both Spin States of Al4Cu2
2þ a

singlet triplet

component xx yy zz xx yy zz

χ(diamagnetic) �177.569 �177.572 �52.8125 �169.396 �169.398 �53.762

χ(paramagnetic) 173.328 173.354 3.301 169.765 169.765 88.799

χ(total) �19.324 11.926
aA magnetic field is applied along the z axis.

Figure 8. (a) Magnetic orbitals in triplet state Al4Cu2
2þ. (b) 24th R-

MO of singlet state Al4Cu2
2þ.

Table 6. Longitudinal Components of Second Hyperpolar-
izability (in Units of 103 au) in Both Spin States of Al4Cu2

2þ

spin state γxxxx γyyyy γzzzz

singlet 4.174 4.619 5.178

triplet 6.985 6.968 5.442

Figure 9. Charge density (red digits), spin density (blue digits; a
positive value is indicated by up-arrow), and atom�atom overlap
weighted bond order (black digits).

Table 7. NICS Values (ppm) in Both Spin States of Te2As2
2�

singlet triplet

NICS(0) 55.242 �14.277

NICS(1) 44.170 �8.280

Table 8. Diamagnetic and Paramagnetic Components of
Susceptibility Tensors (au) in Both Spin States of Te2As2

2�a

singlet triplet

component xx yy zz xx yy zz

χ(diamagnetic) �75.430 �75.608 �117.559 �75.430 �75.608 �114.320

χ(paramagnetic) 50.864 50.203 113.674 50.864 50.203 87.664

χ(total) �17.952 �21.771
aA magnetic field is applied along the z axis.

Figure 10. Diamagnetic (blue) and paramagnetic (red) contributions
of σ ). Up-arrow and down-arrow denote the shielding and deshielding
effects, respectively.

Figure 11. (a) 12th SOMO and (b) 13th SOMO in the triplet state of
Te2As2

2�.
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motif of the molecule. In this molecule, the relativistic effect
becomes much more profound for the heavy Te. Hence, the
effective core potential LANL2DZ becomes an appropriate
choice for its ability to incorporate relativistic effects.73 These
geometries of singlet and triplet state Te2As2

2� are in striking
similarity with those of Al4

2� (Figures 1 and 9). Once again the
explanation in ref 72 is found to be applicable in the case of

distortion of the geometry in the triplet state. A slight excess
distribution of the charge on the Te1 and Te3 atoms may also be
the reason for such distortion (Figure 9b). Urginov et al. claim
that ferromagnetism is developed in Te2As2

2� due to exchange
interaction between localized spins on As atoms.38 Here, we find
a support to this observation from the Mulliken spin density,
which shows significant spin excess on As2 and As4 atoms
(Figure 9b).
The high-spin state of Te2As2

2� is found to be aromatic, as
reflected through the negative NICS values and the susceptibility
measurement (Tables 7 and 8). At the same time, a dominant
paramagnetic contribution of σ ) on the As2 and As4 atoms in this
triplet state advocates for its ferromagnetism (Figure 10). How-
ever, a positive value of NICS in the singlet state of Te2As2

2� is
not in parity with the susceptibility tensor, which describes
diamagnetism in spite of its low negative value (Table 8). This
fallacious value of the shielding tensor may emanate from the use
of a small basis set like LANL2DZ. Hence, we carry out the same
computation using two more different basis sets, 3-21g(d,p)74

and SDDALL.75 From the results, it appears that improvement
upon the values of the shielding tensors can easily be performed
by choosing an appropriate basis set (Supporting Information).
This basis set dependence of the shielding tensor computation
was addressed in a number of earlier investigations.48,76 How-
ever, in this work to evaluate and compare the general properties,
we stick to a single basis set, LANL2DZ.
The coexistence of ferromagnetism and aromaticity in the

triplet state of Te2As2
2� indicates that the magnetic orbitals in

the triplet state are excluded from the orbitals carrying the
diatropic ring current. This prediction is found to be correct
through MO analysis of triplet state Te2As2

2�. The 12th singly
occupiedR-MO (SOMO) is formed from pz orbitals of Te1, As2,
Te3, and As4 (Figure 11a). The different phase signs on Te pz
and As pz orbitals hinder them in forming π bonds, and the
electrons in As pz orbitals remain unpaired, whereas analysis of
the 13th SOMO locates the unpaired spins on the As atoms in sp2

HOs. Two lobes among the three of these HOs on each As atom
find sp2 orbitals of both the Te atoms to form σ bonds, and the
remaining lobe of the sp2 HO becomes the magnetic orbital
primarily located in the As atoms (Figure 11b). From the R spin
density matrix, it is clear that the density is much higher in As pz
orbitals relative to sp2 HOs (Supporting Information); hence,
the spin exchange between the electrons on the pz orbital is more
profound than that between the spins on As sp2HOs. Thus, it can
be concluded that any change in the bonding orbitals in the xy
plane would not affect the magnetic pz orbital. However,
Te1�As4 and As2�Te3 pairs surprisingly show a significant
decrease in the bond order in the singlet state (Figure 9). To
explain this anomaly, Figure 11b is recalled. This 13th MO of the
triplet state shows a strong overlap between Te1�As4 and
As2�Te3 pairs, whereas this particular bonding situation is

Table 10. NICS Values (ppm) in Both Spin States of
Te2As2Cu2

2þ

singlet triplet

NICS(0) �6.754 �5.104

NICS(1) �24.614 �1.878

Figure 14. (a) 13th R-MO of singlet state Te2As2Cu2
2þ. (b) 16th R-MO in Te2As2Cu2

2þ. (c) Magnetic orbital in triplet state Te2As2Cu2
2þ.

Figure 12. Hyperpolarizability density [Fyyy(3)(r)] distribution (red and
blue surfaces represent the positive and negative γ density with
isosurfaces of 30 au).

Table 9. Longitudinal Components of Second Hyperpolar-
izability (in Units of 103 au) in Both Spin States of Te2As2

2�

spin state γxxxx γyyyy γzzzz

singlet �4.489 �4.480 0.210

triplet �9.265 �28.178 3.742

Figure 13. Charge density (red digits), spin density (blue digits; a
positive value is indicated by up-arrow), and atom�atom overlap
weighted bond order (black digits).
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found missing between the same pairs among all of the MOs of
the singlet state. This absence of overlap between neighboring
atomic orbitals, in fact, causes a cessation in the flow of electrons,
and consequently the singlet state tends toward antiaromaticity.
This fact of reducing aromaticity from the triplet to singlet state is
prominent from a comparison of the susceptibilities therein
(Table 8).
The second hyperpolarizability is computed by applying a

finite field of 0.0015 au. During this computation, the coordinate
axes are set through the middle of the bond between Te and As
(Figure 12), and hence we cannot relate the growing spin density
on the atoms and NLO response as before. Nevertheless, it
follows from Table 9 that the increase in NLO response in the y
direction is 1 order of magnitude higher than that along the x
direction. This can be explained by eq 4, which predicts an
increase in NLO behavior with increased second hyperpolariz-
ability density. From Figure 9, it is evident that the atom�atom
weighted bond order between Te1�As4 and As2�Te3 pairs
increases in the triplet state compared to the singlet state owing
to the formation of σ bonds. The σ bonding causes more
accumulation of the electron density between the atoms, and
this amplified charge density gives rise to a significant enhance-
ment in the cubic hyperpolarizability in the y direction (Table 9).
The hyperpolarizability density plot along the y direction also
supports this fact (Figure 12), and hence it can be concluded that
the unperturbed charge density and second hyperpolarizability
density lead to the similar interpretations of NLO response.
Te2As2Cu2

2þ System. The geometry of this molecule is
partially optimized, keeping the aromaticity of triplet state
Te2As2

2� intact and sandwiching it between two CuII atoms.
In the triplet state, the Cu5 and Cu6 atoms are found to form
strong bonds with the Te3 and Te1 atoms, respectively, whereas
in the singlet state, the Cu atoms remain equidistant from all of
the atoms in the Te2As2

2� plane (Figure 13). With this variation
in the structure, the triplet state appears to be the ground state.
The larger negative NICS(1) value signifies a prevailing π

aromaticity in the singlet state of Te2As2Cu2
2þ (Table 10),

which may be attributed to the interaction of orbitals belonging
to Te and As with that of Cu (Figure 14a). This NICS(1) value is
significantly decreased in the triplet state (Table 10), owing to
the bonding of Cu atoms with Te atoms only (Figure 13b).
Because of this bonding pattern, the charge density above and
below the plane loses its symmetry, leading to a loss of the
diatropic ring current through the π bond and subsequent π
aromaticity. This decreases in π-electron circulation finds its
evidence in a decrease in athe tom�atom weighted bond order
while going from the singlet to triplet state (Figure 13). However,
in spite of a considerable decrease in the π aromaticity, the σ
aromaticity remains almost unaltered with a change in spin
multiplicity because of the possibility of σ-bonding interaction
in both spin states. The orbital orientation, as is visible from the
16th MO, creates the required zone for itinerancy of electrons to
induce σ aromaticity in both spin states (Figure 14b). Moreover,
the σ aromaticity in the xy plane does not disturb the magnetic
orbitals on As atoms oriented along the z direction (Figure 14c).
The bonding of Cu atoms with Te atoms only causes

accumulation of excess spin on the As2 and As4 atoms, as can
be seen from the HOMO of the triplet state (Figure 14c). The
growing radical character of As atoms in the triplet state is well
reflected through a dominant paramagnetic contribution of the
σ ) value. The different nature of the shielding tensors in low and
high spin states is distinct from Figure 15. However, the sign of
total susceptibility and NICS remain negative in both spin states,
indicating retention of the aromatic character (Tables 10 and
11).
The hyperpolarizabilities are calculated in the numerically

stable field of strength 0.002 au. The hyperpolarizability exalta-
tion along the z direction in the copper complex in comparison
with Te2As2

2� can be attributed to the presence of copper in that
direction (Table 12). Following the previous trends, cubic
hyperpolarizability along the y direction is increased with an
increase in the spin density on As atoms in the triplet state. The
intense increase in γxxxx in the triplet state can be explained by
eq 4, according to which an increase in the second hyperpolariz-
ability density should bring about an increase in the third-order
nonlinearity. In the triplet state, the x axis is slightly distorted
from its position in the singlet state and passes through the newly
formed bonds between Te and As atoms (Figure 16). Conse-
quently, more electron density is available along that direction in
the triplet state than in the singlet state, which causes this

Table 11. Diamagnetic and Paramagnetic Components of Susceptibility Tensors (au) in Both Spin States of Te2As2Cu2
2þa

singlet triplet

component xx yy zz xx yy zz

χ(diamagnetic) �193.149 �188.246 �100.815 �342.479 �368.498 �500.822

χ(paramagnetic) 177.943 180.592 71.867 320.957 349.125 480.112

χ(total) �17.270 �20.535
aA magnetic field is applied along the z direction.

Figure 15. Diamagnetic (blue) and paramagnetic (red) contributions
of σ ). Up-arrow and down-arrow denote the shielding and deshielding
effects, respectively.

Table 12. Longitudinal Components of Second Hyperpolar-
izability (in Units of 103 au) in Both Spin States of
Te2As2Cu2

2þ

spin state γxxxx γyyyy γzzzz

singlet 1.802 1.524 5.960

triplet 58.493 4.248 8.974
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noticeable increase in the hyperpolarizability density in that
direction (Figure 16).

’CONCLUSIONS

The AMASs investigated in this work are found to have
multiple aromaticity irrespective of the spin states. On the basis
of their change in aromaticity with the spin state, they can be
categorized in two distinct classes. At one end, Al4

2� and
Al4Cu2

2þ, which are aromatic in the singlet state, behave as
antiaromatic in their triplet state. This swap of aromaticity is
found to be associated with the weakening of σ bonds while
going from the singlet to triplet state. A similar type of alternation
in the aromaticity pattern vis-�a-vis bond-stretch isomerism was
noticed in X3

2� (X = Be, Mg, and Ca) and their sodium
complexes, where in a few cases swapping of the frontier MOs

was observed.77 Thus, it can be surmised that the orbitals used to
maintain the diatropic ring current in the singlet state turn into
magnetic orbitals in the triplet state, and this, in turn, establishes
an antagonistic relationship between the aromaticity and spin
excess in the first type of AMAS. On the contrary, in Te2As2

2�

and Te2As2Cu2
2þ, one can trace the simultaneous existence of

aromaticity and high spin state. This situation arises because the
magnetic orbitals, containing spin excess, and the orbitals
required for the diatropic ring current leading to aromaticity
are not the same. However, in the singlet state, they show a
tendency toward antiaromaticity, which becomes apparent from
a decrease in the negative value of susceptibility. This propensity
toward antiaromaticity in the singlet state can be explained by the
simple electron count rule. For all of the systems under investiga-
tion, the atoms with excess spin density are found to be
associated with an enhanced paramagnetic contribution of the
shielding tensor. Moreover, this overriding paramagnetic con-
tribution of σ ) is found in the states that are predominantly
antiaromatic. Both this dominant paramagnetic σ ) and antiar-
omaticity are observed in the higher spin states. This can be well
explained from the relative lowering of the HOMO�LUMO
energy gap in these states (Table 13). This reduced ΔEHL
facilitates the mixing of HOMO and LUMO, which, in turn,
gives rise to the antiaromaticity and exaltation of the paramag-
netic shielding tensor.

A significant number of works highlight the variance of NLO
response with a change in the spin multiplicity.29,78 A detailed
study of the NLO behavior in open-shell systems also displays
the dependence of NLO response on the nature of the spin.79We
rationalize these observations by correlating NLO response with
the spin density of any system. In a recent work, it has been
shown that the inherent magnetism of any material is dependent
on the spin density at the magnetic sites.80 Hence, the correlation
between the spin density and NLO response enables one to
relate magnetism with the NLO behavior. From computation of
the second hyperpolarizability, an increase in NLO response is
observed in the systems with excess spin density in them, as
expected from eq 10. In the copper complexes of Al4

2� and
Te2As2

2�, the presence of copper along the z direction causes an
increase of the charge density and subsequent exaltation in γzzzz
in that direction. However, because NLO response is related with
the third-order derivative of the electron density with respect to
the electric field (eq 4), it becomes important to check the
variation of the hyperpolarizability density. From Figures 12 and
16, it has already been found that the ground-state charge density
distribution explains the variation of NLO response in the same
way as does the hyperpolarizability density. This trend is also
found to be true for the γzzzz components. The increase of the
hyperpolarizability density along the z direction of Al4Cu2

2þ

compared to Al4
2� is similar to their ground-state charge

distributions, and hence the ground-state charge density be-
comes equally meaningful as the second hyperpolarizability
density in explaining the increase in the γzzzz component.
Interestingly, the γ components are also changed in sign upon
the introduction of CuII atoms into planar Al4

2� and Te2As2
2�

structures. This fact can be explained by comparing the corre-
sponding hyperpolarizability density plots. It is distinct from
Figure 17 that the relative spatial orientation of the hyperpolar-
izability densities is changed along the z direction, causing
inversion of the sign in the γzzzzcomponent from Al4

2� to
Al4Cu2

2þ (Tables 3 and 6). Similar hyperpolarizability density
plots are observed in all other cases where such inversion of the

Figure 16. Hyperpolarizability density [Fxxx(3)(r)] distribution (red and
blue surfaces represent the positive and negative γ density with
isosurfaces of 100 au).

Table 13. HOMO�LUMO Energy Gap (ΔEHL) of All of the
Compounds under Investigation

system spin multiplicity ΔEHL (au)

Al4
2� 1 0.086

3 0.006

Al4Cu2
2þ 1 0.040

3 0.018

Te2As2
2� 1 0.033

3 0.005

Te2As2Cu2
2þ 1 0.070

3 0.019

Figure 17. Hyperpolarizability density [Fzzz(3)(r)] distribution (red and
blue surfaces represent the positive and negative γ- density with
isosurfaces of 100 au).
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sign in the γ component occurs. This spatial inversion of the
positive and negative γ density may be attributed to charge
transfer between copper and the metal ring.24,40

To summarize, in the investigated all-metal aromatic clusters,
the properties, viz., aromaticity, magnetism, and NLO response,
are found to be correlated. The reason for such interplay among
the properties underlies basically in the tuning of the HOMO
�LUMO energy gap. Because parameter ΔEHL also affects the
hardness and hence the reactivity of any system, higher reactivity
of any system can be associated with antiaromaticity81 as well as
high NLO response. Nevertheless, from analysis of how different
parameters like the charge density, spin density, or HOMO
�LUMO energy gap can control the interplay, it becomes
obvious that this interplay is system-independent and should
have subsistence beyond the domain of all-metal aromatic
clusters. The simultaneous existence of different important
properties in AMASs certainly provides a boost in the quest of
multifunctional materials. The increase in NLO response with
spin density may stimulate the idea of a new class of “spin-
enhanced NLO systems”.29c,36b Such systems with large NLO
response can be cast as the building block of optoelectronic
devices for telecommunication and information storage, optical
switches for signal processing, sensors for biological or chemical
processes, and so on.82

’ASSOCIATED CONTENT

bS Supporting Information. MOs (generated from the
checkpoint file of MO output) describing Figures 3, 6, 8, 11,
and 14 in the text (Figures S1�S10), contributions of different p
orbitals in composing the magnetic orbital in Te2As2

2� (Table
S1), NICS calculated for Te2As2

2� using other basis sets (Table
S2), optimized coordinates of all four systems in their singlet and
triplet states (Tables S3�S10), different properties of Al4

2�

computed at the UB3LYP/6-311þg(3df) level of theory
(Figures S11 and S12 and Tables S11�S13), and complete ref
71. This material is available free of charge via the Internet at
http://pubs.acs.org.
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