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ABSTRACT: The diffraction data of #'-Cus.,(Si,Ge) were
collected by 3D quantitative electron diffraction tomography on
a submicrometer-sized sample, and the structure was solved by
the charge-flipping algorithm in superspace. It is shown that the
structure is trigonal, and it is incommensurately modulated with
two modulation vectors q; = (@, @, 1/3) and ¢, = (—20, @, 1/3),
superspace group P31m(a, a, 1/3)000(—20, a, 1/3)000. The
modulation functions of some atoms are very complicated and
reach amplitudes comparable with the unit cell dimensions. The
modulated structure can be described as sheets of Cu clusters
separated by honeycomb layers of mixed Si/Ge positions. The
shape of the Cu clusters in the sheets strongly varies with the
modulation phase, and the predominant form is an icosahedron. The striving of the Cu layers to form icosahedral clusters is deemed
to be the main driving force of the modulation. The combination of methods used in this work can be applied to other structures that
are difficult to crystallize in large crystals and opens new perspectives, especially for investigations of aperiodic or otherwise complex

metallic alloys.

B INTRODUCTION

Understanding the atomic arrangements in crystals is the corner-
stone of most of the solid-state physics and chemistry. The number
of crystal structures deposited in various databases approaches one
million. Despite of the tremendous progress crystallography has
made over the past decades, many interesting structures have
remained unsolved. The usual reason is that the material is hard
or impossible to crystallize in crystals large enough for single-crystal
study, and the structure is too complex to be solved by powder
diffraction techniques. Metallic alloys represent a prominent class of
such materials. It is well-known that metallic alloys have a tendency
to form very complex structures including some of the largest
inorganic structures ever observed,' quasicrystals and their
approximants.” The scientific literature is abundant with reports
on complex diffraction patterns of metallic alloys, often indicating
nonperiodic (incommensurately modulated or quasicrystalline)
features. Many of these structures remain unsolved, or only a
tentative structural model is proposed on the basis of qualitative
considerations.

Cu;Si is a prominent example of this class of compounds.
Cu;Si is used as a catalyst for the production of technologically
highly important chlorosilanes, an intermediate compound in the
production of ultrapure silicon for the semiconductor industry.’
Copper silicides and copper germanides have also been studied
as materials for applications as contacts and interconnects in
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Siand Ge—Si electronic devices.*> A large body of work has been
published on the physical and chemical properties of Cu;Si;* "'
on the growth mechanism and morphology of Cu;Si nanopar-
ticles in silicon;'>”'® and on the formation of epitaxial layers of
Cu;Si grown on oriented Si, Ge, or Si—Ge substrates.'”~*?

In striking contrast to the detailed understanding of the
properties of CusSi, very little is known about its structure.
Cuj;Siis one of three stable binary phases in the system Cu—Si. It
is better characterized by the formula Cus,,Si, and its room-
temperature modification, 77''-Cu;Si, transforms upon heating to
two high-temperature phases, #7'-Cu3Si and 77-Cu;Si. The first
structural investigation in 1931°° using powder X-ray diffraction
revealed a complex superstructure. In 1978, Solberg21 investi-
gated precipitates of Cu;Si in silicon using electron diffraction
and concluded that the structure is based on a body-centered
cubic structure and that the superstructure is formed by chemical
ordering of copper and silicon atoms. This model had been taken
for granted and was referenced in all studies of Cu;Si, until in
2007, Wen and Spaepen”” demonstrated that the model pro-
posed by Solberg is wrong. A new structural model for the high-
temperature 7-Cu,Si was suggested with lattice parameters
a =406 A and ¢ = 7.33 A and a trigonal symmetry of P3ml.
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The superstructures in the low-temperature phases were again
tentatively explained by the chemical ordering and a special
stacking sequence of the 77-Cu;Si units. The same structural
model for 7-Cu;Si has been independently proposed by Mattern
and co-workers> using an X-ray powder diffraction pattern.

Some of the first crystallographic data for the intermetallic
compounds of the Cu—Ge system was provided by Schubert and
Brandauer;* later it was completed by Huaiying.” It is reported that
Cu;Ge has a hexagonal structure with lattice parameters a = 4.17 A
and ¢ =4.92 A at a high temperature and an orthorhombic structure
with lattice parameters a = 4.202 A, b=4.553 A,and c = 2.645 A ata
low temperature. Lattice parameters depend on the germanium
content. However, Nowotny and Bachmayer”® report a monodlinic
distortion of the orthorhombic cell, with cell parameters a = 2.631 A,
a=4200A,a=4.568 A,and § = 89.68° and a distorted hcp structure
where germanium and copper occupy identical crystallographic
positions. Monoclinic distortion of Cu;Ge is also reported by
Krusin-Elbaum and Aboelfotoh.””

In this report, we present a structural description of 77’-Cu;Si.
Using a crystal of submicrometer size, we show that the structure
is incommensurately modulated, and that the observed long-
period superstructure is not due to chemical ordering or stacking
order but due to extreme positional modulations within the
structure. This work shows that structure models proposed on
the basis of a qualitative evaluation of the electron diffraction
pattern may be incorrect. The method that we used is general and
can be applied to other structures and opens a new perspective
for studies of complex, especially aperiodic arrangements of
metallic alloys and other challenging structures.

Incommensurate structures are commonly described in super-
space with as many dimensions as the number of integers necessary
to index the diffraction pattern. The real structure is then obtained as
a special section of the superspace structure. A sound and compre-
hensive introduction to the concept of superspace is presented by
Wagner and Schonleber.”® The interested reader can find full details
in the recent book Incommensurate Crystallography.”®

The structure could be solved only thanks to the combination of
several emerging methodological advances. The diffraction data
were collected by 3D diffraction tomography combined with
precession electron diffraction. 3D diffraction tomography is a
technique commonly used in X-ray diffraction, when a crystal is
rotated around a specific axis in small steps, and in each step the
diffraction pattern is recorded. In electron diffraction, only recently
have serious attempts been made to automatize the procedure.***"
However, useful data can be collected also with manual tilting of the
sample, and this technique was also used in this work. The
diffraction patterns were collected by the precession diffraction
method.* In this method, the beam performs a precessing motion
around a surface of a cone with a vertex at the sample. This
precessing motion is compensated under the sample, so that the
resulting diffraction pattern forms spots and not circles. Precession
electron diffraction was shown to partially suppress the dynamical
diffraction effects occurring in electron diffraction.** ¢ Thanks to
this method, the collected diffraction intensities can be, in contrast
to classical SAED diffraction patterns, used to solve the crystal
structure by ab initio phasing methods developed in the context of
X-ray crystallography.

Aperiodic structures also represent a special challenge for the
structure solution. The era of routine ab initio structure solution of
aperiodic structures from X-ray diffraction data started only in the
year 2004, when the charge ﬂigping algorithm was published®”*
and generalized to superspace.”” The charge flipping algorithm has

been applied to a wide range of crystallographic problems since its
publication, including structure solution from electron diffraction
data.***" In this work, the charge flipping algorithm was, to our
knowledge, used for the first time to solve an aperiodic structure
from precession electron diffraction data.

B EXPERIMENTAL AND DATA PROCESSING

The material was synthesized by Low Pressure Chemical Vapor
Deposition (CVD) from organometallic precursors hexamethyldiger-
mane (Ge,(CHs)s, Aldrich, tech.) and ethylsilane (SiH;C,Hs, our
stock) deposited on a copper foil substrate (0.1 mm, 99.99%). The
substrate was cleaned in an ultrasonic bath with acetone prior to the
experiment and placed in a quartz tube. The tube was evacuated to a
pressure of 10~ * Pa and placed in an oven heated to 500 °C. Then, the
gaseous mixture was continuously injected into the tube and simulta-
neously exhausted. Partial pressures of hexamethyldigermane and
ethylsilane were 100 and S0 Pa, respectively. After 1.5 h, the injection
of gases was interrupted, and the oven was switched off. The substrates
were kept under vacuum conditions until the temperature inside the
tube decreased below 60 °C. The experiment yielded nanoplatelets with
lateral dimensions of several micrometers, but with a thickness of only
about 40 nm (Figure 1a).

An initial investigation of the samples was performed on a JEOL JEM-
3010 transmission electron microscope with a LaB4 cathode operating at
300 kV. Images were recorded on a Gatan CCD camera with a resolution
of 1024 x 1024 pixels using the Digital Micrograph software package.
Samples were transferred onto a holey carbon-coated nickel grid by
brushing the grid against the copper substrate containing the deposit.
First, oriented diffraction patterns of several platelets were collected
(Figure 1b). These patterns revealed an incommensurately modulated
structure. The complex diffraction pattern is not a consequence of
twinning, but it stems from one phase. This is evidenced by high-
resolution TEM images (Figure 1c,d), which also confirm the incom-
mensurate structure of the phase. An EDX analysis (JXA-733, JEOL with
energy-dispersive spectrometer KEVEX) revealed a composition of
76.1(8) atom % Cu, 11.7(9) atom % Si, and 12.2(7) atom % Ge. This
corresponds to the formula Cus, (Si,Ge) with x ~ 0.19 and a Si/Ge
ratio of 1:1 within the experimental error. Comparison with the
published diffraction patterns of Cus,,Si** shows that the phase is
isostructural with the 7’-phase of Cusz (,Si. Therefore, this study applies
to the ternary compound Cus,,(Si,Ge) as well as to the binary alloy
Cus,,Si. For this reason, if we refer to general properties of the
structure, we will refer to it as Cu,Si, and only if our specific sample
is discussed, will we explicitly mention the Ge contents.

The data collection for the structural investigation was conducted on
a Philips CM120 transmission electron microscope with a LaB4 cathode
operating at 120 kV. The microscope is equipped with a SpinningStar
(NanoMegas) precession device for application of the precession
electron diffraction (PED),** and with a CCD Camera Olympus SIS
Veleta with 14 bit dynamical range. The precession electron diffraction
was used so that the dynamical diffraction effects present in standard
electron diffraction are suppressed to as large of an extent as possible. A
small, homogeneous part of one platelet (Figure 1a) was selected for
data collection of a three-dimensional diffraction pattern. The crystal
was not oriented along a special zone axis prior to the data collection but
was intentionally left in a random orientation. The precession semiangle
was set to 1°. The crystal was tilted in steps of 1° around the main tilt axis
of the sample holder, and in each step two diffraction patterns were
collected, one with 200 ms exposure and the other with S s exposure.
The double exposure was used to accurately collect the intensities of
both the strong and the weak reflections. A total of 82 pairs of patterns
were collected in the interval —31° to +-50°. At higher tilts, the crystal
was shaded by the sample holder.
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Figure 1. (a) Crystal used for the collection of the diffraction data. The black circle shows the region selected by the selected area aperture. (b) A SAED
diffraction pattern of the zone [001]. (c) High-resolution TEM image, view along [001]. (d) A Fourier-filtered scale-up of ¢ showing clearly the
nonperiodic variation of the contrast, with the inset showing a simulation calculated from the supercell approximation at a thickness of 4.4 nm. The small
white rhombus shows the basic unit cell; the large white rhombus shows the unit cell of the supercell approximation.

Our first aim was to understand the diffraction pattern. We have
calculated a three-dimensional map of reciprocal-space intensity from
the collected series of images. Figure 2 shows views of this map. The
reciprocal space is very complicated, but the whole diffraction pattern
can be indexed as an incommensurately modulated structure with a
hexagonal basic unit cell corresponding to #-CusSi and with two
modulation vectors q; = (@, @, 1/3) and q, = (—2a, @, 1/3). These
two vectors are related by a three-fold axis. Each spot in the diffraction
pattern can thus be indexed with five integers hklmn, and the superspace
description of the structure requires a five-dimensional superspace. The
spots forming hexagons around the main reflections in the zone [001]
(Figure 1) can be indexed with q,—q, or a symmetry equivalent, and
they are thus mixed-order satellites of the type hkI11. The value of ot was
determined from the positions of the spots in the 001 zone axis pattern
to be 0.244(1).

Having understood the basic geometry of the diffraction pattern, we
processed the data in a way common in X-ray crystallography, which is now
becoming popular also in quantitative electron crystallography. A detailed
account of a possible approach to automatic data processing of a tilt series of
electron diffraction patterns was given by Kolb et al*** We used a similar
approach encoded in our own software. The procedure follows four steps:

e Peak search: strong peaks are located on all images, and their

coordinates in reciprocal space are calculated. The instrumental
parameters, especially the angle between the rotation axis and the
horizontal axis of the diffractometer, were refined by an approach
similar to that described by Kolb et al.**

o Indexing: The “cloud” of peaks was plotted, and the first estimate of the
unit cell was entered “by hand” using a graphical interface in Jana2006.*
e Refinement of orientation matrix: The orientation matrix was
refined against all peak positions.
Integration: The orientation matrix obtained in a previous step was
used to predict the position of reflections in the images. Peak
intensities were located in the vicinity of the predicted positions,
and total diffracted intensities were integrated using the standard
background —peak—background approach, yielding a reflection list
suitable for further processing by crystallographic software. Satel-
lites up to third order were observed in the data set. However, the
third order satellites had very weak and inconsistent intensities, and
we decided to exclude them from the final data set. Reflections up
to sin(6/4) = 0.7 were included in the data set.

The deviation of & from 1/4 is small, and the data were therefore
indexed and integrated in a 4 X 4 x 3 supercell. This data set was then
reindexed to five integer indices on the basis of the basic cell plus two
modulation vectors q; and q,.

The description of the details of the complete procedure from
diffracted images to the set of integrated diffraction intensities is
available as Supporting Information.

B STRUCTURE SOLUTION AND REFINEMENT

Symmetry. The diffraction pattern belongs to the Laue class
31m (Figure 2b), with R;,((31m) = 16.75%. Such an R;,, would
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Figure 2. Three-dimensional distribution of diffracted intensities in reciprocal space. (a) Projection along a*—b* with the basic unit cell and modulation
vectors indicated. Vectors q; and —q, point partly toward the reader (cf. part b of this figure); other vectors lie in the plane of the drawing. (b) Three

layers viewed along c*. Blue, [ = 2/3; green, | = 1; red, [ = 4/3.

be poor for X-ray diffraction data, but it is very reasonable for
electron diffraction data. The diffraction pattern does not contain
any trace of systematic absences. Thus, the space group of the
average structure is P31m, P31m, or P312, and the symmetry
operations of the five-dimensional superspace group do not
contain any intrinsic shifts. The superspace group symbol is thus
P31m(a, o, 1/3)000(—2a, o, 1/3)000 (number 162.2.76.3 in
the recently published tables**), P31m(a,, o, 1/3)000(—20,
1/3)000 (SSG number 157.2.83.7), or P312(a, @, 1/3)000-
(=20, a, 1/3)000 (SSG number 149.2.76.3). The analysis of
the structure solution (see below) showed that the structure has
the centrosymmetric superspace group P31m(c, o, 1/3)000-
(=20, o, 1/3)000.

The indexing is most easily understood using modulation
vectors with rational component 1/3 along c* (Figure 2). How-
ever, for the description of the structure in superspace, it is
advantageous to transform the modulation vectors to the super-
centered setting.” In this setting the q vectors do not contain
rational components. This can be achieved by dividing the basic
vector ¢* by 3 and introducing appropriate centering in super-
space. The centering vectors are X; = (0,0,2/3,1/3,1/3) and X, =
(0,0,1/3,2/3,2/3), and the corresponding reflection condition is
hklmn: 1 — m — n = 3n. The modulation vectors become q; = (@,
0, 0) and q, = (—2a, @, 0). The structure analysis was performed
using the supercentered setting of the superspace group, and all
subsequent discussion will be based on this setting. For a
complete list of the unit cell dimensions, modulation vectors,
and symmetry operations, see Table 1.

Structure Solution in Superspace. The structure was solved
by charge flipping in superspace®” >’ using the computer program
Superflip, assuming kinematical diffraction intensities. The out-
come of the charge flipping algorithm is an approximate superspace
scattering density. As the charge flipping algorithm does not use
explicit information about symmetry, it is possible to obtain
sy'mmetr;f information by analysis of the reconstructed scattering
density.*” This procedure found the superspace group P31m(q, o,
1/3)000(—20, @, 1/3)000, which is in agreement with one of the
three superspace groups derived from the symmetry of the diffrac-
tion pattern. Consistent results from this symmetry determination
and from the analysis of the diffraction pattern give us high con-
fidence that the symmetry has been correctly determined.

Structure Refinement. The refinement of the parameters of a
structural model is a standard and routine procedure in X-ray
crystallography, where the diffracted intensities are well de-
scribed by the kinematic model. This model is inappropriate
for the diffraction of electrons, and dynamical theory is necessary
for the quantitative description of electron diffraction. The
precession method>” is used for structure solution by electron
diffraction to make the diffracted intensities less affected by the
dynamical effects and to allow the use of kinematic theory for the
structure analysis. This approach is very efficient for the solution
of structures from electron diffraction.** ~>> However, the dyna-
mical effects are too strong even in PED to allow for a rigorous
structure refinement using kinematic theory against PED data.
Nevertheless, it is a common practice in the current literature to
perform the refinement,* >* because there is currently no
feasible alternative. The structure refinement based on electron
diffraction data rarely improves the model, but the stability of the
refinement procedure alone can be understood as a model
validation. However, the crystallographic R values of such
refinements are typically in the range 25—30%, sometimes more,
and only in most favorable cases do they go slightly below 20%.
With such high R values, errors in the model cannot be excluded.
Moreover, standard uncertainties derived from the least-squares
procedure are based on the assumption of independent random
errors in the data. This assumption is definitely not fulfilled in the
PED data, and thus the structural parameters are very likely to be
biased and their error estimates inappropriate.

In the present work, the situation is furthermore complicated
by the incommensurate nature of the structure, and by the
extreme modulations present in the structure (see below for
the description of the modulation functions). The incommensu-
rately modulated structures are usually described in superspace,
and the modulation functions of individual atoms are modeled by
a continuous function, typically by a Fourier series. However, the
modulations in the current structure contain discontinuities and
cannot be modeled by simple functions (Figure 4). The number
of parameters necessary to model these functions would be
prohibitive.

Another option is to approximate the components of the modula-
tion vectors by a rational number. This is equivalent to approximating
the nonperiodic modulated structure by a periodic supercell. In the
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present case, the modulation vectors have components close to 1/4,
and the structure can be approximated in a 4 X 4 supercell with
symmetry P31m. The initial positions of the atoms in the supercell
model were obtained in the following way: The reflections were
indexed in the supercell by setting hy. = 4h + m, k. = 4k 4+ n, . = 1.
These reflections were assigned their phases from the SD structure
solution by charge flipping and a Fourier map calculated. The
supercell model was constructed from the peak positions in this
Fourier map. The model contains 42 independent Cu atoms and 11
Si/Ge atoms. If all atoms are refined with only isotropic displacement
parameters, the model contains 165 parameters. It could be refined
against 1185 independent reflections (330 observed with I > 30, and
855 unobserved with I < 30) to residual R values R, = 26.15% and
R =40.66%. It is obvious that the number of parameters is too large
for the number of reflections available. This problem resulted also in
variable refined isotropic displacement parameters, some of which are
very large, and shifts of the atoms in the refined structure that resulted
in distorted atomic environments. The too low data-to-parameters
ratio and the inappropriateness of the kinematical model for PED data
make the refined structure so unreliable that for the interpretation of
the structure we decided to use the ab initio reconstructed superspace
electron density and the supercell model derived directly from
the superspace solution. However, the stability of the model in the
refinement despite these limitations is a good supplementary indica-
tion that the basic features of the model are correct.

B RESULTS AND DISCUSSION

7'-Cus, (Si,Ge) has a layered structure with layers stacked
along c. One unit cell contains 18 layers, but due to the centering,
the average structure repeats three times in the unit cell. Thus, the
average structure contains only six layers. Only four of these six
layers are symmetry independent (Figure 3). Each layer contains
one symmetry independent atom. Layers A and C, although
symmetry independent, are very similar with one atom per basic
unit cell and small amplitude of the modulation (Figure 4a,b). Layer
B has two atoms per unit cell. These atoms form a honeycomb
pattern in the average structure (Figure 3) but also show extremely
large modulations (Figure 4c,d). Finally, atoms in layer D also form
a honeycomb pattern, but atoms in this layer exhibit quite small
modulations. The average structure can be understood as a 3-USi,
structure® with uranium atoms replaced by face-sharing Cu clusters
in the form of capped hexagonal prisms. It is noteworthy that the
atomic positions in the average structure have a symmetry of P6/
mmm, and it is only the modulation that induces the lower, trigonal
symmetry.

The assignment of chemical types to the atomic positions
cannot be made directly from the density map. The data quality is
not sufficient to rely on the peak height in the density to
distinguish between Cu (29 electrons) and a mixed Si/Ge site
(23 electrons on average), or to make any conclusions about
possible modulation of occupancy of the atoms. However, the
symmetry allows only one assignment that leads to an acceptable
composition without disorder between Cu and Si/Ge atoms,
namely, a Cu atomic type in layers A, B, and C and a mixed Si/Ge
occupancy at positions in layer D. The nominal composition of
the average structure is Cus 5(Si,Ge).

It is plausible to assume that the average structure of 7’-
Cus;,Si corresponds to the structure of the high-temperature
phase 77-Cus_,Si. However, our average structure is in variance
with the previously proposed model for 1-Cus,,Si.** In this
model, the atoms occupy the same positions in the unit cell as in

Table 1. Basic Crystallographic Information

basic unit cell a=4.1084(8)
¢ =22228(7)
modulation vectors q = (0 0)
q = (—20.0.0)
o= 0.244(1)

standard superspace P31m(a, a, 1/3)000(—20, a, 1/3)000
group symbol

superspace group symbol in X31m(a, a, 0)000(—2a, @, 0)000

the supercentered setting

X, =(0,0,2/3,1/3,1/3)

X,=(0,0,1/3,2/3,2/3)

x1, x2, x3, x4, x5

—x2, x1—x2, x3, —x4 — x5, x4

x2, x1, x3, x4, —x4 — x5

—x1, —x2, —x3, —x4, —xS5

—x1 + x2, —x1, x3, x5, —x4 — x5

—x1, —x1 + x2, x3, x§, x4

x2, —x1 + x2, —x3, x4 + x5, —x4

xl — x2, —x2,x3, —x4 — x5, x5

x1 — x2, x1, —x3, —x5, x4 + x5

—x2, —x1, —x3, —x4, x4 + xS

x1, x1 — x2, —x3, —x§, —x4

—x1 + x2, x2, —x3, x4 + x5, —x5

centering vectors

symmetry operators

our model, but the two atoms in the honeycomb layers are not
symmetry equivalent. Wen and Spaepen proposed a model with
alternating Cu and Si atoms in two of the three honeycomb
layers. The symmetry of such a model is P3m1. The symmetry
was inferred from small variance of the intensity in the CBED
patterns. However, our 3D diffraction data show unambiguously
that the point group of the structure is 31m, which is incompa-
tible with the model proposed by Wen and Spaepen. Mattern
et al.>® propose the same model as Wen and Spaepen on the basis
of the high-temperature powder diffraction data of Cu,.,Si.
However, the powder diffraction pattern of our model and the
model by Wen and Mattern are very similar and differ only in the
intensities of weak reflections. It is questionable if these two
models can be reliably distinguished in the high-temperature
powder diffraction pattern. It cannot be excluded that the high-
temperature structure of Cusz,,Si corresponds to the model of
Wen and Mattern and that it transforms from P3ml to P31m
upon the phase transition from 7 to the 77’ phase. But, we believe
it is more likely that the 7 phase has a structure corresponding to
the average structure of the %’ phase as defined in this work.

An incommensurately modulated structure is characterized by
positions of atoms in the average structure and by the modulation
functions of the atomic coordinates. In the current case, the
modulation has two independent wave vectors, and the modula-
tion is thus a function of two parameters. The positions of all
independent atoms were extracted from the SD solution by the
program EDMA.>* Figure 4 shows modulation functions of the
Cu atoms in layers A and B for illustration. Atoms in layers A, C,
and D show moderate modulations without large discontinuities
and with maximum amplitudes of 0.130 A, 0.223 A, and 0.401 A,
respectively. However, the Cu atoms in layer B exhibit an
extreme modulation with the x and y coordinates spanning the
full size of the unit cell (Figure 4c,d).

The nature of the modulation is best understood by exploring
the real nonperiodic structure. Figure S shows a large real-space
section of the electron density at the level of layer B. It shows that
the Cu atoms are not arranged in a regular honeycomb pattern as
in the average structure but form a complicated tiling of the plane
consisting mainly of pentagons, accompanied by regular or
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Figure 3. Average structure of '-Cu;3(Si,Ge). (a) View along [100]. Dark spheres represent Cu; light spheres are Si/Ge mixed sites. Layers labeled with
different letters are symmetry-independent; primed labels denote layers related by inversion center. (b) Distribution of atoms in close-packed layers A

and C. (c) Distribution of atoms in honeycomb layers B and D.

(b)

Figure 4. Two views of modulation functions of atoms in layer A (a,b) and B (c,d) in the x—y plane. The surfaces in the images show the y coordinate of
the atoms as a function of the modulation phase (denoted x,, x5). The color of the surface shows the x coordinate of the atom. Each point on the surface
corresponds to one atomic position in the infinite structure. Note the different scale in the color codes. The y coordinate of the Cu atom in images aand b
was shifted by 0.5 for clarity of presentation. 2 x 2 unit cells along x, and x5 are shown in ¢ and d for better visualization of the complicated function.

elongated hexagons. The Cu atoms of layers A and C are located
above and below each pentagon or hexagon. The modulation of
layer B in the x—y plane is the fundamental feature of the
structure. Modulations in other layers are much smaller, and their
effect is to optimize the interatomic distances to atoms in layer B.

Given the extreme complexity of the modulation of layer B, it
would be very difficult to analyze the full modulated structure in
detail. The 4 x 4 supercell that was used for the refinement
provides a reasonable approximation that captures most of the
features of the structure. In the following discussion, we will use
this supercell approximation, and at the end, we will point out the
main differences between the supercell approximation and the
real structure.

The structure consists of five layers of Cu atoms separated
by one layer of Si/Ge atoms. The structure can be interpreted as
an alternation of the Si/Ge honeycomb layers and slabs of face-
or edge-sharing Cu clusters (Figure 6). These clusters contain
one Cu atom from layer A in the center and 12—14 Cu atoms
coordinating the central atom. Figure 7 shows four basic types of
Cu clusters present in the structure. The most frequent cluster is

an icosahedral Cul3 cluster (Figure 7a). The second most
frequent cluster (Figure 7b) has 11 Cu atoms closely coordinat-
ing the central atom at a distance of ca. 2.6 A and two additional
Cu atoms at about 3.3 A. These clusters will be denoted as 12 + 2
clusters hereafter. One half of the 12 4 2 cluster also corresponds
to an icosahedron. The remaining two types of clusters are a
capped hexagonal prisms or antiprisms and occur only around
Cu atoms at special positions (Figure 7c,d).

The 13-atom icosahedral cluster is found frequently in com-
plex metallic alloys, and it is also reported to be the most stable
arrangement of isolated 13 Cu atoms.>® 77’-Cus.,Si shows a
remarkable interplay between the striving of the Cu atoms for
locally energetically advantageous configuration, which is an
icosahedral cluster, and a long-range periodicity. The separating
layers of Si atoms play a crucial role in the stabilization of the
structure. They define two-dimensional Cu slabs, which can
develop modulation that is not observed in bulk copper, but also
impose periodicity and trigonal symmetry on the structure, so
that the final structure, despite the strong modulations, remains
on average periodic.
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Figure 5. Real-space section through the electron density at the level of layer B. Each black spot in the image corresponds to one peak in the density map.
Blue pentagons and red hexagons were added to better visualize the tiling of the plane. Although in most cases the distinction between a pentagon and an
elongated hexagon is unambiguous, transitional forms between the two extremes also occur. Low-density noise was deleted for clarity. The original

unmodified density is shown in the upper left corner of the image.

Figure 6. Structure in the supercell approximation showing one slab of Cu clusters and one layer of Si/Ge atoms. The clusters are colored according to

Figure 7.

The replacement of hexagonal capped prisms of the average
structure by the icosahedra and 12 + 2 clusters also has implications
for the stoichiometry of the structure. Instead of 192 Cu atoms in
layer B per 48 unit cells of the average structure, the superstructure
contains only 176 atoms. The formula of such a structure is
Cu;333351, or 76.9 atom % Cu in the alloy. This coresponds within
experimental error to the composition determined by EDS. It also
almost exactly corresponds to the Cu-rich edge of the stability range
of the 77/-Cus., ,Si.>° A further reduction in Cu content necessary to
explain Si-richer #'-Cus,Si can be explained either by having a
slightly different shape of the modulation function combined with a
modified modulation wave vector or by assuming partial vacancies
in the centers of Cu clusters with most unfavorable coordinations.
The former explanation is indirectly supported by the observation
by Wen and Spaepen, who observed a variation of the wave vector
component between 0.266 and 0.289.

One unit cell of the supercell approximation contains 27
icosahedral clusters, 18 clusters of the 12 + 2 type, and three

hexagonal capped prisms or antiprisms. The latter clusters appear
only around central atoms in special positions, which are
artificially generated by the supercell approximation. These
highly symmetric positions occur with much lower frequency
in the true structure.

As an independent means of validating the structure solution,
we have calculated a multislice simulation of a HRTEM image
from the supercell approximation and compared it with the
experimental image (Figure 1) using the computer program
JEMS.*” The best fit was obtained with a thickness of two unit
cells (4.4 nm). The simulation reproduces the main features of
the experimental image quite well, especially the overall honey-
comb pattern in the image. The honeycomb pattern might seem
surprising given the strong modulation of layer B, but note that
each unit cell contains six layers B, each with different phase of
the modulation. A projection along c¢* of two unit cells thus
averages out a large part of the modulation of the B layer. While
the overall appearance of the multislice simulation is correct, the
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(a) (
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Figure 7. Typical clusters found in the supercell structure with layer A
atoms in the center. (a) Icosahedron, (b) the 12 + 2 cluster, (c)
hexagonal capped prism, (d) hexagonal capped antiprism.

details do not match the experiment perfectly. Most notably, the
simulation shows motifs at the edges of the unit cell that are not
found in the experimental image. These motifs are artifacts of the
supercell approximation and demonstrate that even the relatively
large 4 x 4 supercell is not sufficient to capture all features of the
modulated structure faithfully. Moreover, the simulation was
based on a structure, where each Si/Ge position is occupied with
a hypothetical mixed Si/Ge atom, while in reality the Si and Ge
atoms are randomly distributed. Furthermore, in very thin
samples, surface relaxation effects can play an important role
and alter the local structure.

It is notable that we observed the metastable phase 7’-Cus , ,Si
phase rather than the #"-Cus, ,Si phase, which is reported to be
stable at room temperature. We observe the metastable phase
despite the fact that the samples were not quenched, but slowly
cooled down from 500 °C to room temperature at a rate of
approximately 4 K per minute. It is reported*” that the Cus ,,Si
precipitates in silicon are found in this metastable state, but our
sample is not embedded in the substrate. A possible explanation
is that the admixture of germanium stabilizes the #’-Cus,Si
phase at room temperature.

Bl CONCLUSIONS

7'-Cusy,Si has eluded correct structural description for
decades due to the combination of a complex, two-dimensional
incommensurately modulated structure and difficulty in obtain-
ing large samples suitable for single crystal analysis. All previous
studies involved powder samples, thin films on a substrate, or
precipitates in a silicon substrate. A recent synthetic technique
using the CVD method yielded a material with composition
77'-Cus,.(Si,Ge) in the form of small isolated platelets about
40-nm-thick that were suitable for analysis by 3D quantitative
electron diffraction. The analysis suggests that the substitution of
germanium for part of the silicon atoms stabilizes the metastable
7'-Cus,Si phase at room temperature. structure is formed by

slabs of Cu clusters separated by monatomic layers of Si and Ge
atoms. The Cu slabs are strongly modulated, leading to a
predominant icosahedral coordination of the central Cu atoms.
The two-dimensional modulation functions describing the shifts
of the atoms show an unprecedented complexity and large
amplitude. Nevertheless, the resulting structure model exhibits
a surprising consistency and elegance. The conflict between the
striving for locally favorable icosahedral coordination of the Cu
atoms and the need for a long-period arrangement is the most
likely reason for the modulation.

This work illustrates the potential of combining three emer-
ging techniques: quantitative 3D diffraction tomography, pre-
cession electron diffraction, and ab initio phasing by charge
flipping. Without the combination of these three methods, the
solution of the #'-Cus ;. Si structure would be extremely hard, if
not impossible. The technique applied in this work has the
potential of making the solution of similar complex structures
from nanocrystals almost routine, and it thus opens new per-
spectives in the structural investigations of metallic alloys and
other complex structures from micro- and nanocrystals.

Il ASSOCIATED CONTENT

© Supporting Information. Details of the data processing
procedure, list of phased structure factors obtained by ab initio
phasing by charge flipping, CIF file with the atomic coordinates
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