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1. INTRODUCTION

Actinides exist in natural resources and man-made radioactive
wastes frommineral processing, nuclear power plants, and weapons
production. There are many open questions in actinide chemistry,
especially concerning complexation in chemically complicated
environments such as polar solvents with various coordinating
ligands. The exploration of uranyl ions in the natural inventory, as
a prominent example, forms the basis for active manipulation of
chemical change and migration of uranium in soil, water, and food
chains. It is essential to understand, at the molecular level, the
interactions of the actinides with various organic ligands, for
example, amino acids.1,2Computational chemistry is playing an
important role in research on uranyl chemistry,3 though still less
so for complexation with bioligands.4

The coordination structures of actinide complexes and their
stabilities in solution are essential data. Luminescence spectros-
copy of uranyl compounds is particularly useful, because of its
high spectral sensitivity and relatively low concentration require-
ment. Numerous spectroscopic data of actinide compounds have
been accumulated in the literature, in particular for uranyl
complexes.5-9 Theoretical investigations have concentrated on

inorganic species.3a-3h,3j-3p,10 It is hence desirable to develop
the application of available computational approaches to the geo-
metries, stabilities, and spectra of the more complicated bio-organic
uranyl complexes, in particular in solution, to underpin the relations
between the electronic parameters and the measurable data.

Because of the complexity of electron correlation and relati-
vistic effects, there exist so far no theoretical simulations of the
luminescence of actinide biocomplexes. A step in this direction is
the present computational modeling of uranyl-glycine-water
complexes in aqueous solution. We at first briefly review the
current understanding of uranyl complexes in their ground and
low-lying electronically excited states, using the orbital scheme
in Figure 1. Section 2 describes the state-of-the-art quantum-
chemical methods applied here. Geometries and stabilities of
various [UO2(Gly)naqm]

2þ complexes (n = 0 to 2;m = 0 to 5) in
vacuum and aqueous environment are discussed in Section 3,
adding structural details to the experimental knowledge. Section 4 is
devoted to the solution spectra, based on the derived structures and
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ABSTRACT: Comprehensive computational modeling of coordination structures,
thermodynamic stabilities, and luminescence spectra of uranyl-glycine-water com-
plexes [UO2(Gly)naqm]

2þ (Gly = glycine, aq =H2O, n=0-2,m=0-5) in aqueous
solution has been carried out using relativistic density functional approaches. The
solvent is approximated by a dielectric continuum model and additional explicit
water molecules. Detailed pictures are obtained by synergic combination of
experimental and theoretical data. The optimal equatorial coordination numbers
of uranyl are determined to be five. The energies of several complex conformations
are competitively close to each other. In non-basic solution the most probable
complex forms are those with two water ligands replaced by the bidentate carboxyl
groups of zwitterionic glycine. The N,O-chelation in non-basic solution is neither
entropically nor enthalpically favored. The symmetric and antisymmetric stretch
vibrations of the nearly linear O-U-O unit determine the luminescence features.
The shapes of the vibrationally resolved experimental solution spectra are reproduced theoretically with an empirically fitted overall line-
width parameter. The calculated luminescence origins correspond to thermally populated, near-degenerate groups of the lowest
electronically excited states of 3Δg and

3Φg character, originating from (U-O)σuf (U-5f)δu,φu configurations of the linear [OUO]
2þ

unit. The intensity distributions of the vibrational progressions are consistent with U-O bond-length changes around 51/2 pm. The
unusually high intensity of the short wavelength foot is explained by near-degeneracy of vibrationally and electronically excited states, and
by intensity enhancement through the asymmetric O-U-O stretch mode. The combination of contemporary computational chemistry
and experimental techniques leads to a detailed understanding of structures, thermodynamics, and luminescence of actinide compounds,
including those with bioligands.



2083 dx.doi.org/10.1021/ic200204p |Inorg. Chem. 2011, 50, 2082–2093

Inorganic Chemistry ARTICLE

stabilities. We elucidate some problems concerning the lower
electronic excitations, the excitation-induced U-O bond-length
increases and the high intensities of the hot bands. Our conclusions
concerning both the properties of the complexes and some
methodological problems are presented in Section 5.
1.1. Uranyl-Gycine-Water Complexes. As a rather stable

building block of U(VI) compounds, linear uranyl [OUO]2þ

tends to coordinate ligands in the equatorial plane. Equatorial
coordination numbers CNeq typically lie between 4 and 6,
depending on the size and the binding strengths of the ligands.
Oxygen-containing ligands preferentially coordinate with their
oxygen atoms to the uranyl cation, that is, U(VI) is highly
“oxophilic”. The uranyl speciation in solution is difficult to
characterize because of the dynamic ligand-solvent coordination
complexity.3e,3k,3n,4a,4b,10d,10e Common bioligands comprise carboxy-
lates, phosphates, amino-acids, peptides, proteins, and DNA. Here,
we use computational chemistry to elucidate the geometric struc-
tures and thermodynamic stabilities of simple uranyl amino-acid
complexes in aqueous solution. With the theoretically established
geometries and solvent effects, the luminescence properties can then
be predicted and exploited.
Glycine (NH2CH2CO2H = 0Gly0) is the simplest amino acid

and very common in the biosphere. It usually exists in zwitter-
ionic form (þNH3CH2CO2

- = þGly-). Several experimental
investigations of uranyl-glycine solutions were reported during
the past half century.11-15 Therefore, we start our theoretical
investigations with uranyl-glycine-water complexes, where we
can compare with experimental deductions, and benefit from the
theory-experiment combination.
X-ray structural studies of solid uranyl-glycine complexes show

that the carboxylate rather than the amino group binds to
oxophilic uranium. Here, glycine does rarely act as a chelating
ligand with its CO2

- and NH2
0 ends forming a 5-membered

ring.15,16 Usually, mono- or bidentate carboxylate coordination by
the R-CO2

- ligand is observed in the crystals, forming a four-
membered ring in the latter case. All that may hold true also in
(non-basic) aqueous solutions. Often, monodentate coordina-
tion of the þGly- form is assumed. In basic solution, chelation by
NH2CH2CO2

- has also been postulated.13 Note that in solution
chemistry, the word “bidentate” usually refers to 5-ring chelation,
not to 4-ring coordination by the carboxylate. Anyhow, few
details of the coordination geometry in solution are unequivo-
cally known (see, for example, ref 13d).

To qualitatively understand chemical bonding and spectra of
the uranyl complexes, we refer to Figure 1, where axial symmetry
is assumed for simplicity of discussion.17 The occupied 2pσ,π
valence shells of the terminal oxygen anionsO2- are stabilized by
the U-5f,6d manifold of orbitals through dative bonding of O
involving σg, σu and pairs of πu and πg orbitals, leading to UtO
triple bonding. In the uranyl-glycin-water complexes, the highest
occupied molecular orbital (MO) is the bonding (O-2p,U-5f)σu
orbital of the O-U-O moiety, which becomes marginally
perturbed by equatorial ligands. The order of the slightly lower,
near-degenerate σg, πu, and πg levels depends somewhat on the
equatorial coordination.
In an ionic picture, all valence electrons are assigned to O2-,

and uranium obtains the oxidation state U(VI). The U-7s shell is
energetically pushed up upon axial coordination, common for the
outer ns orbitals of chemically bonded transition metal atoms,18

and can therefore be neglected in qualitative discussions, The
valence shell of U(VI) comprises the empty U-5f andU-6d levels,
where 5f is split into σu and pairs of πu, δu, and φu and 6d is split
into σg and pairs of πg and δg. In the bare uranyl dication, the
U-5fδu, 5fφu, and 6dδg orbitals have no symmetry-matching
counterparts from the O atoms and do not participate in O-U-O
bonding. They remain nonbonding, low in energy, and localized on
the uranium (Figure 1).However, these low-lying virtual orbitals are
available for weaker σ and π donating interactions of Lewis-base
ligands in the equatorial plane.
1.2. Uranyl Luminescence.Uranyl salts exhibit characteristic

optical properties in absorption and emission. The practical ex-
ploitation and the scientific study have long histories.19-21 Time-
resolved laser-induced luminescence spectroscopy can provide
rich information, thus becoming an advantageous experimental
technique in actinide chemistry.22 One should therefore be able
to interpret and predict those properties. We will simulate the
vibration-resolved experimental luminescence spectra quantum-
chemically to understand the relations between the empirical
details and their electronic origin. While experimental spectro-
scopy can yield accurate excitation energies (∼ (1 cm-1) and
sometimes also tentative assignments, theoretical calculations
and simulations can yield definite assignments with approximate
energies, presently limited to about (1000 cm-1 for electronic
excitations and a few (10 cm-1 for vibrations.
The luminescence of uranyl complexes in the visible yellow-

green region is mainly due to the lowest electronically excited
states of spin-triplet character, where an electron from the
highest O-U-O bonding molecular orbitals (MOs) has been
raised to the nonbonding U-5f levels (Figure 1). The formal
oxidation state of uranium is thereby reduced to U(V), the so-
called photoreduction.23 In nonrelativistic D¥h symmetry, such
electronic transitions are spin, parity, and angular-momentum
dipole-forbidden. The luminescence becomes allowed through
relativistic spin-orbit coupling, the broken symmetry of the
coordination geometry of the solvated complex ions, and asym-
metric vibrations.
The experimental absorption and luminescence spectra of uranyl

compounds have been extensively studied by various groups and
were excellently reviewed by Denning24,25 and others.26-29 The
luminescence spectra are characterized by vibrational progressions,
usually assigned to a common electronic origin. However, we have
found several “lowest excited” near-degenerate electronic states,
originating from 3Δg and

3Φg terms.
The vibrational progression in the O-U-O symmetric

stretching mode of the electronic ground state is dominant in

Figure 1. Valence-orbital energy levels of [OUO]2þ and of its con-
stitutive atoms. The vertical double-arrow indicates the electronic
transitions between the U(5f)-O(2p) bonding σu HOMO and the
nonbonding U-5f δu and φu LUMOs, see their orbital envelopes.
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these spectra. The intensity distributions had been interpreted
since the early 1960s30 exploiting the Huang-Rhys-factor31 for a
“single metal-oxygen bond model”. Different authors have
deduced different expansions ΔR of the U-O bond length in
the electronically excited state, differing by up to a factor of 2.30,32

In addition to this interpretational discrepancy, there is a real
scatter of ΔR-values for different excited states and for different
equatorial ligands. Quantum chemical calculations in the liter-
ature20,33,34,35a,36 often yielded significantly smaller ΔR-values.
Another open question concerns the intensity of an emission

band energetically above the first strong luminescence band,
which may go down with reduced temperature. A hot band from
the first symmetric vibrational state of a nondegenerate, electro-
nically excited state of O-U-O would have an intensity around
3% at room. However, in some cases these “hot band” intensities
are much higher (e.g., up to 15% for uranyl glycine solutions).
Knowledge of the highly resolved single crystal spectra26-29 can
be related to the broad-band solution spectra. This holds in
particular for acidic aqueous uranyl solutions (as applied for
the luminescence spectra to be analyzed below), since uranyl
complexes maintain a low degree of hydrolysis at lower pH values
(6 to 3).37

2. THEORETICALMETHODOLOGYANDCOMPUTATIONAL
DETAILS

Density functional theory (DFT) has been widely used to optimize
molecular structures and energies of actinide compounds. In the Kohn-
Sham formalism the Fermi and Coulomb electron correlations are
approximated by a density functional (DF) in a self-consistent-field
(SCF) manner. While scalar relativistic (SR) approximations seem
sufficient for closed-shell ground state species, relativistic spin-orbit
(SO) coupling effects must be taken into account for the structures,
energies, vibrations, and optical properties involving electronically
excited states. Time-dependent density functional theory (TDDFT)
with SO coupling effects is nowadays being routinely applied for the
vibronic actinide spectra involving low-lying electronic states, because of
its reasonable accuracy at low computational cost.35a,38

The ground and various excited states of the naked [UO2]
2þ ion

have been extensively studied by using different variants of spin-orbit
electron-correlation methods, including SO-CAS-PT2 (multiconfiguration
“complete active space” SCF with second-order perturbation correction),
SO-CI (configuration interaction), and SO-CC (coupled cluster).20,33,34

SO-TDDFT reproduces the experimental vertical excitation energies of
[UO2Cl4]

2-within a few 1000 cm-1 (∼ several 0.1 eV), depending on the
exchange-correlation functional used.35a This accuracy is somewhat inferior
to that of the more sophisticated ab initio electron correlation approaches
based on wave function theory (WFT), which can often reach an accuracy
better than 0.1 eV.34,36,39,40 The latter methods are usually used for bench-
mark calculations of small actinide systems, but are of limited value in the
case of actinide complexes with bulky organic ligands. The interplay of SO
coupling and ligand field effects influences the structure and energetic order
of the individual electronic states. While single-point ab initio calculations
are still possible (see, e.g., ref 35b), the important structure optimization at
those levels becomes quite time-consuming. Therefore, our calculations
were mainly performed at the SO-DFT and SO-TDDFT levels, with
corrections from the SO-CAS-PT2 calculations on naked uranyl and the
uranyl halides.
2.1. Energies, Structures, Stabilities, and Solvation. The

geometric structures of the variously hydrated [UO2]
2þ, [UO2(Gly)]

2þ,
and [UO2(Gly)2]

2þ complexes in their electronic ground-states were
optimized using DFT methods as implemented in the Amsterdam Density
Functional code (ADF2007.01).41 The Perdew-Burke-Ernzerhof (PBE)

exchange-correlation functional was employed.42 Uncontracted Slater basis
sets of triple-ζ plus one polarization (TZP) quality for the U atom, and of
double-ζ plus one polarization (DZP) quality for theH, C, N, andO atoms
were selected from the ADF basis library.43 The frozen atomic core
approximation was applied to [1s2] of C, N, and O, and to [1s2-5d10]
of U. The zero-order regular approximation (ZORA)44 was used to account
for scalar and spin-orbit relativistic effects. The basis set superposition error
(BSSE) was corrected by the counter-poise (CP) recipe, see below eq 1.45

Since solvation effects of strongly polar and hydrogen bonding media
are significant,3c,3e,3g,3m,4d they need to be taken into account for uranyl-
glycin-water complexes in aqueous solution. We used the polarizable
continuum model COSMO.46 We adopted the 20% reduced MM3
atomic radii,47 the default dielectric constant for solvent water, and tried
various effective radii for the solvent molecules, and both the solvent
accessible surface (SAS)48 as well as the solvent-excluding surface (SES)49

with the radius of H as 1.08 Å. The solvation model was applied to
determine the potential energy hyper-surfaces (PES) of the ground and
various low-lying excited triplet states.50 Also, the effect of water molecules
added in a second solvation shell was investigated.3c-3h,3j-3p,4a,10d,10e

In the vibrational frequency calculations, the softness of the ligand
conformations together with the computational numerical noise led in a
few cases to one or two small “imaginary” frequencies (5i-45i cm-1).
Otherwise, all frequencies were real, indicating that the structures were
true minima on the energy surface. The flexibility of the ligands became
suppressed upon embedding the complexes in the model solvent.

The stabilization energies of the complex formation (∑i A(i) f A)
were determined (as negative values) according to eq 1,

ΔEstab ¼ EA - ∑
i
EAðiÞ þ ∑

i
½EAðiÞ- EAðiÞBSðAÞ� ð1Þ

A refers to the whole complex and A(i) to its component i. The energies
E (without or with inclusion of the solvation effects) refer to species with
optimized structures (in vacuum or embedded in the continuum model
solvent, respectively). The last sum of brackets represents the BSSE
correction; superscript BS(A) indicates an extended basis set for
component A(i), comprising the basis sets of all other components as
in complex A.

Finally, we accounted for the zero-point vibrational energy (ZPE),
for the standard concentration conditions including the “translational
correction” in the condensed phase, and for the thermal contributions,
to obtain the Gibbs free complexation energies ΔG of the various
complexes in solution at room temperature (T = 298 K). The transla-
tional, vibrational, and rotational contributions to the energy and entropy
terms were calculated using the partition functions of the uncoupled
translating rotator-vibrator model. The moments of inertia and the
harmonic vibrational frequencies were obtained from geometry optimiza-
tions and full normal-mode analyses in the gas phase. The applied
thermodynamic formulas and practical calculation examples were taken
from the literature.3m,4c,51

2.2. Excited States and Luminescence Spectra. The equilib-
rium geometries Re of the electronically excited triplet states of

3(σu f
fδu,φu) character, which are the lowest ones of their symmetry, were
determined by individual DF optimizations. The vertical transition
energies ΔE(Re) were obtained by TDDFT at the electronic excited
state geometries. The adiabatic transition energies were then determined
by adding the ground-state energy change between the ground- and
excited-state geometries.52 The statistically averaged orbital potentials
(SAOP) with correct asymptotic 1/r behavior were employed in the
TDDFT calculations.53 The significant SO couplings in the excited
states were accounted for by the relativistic two-component ZORA
formalism.44

The time-dependent theory of molecular spectra, as developed by Heller
et al.54 and later updated by Petrenko and Neese55 had been successfully
applied, for instance, to various organometallic compounds.56 This
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semiclassical vibronic approach can take several electronic PES and
multimode vibrations into account. For small structural changes during
the optical transition from a single PES and for small vibrational anhar-
monicities, the common Franck-Condon approach57,58yields similar
results. The latter is more transparent to explain the influence of physical
parameter changes on the spectral shape. Therefore, we also applied
the Franck-Condon formulas of Struck and Fonger57 to elucidate
the luminescence band shapes of the hydrated uranyl-glycine systems
(see Figure 8 below).

In this paper, we designate the transitions from electronic state i to the
ground state by (i0), in parentheses. The dominant luminescence
transition is (10). The concomitant change of the vibrational state from
v to w (of the symmetric stretching mode of the O-U-O unit, if not
specified otherwise) is indicated by subscript vw. The main band-
progression is (10)0w. Thermal excitations of the (1)0 state at room
temperature of the vibrational mode and of several adjacent electronic
states, namely, the (1)1 and (i)0 states, also contribute to the luminescence.
Both types will here be called hot bands, independent of vibrational or
electronic excitation. The intensity of the emitted photons, as measured by
photomultipliers or photodiodes, is designated by I(ω), where the angular
frequencyω of the photons is just the photon energy E = pω in quantum-
chemical atomic units, with p = 1 au. Electric dipole transitions were
considered in the theoretical spectra, which were eventually compared to
the measured ones.11

3. STRUCTURE AND STABILITY OF THE COMPLEXES

Detailed values are collected in the Supporting Information,
in particular also data and figures for many less stable structures
not shown here explicitly.
3.1. Free and Aquo-Coordinated Uranyl. Concerning free

[UO2]
2þ, the DFT results are RUO = 1.721 Å for the U-O bond

lengths, and ωs = 1006/ωas = 1116 cm-1 for the symmetric/
antisymmetric stretching frequencies. This agrees well with a
four-component CCSD(T) ab initio approach: RUO = 1.715 Å
andωs = 974 cm

-1.59 Depending on the methods and basis sets,
other ab initio values scatter for RUO from 1.67 to 1.75 Å and
for ωs from 968 to 1103 cm-1.20,33,34,60,61 This illustrates the
accuracy of the numbers obtainable from present-day ab initio
techniques.
Concerning the aquo complexes, the energetically most favorable

coordination (see the Supporting Information) occurs for 5 water
molecules in the equatorial plane. The optimizedU-OH2 distances
are around 2.5 Å, common for equatorial oxygen ligands.3h,g,o,62,63

The uranyl O-U-O axial bonds in the pentaquo complex (R =
1.770 Å, ωs = 908 cm-1) show the well-known elongation and
weakening upon equatorial coordination. Solvation of [UO2aq5]

2þ,
simulated by aqueous continuum solvent embedding, has little
further influence on the structure.
3.2. Mono-Glycine Complexes “M-m”. The use of “biden-

tate” here indicates coordination of both oxygens of the carboxy-
late, not the chelation of the carboxylate and amino ends of
the glycine chain, as found, for example, in some related
cases.13d,14a,14b,14f,14g

Some of the minimum-energy structures of [UO2(Gly)1aqm]
2þ

in vacuum (m = 0 to 5) are shown in Figure 2. The glycine is
coordinated in zwitter-ionic form to the uranium atom via the
carboxylate oxygen atoms. Complexes with more than two water
molecules possess more than one low-energy structure. Structure
M-3 has a bidentate carboxylate, while M-3* has a monodentate
carboxylate, which is internally hydrogen-bonded to a coordinated
H2O, with CNeq lower by one unit. Tetra-hydrated uranyl-glycine
structures (M-4 and M-4*) are likewise. The penta-hydrated

complex has only one low-lying structureM-5*, because a bidentate
glycine without an internal hydrogen bond (M-5) would require a
crowded CNeq of 7.
The uranyl U-Oax distances in the monoglycine complexes

are around 1.775 Å, slightly longer than in [UO2aq5]
2þ. The

carboxylate anion seems to perturb the uranyl unit a little more
than two water ligands. For the various M-m complex structures
the equatorial U-OGly distances vary quite a bit, between 2.32
and 2.66 Å. In the bidentate cases, the distances of U to the
two OGly atoms may differ by very little or by up to 0.2 Å. This
scenario is also found in the crystal structures of solid uranyl
glycine complexes.15,16

Upon increase of CNeq by 1 unit, we observe the common
increase of the coordination distances, for U-Oaq around 0.08 Å
and for U-OGly a little less. The U-Oaq distances of the inter-
nally hydrogen-bonded H2O in the monodentate cases are about
0.08 Å shorter. Namely, hydrogen bonding makes this H2O
partly like a hydroxyl ion, which is known to form shorter com-
plex bonds. Our results for glycine coordination fit into the series
of literature data on uranyl coordination by various oxo-anions
(CO3

2-, RCO2
-, NO3

-).3g,f,k,4a,4b,4d,10a,10c,10d,64

Relative stabilization energies of some lower energy complexes
in vacuum and in themodel solvent are compared in Table 1. The
optimal CNeq = 5 is achieved by either bidentate or monodentate
glycine, that is, without or with an internal hydrogen bond to an
additional water ligand, respectively. In summary, several slightly
different complex structures are within a few kcal/mol and might
coexist in thermodynamic equilibrium, depending on the tem-
perature, pressure, concentration, pH values, and ionic strengths.
Stabilization ‘Gibbs free energies’ ΔGstab of the most stable

structures among the M-m and M-m* complexes in a dielectric
solvent are compared in Figure 3. The strongly preferred CNeq

value is 5, with one bidentate glycine and three water molecules
(M-3). Complexes with CNeq = 6 are considerably higher in
energy, in contrast to some crystalline uranyl compounds.15,26b,65

Figure 2. Complex structures of [UO2(Gly)aqm]
2þ in vacuum,m = 0 to 5.

M-m denotes monoglycine uranyl complexes with m additional equatorial
water molecules; an asterisk * indicates an internal hydrogen bond.

Table 1. Relative Complex Stabilization Energies ΔEstab

(in kcal/mol) of [UO2(Gly)aqm]
2þ in Vacuum and in

the Water Model Solventa

complex
structure
(Figure 2) CNeq

Gly
dentaticity

ΔEstab

(vacuum)
ΔEstab

(solvent)

[UO2(Gly)aq2]
2þ M-2 2 bi -0- -0-

[UO2(Gly)aq3]
2þ M-3 5 bi -0- -0-

M-3* 4 mono 1.6 2.3
[UO2(Gly)aq4]

2þ M-4* 5 mono -0- -0-
M-4 6 bi 6.0 3.6

[UO2(Gly)aq5]
2þ M-5* 6 mono -0- -0-

aThe lowest energy structure of each [UO2(Gly)aqm]
2þ, m = 3 to 5,

defines the energy zeros -0-; without BSSE correction.



2086 dx.doi.org/10.1021/ic200204p |Inorg. Chem. 2011, 50, 2082–2093

Inorganic Chemistry ARTICLE

Our calculated results (see also the Supporting Information)
indicate that CNeq = 5 becomes more favored at the Gibbs free
energy level, in agreement with literature results.4d

3.3. Di-Glycine Complexes “D-m”. Optimized structures
of [UO2(Gly)2aqm]

2þ in vacuum are shown in Figure 4. Here
only structures with CNeq = 5 are presented because CN = 5 had
already been proven to be most stable for the zero- and mono-
glycine complexes, and similar trends are found for all three types
of complexes. Different isomers with different directions of the
amino groups are distinguished by letters a, b, c. In D-1 type
complexes [UO2(Gly)2aq]

2þ, both glycine molecules are biden-
tate. In D-2 type complexes [UO2(Gly)2aq2]

2þ, one glycine is
bidentate and the other one is monodentate, in the D-2* ones
with an internal hydrogen-bond. In the D-3** complexes, both
glycines are monodentate and internally hydrogen-bonded. The
twoU-OGly distances of the bidentate glycines are around 2.5 Å,
differing by 0.06-0.12 Å. For the monodentate glycines,
U-OGly is near 2.35 Å (2.42 Å) in case of one (two) mono-
dendate glycine(s) in the complex. The U-OH2 distances lie
between 2.45 and 2.56 Å. These trends are again consistent with
experimental results of related crystal structures.15,16,25

The structures with low relative energies are displayed in Table 2.
The energy changes due to embedding the species in the model
solvent are relatively small, that is, comparable to room temperature
kT (∼0.6 kcal/mol). Concerning the complex species in vacuum,
a water molecule in a second coordination sphere (Figure 6) yields
a competitive energy, in particular if doubly hydrogen bonded (see
the Supporting Information). The stabilization free energiesΔGstab

of the most stable conformations of the D-m species increase from
D-1 to D-2 and to D-3 (see Figure 5).

3.4. Uranyl-Glycine-Water Equilibria. To determine the
dominant uranyl species in solution, entropy effects must be
accounted for. In general, complexes with a smaller number of
coordinated water molecules are favored, because H2O has a
higher entropy in the solvent than in the complex (about 35-40
cal 3mol-1

3K
-1). Therefore, M-3 and D-1 species are predicted

to dominate in the acidic glycine-uranyl solutions. Accounting for
the zwitterionic equilibrium in water,66

0Gly0 T þGly- ð2Þ
we have estimated the Gibbs free energies of the following two
equilibria for the common standard states (55.34 mol/L for
liquid water, 1 mol/L for the solutes),

½UO2aq5�2þ þ þGly- f ½UO2
þðGlyÞ-aq3�2þ

þ 2H2O, log10ðK 3mol=lÞexp � 1:26 ð3Þ

½UO2
þðGlyÞ-aq3�2þ þ þGly- f ½UO2

þðGlyÞ-2aq1�2þ

þ 2H2O, log10ðK 3mol=lÞexp � 0:77 ð4Þ
The relative stabilization energies of various structures with

the same composition of [UO2(Gly)naqm]
2þ in the solution are

relatively reliable because of error cancellation. However, when
comparing complexes of different composition, one has to break
the hydrogen-bonds of water or zwitterionic glycine molecules in
the solvent and account for less hydrogen-bonding of the
coordinated species in the solvated complex. It is known that
the COSMO continuum model is not accurate enough to
simulate the solvation energies of species such as H2O,

0Gly0,

Figure 3. Stabilization Gibbs free energies ΔGstab (in kcal/mol) of the
most stable M-m structures of [UO2(Gly)aqm]

2þ, for m = 0 to 5, see
Figure 2 (optimized in vacuum, with solvation energy corrections by
single-point COSMO calculations). CN denotes the equatorial coordi-
nation number. An asterisk indicates an internal hydrogen bond.

Figure 4. Structures D-m of Diglycine complexes [UO2(Gly)2aqm]
2þ

in vacuum form = 1 to 3. Each asterisk indicates an internal hydrogen bond.

Table 2. Relative Complex Stabilization Energies ΔEstab

(in kcal/mol) of [UO2(Gly)2aqm]
2þ in Vacuum and

in the Water Model Solventa

complex
structure
(Figure 4) CNeq

Gly
dentaticity

ΔEstab

(vacuum)
ΔEstab

(solvent)

[UO2(Gly)2aq]
2þ D-1c 5 bi, bi -0- -0-

D-1a 5 bi, bi 0.6 0.5
D-1b 5 bi, bi 0.8

[UO2(Gly)2aq2]
2þ D-2*b 5 mono, bi -0- -0-

D-2*c 5 mono, bi 0.5 0.4
D-2*a 5 mono, bi 1.4
D-2a 5 mono, bi 6.8
D-2b 5 mono, bi 7.2

[UO2(Gly)2aq3]
2þ D-3**b 5 mono, mono -0- 0.6

D-3**a 5 mono, mono 0.5 -0-
a See footnote of Table 1.

Figure 5. Stabilization free energies ΔGstab (in kcal/mol) of the most
stable D-m structures of [UO2(Gly)2aqm]

2þ, form = 1 to 3, see Figure 4
(optimized in vacuum, with solvation energy corrections by single-point
COSMO calculations). CN denotes the equatorial coordination number.
Each asterisk indicates an internal hydrogen bond.
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þGly-, or the uranyl complexes, since the hydrogen-bonding
between the first and the outer solvation shells requires the
explicit treatment of the specific solvent effects.67,68 To reduce
the calculation errors, we used the experimental reaction en-
thalpy and free energy of eq 2.66

While the trends in Table 3 are qualitatively correct, the free
energies are yet in error by 5 and 14 kcal/mol; the complexes in
the solution are predicted significantly too stable. That is, the
entropy of water molecules in the continuum solvent relative to
those in the complex is overestimated by about 10 cal/mol/K. In
addition, the simple COSMO model without semiempirical
corrections for individual hydrogen bonds misses about 2 kcal/
mol of the hydration energy of H2O,

69,70, but there are no general
estimates of the solvation energy errors of the other species.
Preliminary cluster calculations indicate that such errors are
around several kcal/mol per single species. In particular, the
stabilization of the aquo-complex [UO2aq5]

2þ due to solvation is
underestimated by about 10 kcal/mol in energy in comparison to
the two glycine complexes. Literature data3d-3f,3j,3k,10e,63 show that
it would be sufficient for the aquo-complex to treat about 50 water
molecules explicitly in the second coordination shell, and then
embedding the cluster in a simple continuum solvent model. To
model the perturbation by one or two glycine chains sticking into
the “second” coordination shell of water molecules would probably
require another 100 or more additional water molecules, or a more
realistic continuum solvent model around the second shell (e.g.,
RS-COSMO).
Water molecules in the second solvation shell of the com-

plexes preferentially orient their oxygen ends to one or two
hydrogen atoms of the coordinated water molecules (Figure 6)
or of the ammonium ends of þGly-. In contrast, the oxygen sites
of uranyl or of the coordinated glycines are less favored, which
is consistent with ab initio molecular dynamics (AIMD) simula-
tions of UO2

2þ(H2O)x assemblies.3j,63

Finally, we have not found glycine as a neutral or deprotonated
species in acidic solutions forming N,O-chelates, as suggested by
Lagrange, Cefalo, et al.14a,14b,14f First, there is no entropic driving
force for the internal isomerization of [(H2O)3(UO2)O2C 3
CH2 3NH3]

2þ to [(H2O)3(UO2)OCOH 3CH2 3NH2]
2þ, because

no water molecules are released into the solution. Only the

bidentate 3CO2
- is replaced by the two monodentate 3COOH

(or 3COO
-) and 3NH2 end groups of a glycine. Second, there is

also no enthalpic drive, at least in non-basic solution. Preliminary
calculations show that N,O-chelate complexes are not favored over
the bidentate carboxylate ones concerning both enthalpy and free
energy in non-basic solutions where þGly- dominates.

4. ELECTRONICALLY EXCITED STATES AND
LUMINESCENCE SPECTRA

At the beginning, we emphasize the following three points
concerning the normalization of experimental and theoretical
energies, transition probabilities, and band widths.
(i) Energies The accuracy of the DFT-calculated transition

energies is at best of the order of a vibrational quantum,
while the experimental accuracy is about 3 orders of
magnitude better. Further improvement of the calculated
energies is computationally too expensive for todays
computers, so we estimated the DFT-error trends with
the help of some CAS-SCF-PT2 results. In the final
spectra simulations, the theoretical energy scales were
shifted to get coincidence for the experimental adiabatic
energies ΔE.

(ii) Intensities Since the experimental emission intensities are
usually given in arbitrary units, we conversely fit them to
the calculated ones. The height of the first strong experi-
mental peak (at energyΔE) is adjusted.When the lifetimes
τ (1 au = 24.2 as) are solely determined by luminescence,
an experimental oscillator strength f (in a.u.) can be derived
from formula 5, where cn is the velocity of light in the
medium (cn = 137.036a.u./n, refractive index of water n =
1.33).58However, it turns out that less than a percent of the
excited states decay via optical emission.9h-o

f ¼ cn
3=ΔE2τ ð5Þ

(iii) Band Widths We have surveyed the fully optimized
electronic wave functions, geometries, and PES along
the O-U-O symmetric stretching normal mode for the
ground and various electronically excited triplet states. In
addition, the antisymmetric stretching, bending, and
rocking modes of uranyl are also investigated for the
frozen ligand system. Thereby, we get the overall inten-
sity pattern. No effort is made to investigate the dynamics
of the ligand vibrations and ligand exchange reactions,
and to estimate the homogeneous and heterogeneous
line broadening effects, because of the prohibitive com-
putational expense.3c-h,j-o,p,4a,10d,10e Therefore, we have
empirically fitted a single Gaussian width parameter Γ to
all vibrational bands for each of the zero-, mono-, and
diglycine complexes, as is the cases in most other computa-
tional simulation of fluorescence spectra.

Table 3. Calculated Thermodynamic Quantities of Uranyl
Complexation Reactions 3 and 4 a

complex ΔH ΔG ΔGØ log [K]

M-4* -11.44 -11.23 -8.84 6.5

M-3* -6.27 -15.07 -8.37 6.1

M-3 -10.41 -22.18 -15.48 11.3

Expt 0.93b -1.58b, -1.71c 1.16b, 1.26c

D-3**b -9.67 3.14 1.23 -0.9

D-3**a -9.27 2.97 1.06 -0.8

D-2*c -6.29 -5.92 -3.53 2.6

D-2*b -7.23 -6.52 -4.12 3.0

D-1c -0.72 -12.18 -5.48 4.0

Expt 0.22b -1.42b, -1.05c 1.04b, 0.77c

a Enthalpies ΔH and Gibbs free energies ΔG (in kcal/mol) at room
temperature (T = 298.15 K), ΔGØ for standard state conditions;
logarithm10 of the equilibrium constants log [K, in mol/L]. Calculated
with ADF and COSMO. Energies corrected for the BSSE in vacuum.
bRef 14c. cRef 11; see also refs 13d and 14a,14b.

Figure 6. Representative structures (M,D)-m(i or i,j): Complexes
(M,D)-m (see Figures 2 and 4) with an additional water molecule in the
second solvation shell, hydrogen-bonded to coordinated H2Omolecule-
(s) i, or i and j.
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In the following, we discuss five features of the luminescence
spectra of the zero-, mono-, and diglycine complexes: (i) the
lower electronic excitation energies and the character of the wave
function, (ii) the vibrational quanta of the ground and excited
states, (iii) the intensity distributions of the main vibrational
progression, (iv) the U-Obond length expansions of the excited
states, and (v) the shorter wavelength band. The calculated data
are listed in Tables 4 and 5.
(i). Groups of Low-Lying Electronic Excited States and the

U-fδ/O Mixing. The U-5fδ (ml =( 2) orbitals of the OUO unit
are more oriented toward the axial oxygen ligands than the U-5fφ
(ml = ( 3) ones (Figure 1). In the bare uranyl [UO2]

2þ cation,
U-5fδ is thus a little higher in energy because of the Pauli repulsion.
Furthermore, the SO splitting is larger for theml =( 3 than for the
ml =( 2 states of U-5f type. As a result, 3Φg(σuf5fφu) dominates
the lowest excited energy levels of bare uranyl.33b,34,35a

The stronger the dative interaction in the coordinated uranyl
complexes, the more do the equatorial ligands destabilize the
U-5fφ orbitals relative to the U-5fδ ones. This causes a reduction
of the 3Φg(σuf5fφu) admixture, and an increase of the
3Δg(σuf5fδu) admixture in the lowest excited states of the
complexes. Indeed, our TDDFT calculations predict the decreas-
ing 3Φg character in the lowest states from [UO2(H2O)5]

2þ to
[UO2(Gly)1(H2O)3]

2þ to [UO2(Gly)2(H2O)1]
2þ, and for

the latter two, the 3Φg character is a little preferred. Previous
research35a had shown that the TDDFT approach tends to
overestimate the 3Φg admixture in the lowest states. Therefore,
we suppose that the excited aquo-complex has more 3Φg admix-
ture than the excited glycine-aquo-complexes, and that the excited
glycine-aquo-complexes are already 3Δg dominated. Within the
reliability of the method, the excitation energies are similar.
The whole low-energy triplet manifold consists of 3 3 (2þ 2) =

12 individual SO states. We find the six lowest of them within
about 1000 cm-1, the next states are then higher by more than
2000 cm-1. The lowest states cluster in two groups, see Table 4

(for more details see Supporting Information, Table S8). The
two lowest ones of 3Δg character differ by only 20-25 cm-1 for
[UO2(H2O)5]

2þ and [UO2(Gly)1(H2O)3]
2þ, and by less than

160 cm-1 for [UO2(Gly)2(H2O)1]
2þ. The center of gravity of

the second group of 4 states is 670 ( 100 cm-1 higher, which
accidentally resembles the OUO vibrational quanta.
(ii). Symmetric Uranyl Vibration. The complexes have some

50 to 70 vibrational modes, among which about half of them lie at
low frequencies and are all thermally activated. The observed first
band at E(10)00 corresponds to the 0-0 vibrational transition of
O-U-O; all the other modes with slightly modified equilibrium
coordinates in the excited and ground states determine the line
width. That is, the experimental E(10)00 value is adiabatic with
respect to the symmetric O-U-O vibration, but vertical other-
wise. The fully adiabatic luminescence energy E(i0)adi is also
given in Table 5. The energies are determined using PBE-DFT
for the ground state and SAOP-TDDFT for the excited states,
with solvation and SO coupling effects included. The vibrational
frequencies of the three complexes are the same within the reliab-
ility of the method, namely, ∼790 cm-1 for the lowest excited
states, and ∼900 cm-1 (14% larger) for the ground states. The
calculated frequency difference is ∼110 cm-1, close to the
experimental value at ∼130 cm-1.
(iii). Overall Intensity Distribution. The luminescence spec-

tra of uranyl compounds in solution at room temperature in the
λ range of 650 to 450 nm (wavenumbers 15 to 22 � 103 cm-1)
typically consist of a dominating vibrational progression in the
symmetric stretching mode of the electronic ground state of
the [O-U-O]2þ unit.21,71 Often a low-intensity band is also
detected at slightly higher energy. For instance, in the case of
[UO2]

2þ in aqueous perchloric acid, the principal part originates
at 20 502 cm-1 with an average spacing of 855 cm-1; a “hot
band” appears at 768 cm-1 higher with less than 3% intensity
(∼ e-ΔE/kT).72 The experimental solution spectra of the uranyl-
aquo-glycine complexes are similar, see the blue curves in Figure 7.11

Table 4. Properties of the Two Lowest-Energy SO-Coupled Groups of Electronically Excited States of 3(σuffδu,Ou) Triplet
Character, Calculated with SO-SAOP-TDDFT

complex DTa #1b Ec ΔRU-O
d ∑f e ∂∑f/∂R f #2 b E c ∑f e #2/#1g

[UO2(H2O)5]
2þ 3Φg 2 20524 5.5 1.5 0.01 4 þ762 0.6 0.03

[UO2(H2O)5]
2þ 3Δg 2 21622 4.4 0.7 -0.01 4 þ777 0.5 0.10

[UO2(Gly)1(H2O)3]
2þ M-3 3Δg 2 21721 4.4 0.4 0.11 4 þ657 4.7 0.14

[UO2(Gly)2(H2O)1]
2þ D-1c 3Δg 2 21830 4.5 3.1 0.09 4 þ568 5.1 0.14

aDT = dominant SΛg (σu
1 δu

1 or σu
1
φu

1) term. bNumber of states in the 1st (#1) and 2nd (#2) group of electronically excited states. cBoltzmann- and
oscillator-strength weighted averages of vertical luminescence energies from the 1st group of excited states, and energy gap to the 2nd group, in cm-1.
dChange of U-O bond length upon electronic excitation, in pm. eSum of Boltzmann-weighted oscillator strengths of 1st and 2nd groups of states, in 10-5

atomic units. fAsymmetric vibrational enhancement of ∑f, in 10-5a.u./pm. gRatio of thermal populations at room temperature of 2nd to 1st group
of states

Table 5. Calculated (DFT) Spectral Parameters of [UO2(Gly)n(H2O)m]
2þ

complex DT-LESa ω0
b ωi

b ΔRU-O
c ΔE(i0) d E(i0)00

e E(i0)adi
f

[UO2(H2O)5]
2þ 3Φg 911 805 5.46 20508 21786 22347

[UO2(H2O)5]
2þ 3Δg 911 805 4.44 21613 22447 22359

[UO2(Gly)1(H2O)3]
2þM-3 3Δg 905 790 4.39 21716 22713 23083

[UO2(Gly)2(H2O)1]
2þD-1c 3Δg 902 786 4.49 21819 22911 23006

aDominant SΛTerm (DT) of the Lowest Excited States (LES), with appreciable oscillator strength. bOUO symmetric stretch frequenciesω0 andωi of
ground (0) and excited (i) states, in cm-1. cU-O bond length expansion ΔRU-O upon electronic excitation, in pm = 0.01 Å. dVertical luminescence
transition energiesΔE(i0) from excited state i, in cm-1. eOUO vibrational 0-0 transition for frozen ligand geometry, in cm-1. fDifference between the
PES minima for fully optimized complex structures, in cm-1.



2089 dx.doi.org/10.1021/ic200204p |Inorg. Chem. 2011, 50, 2082–2093

Inorganic Chemistry ARTICLE

The total intensity depends on the quantum yield, that is, the
ratio of photo emission to nonradiative quenching transitions. It
is known from experiments that more than 99% of the excited
molecules decay radiationless, and that is hardly predictable with
sufficient accuracy. However, we can determine the electronic
oscillator strength f(i0) at frozen geometry, and also the change
due to asymmetric vibrational distortions ΔRj of the complex
structure, ∂f(i0)/∂ΔRj. The SO coupling and static symmetry
breaking in the complex induce electric dipole transition mo-
ments with oscillator strength of the order of 10-5 a.u. for the
case of clamped nuclei. Together with asymmetric vibrational
amplitudes of several pm and ∂∑f/∂R values of a few 10-6 a.u./pm,
similar transition probabilities are obtained for all three
complexes, and larger ones for the second than for the first group
of states.
For the two glycine complexes, the most intense band is the

first 0-0 one, the intensities of the lower energy bands decreas-
ing steadily. For the pure aquo-complex, however, the second
0-1 band is strongest, and the intensity decrease is less

pronounced. This difference is due to different U-O bond
length changes upon electronic excitation.
(iv). U-O Bond Expansions upon Electronic Excitations.

The physically most relevant parameter of the spectral intensity
distribution of a vibrational progression is the Huang-Rhys
factor S31 for the initial and final vibrational normal modes of the
respective electronic states. S is approximately related to the
intensity ratio of the first two bands, I1/I0≈ S, and to the index w
of the strongest band, Imax ≈ Iw≈S. S connects the spectral shape
to the bond length change ΔR upon the electronic transition.
In the case of absence of anharmonicities, Dushinsky rotations,
and vibrational frequency changes, the relation simplifies to eq 6,
with z = 1.

μ 3ω 3ΔROO
2 ¼ 2z 3 S ð6Þ

Here μ is the effective vibrating mass (for the symmetric stretch
of O-U-O, μ is M(O)/2), ΔROO is the change of the O-O
distance (ΔROO = 2 3ΔRU-O), and ω =

√
k/μ is the vibrational

Figure 7. Luminescence spectra of [UO2 aq5]
2þ (top), [UO2(Gly)1

aq3]
2þ (middle), and [UO2(Gly)2aq1]

2þ (bottom). Blue, dotted lines:
Experimental (obtained fromFigure 4 in ref 11). Red, solid lines: theoretical.

Figure 8. Intensity distributions of vibrational fluorescence (Fl) bands.
(a) For a smaller and a larger (�√

2) electronically induced bond length
change R. (b) For identical and different (þ14%) vibrational frequencies
of the initial excited (ωe) and final ground states (ωg). (c) For photon
counting (PC) and for energy integration (II). (d) Intensity distribution
of absorption (Ab) and of emission (Fl). For details see the Supporting
Information.
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quantum (k = kUO/2, all in a.u.). However, applying the above-
mentioned “single metal-oxygen bond model” to O-U-O
corresponds to z = 2, while the deduction of Wong et al.32 seems
to correspond to z = 4. For uranyl, this meansΔR(U-O)≈√

S
0.05 Å (our theoretical result) with z = 1, ≈ √

S 0.07 Å (the
common experimental deduction) with z = 2, or ≈ √

S 0.11 Å
(Wong’s result) with z = 4.
Figure 8 displays the dependence of the intensity distributions

of the vibrational fluorescence progression.57,58,73 An increase of
the bond-length expansion upon electronic excitation from 5.5 to
7.78 pm, that is, by a factor of

√
2 ≈ 0.07/0.05, changes the

spectral shape completely (Figure 8a). The effect of change of the

vibrational frequencies from initial to final electronic state (here
byþ14%) is smaller, though not negligible (Figure 8b). There is
a quite small change of the spectral curves, when either photons
are counted or the energy flux is integrated, to measure the
intensities (Figure 8c). The spectral shapes for absorption and
emission between the same states are also remarkably different
(Figure 8d).
On this background, we have simulated the fluorescence spec-

tra of the three complexes. Geometries, frequencies, and transi-
tion energies of small uranyl species, such as [UO2]

2þ, [UO2X2]
(X = F, Cl) or [UO2Cl4]

2-, have been reliably determined by
more sophisticated ab initio methods.20,33,34,36 As shown in Table 6,
the bond-length expansions upon electronic (U-O)σuf(U5f)δu,φu
excitations are somewhat underestimated by DFT, possibly because
of a large self-interaction error (SIE) of the compact U5f orbital.39

According to this theoretical finding, we enlarge our DFT values of
ΔR by 3/4 pm. In the case of the pure aquo complex, we apply the
average of the 3Δg and

3Φg values.
Concerning the mean anharmonic vibrational frequencies,

they are usually somewhat smaller than the harmonic ones, in
particular at the DFT level of approximation. This is also the case
here, as shown in Table 7, where we have reduced the harmonic
OUO vibrational frequencies from DFT by an average value of
60 cm-1. The electronic excitation energies from SO-TDDFT
with SAOP potential also tend to be large, as compared to SO-
CC or CASPT2 calculations.33b,34,35a We have finally shifted
the calculated excitation energies to the experimental ones (displayed
in Table 7) and then simulated the luminescence spectra in Figure 7
with the other calculated parameters. An optimized empirical fit of
similar quality is shown in the Supporting Information.
(v). Weak High-Energy Band. Fast internal conversion (here

within ps) populates the singlet ground state and a little also the SO
coupled lower excited states of triplet character, which then slowly
decay by luminescence (here within microseconds).3a,11,19 The
luminescence usually occurs from the lowest electronically excited
state i = 1 to the ground state i = 0.74 In the present case, however,
the two lowest electronically excited states (1) and (2) are near-
degenerate and contribute both to the main progression of
∼700 cm-1. They are designated as (10)0wþ(20)0w, where
w indicates the final vibrational state of the electronic ground state.
The Franck-Condon factors are such that significant intensities are
obtained for the first two vibrational emission bandsw=0 andw=1,
and decreasing intensities for the following ones, w = 2, 3, 4.
In addition, the spectra of all three complexes exhibit a high-

energy foot on the left side of the first vibrational band with
∼12% of its intensity (Figure 7). Within several hundred cm-1,
there are several energy levels that remain thermally populated,

Table 6. U-O Bond Length ExpansionΔR (in pm = 0.01 Å)
of Uranyl Compounds upon Electronic Excitations (UδþOδ-)
σuf(U-5f)δu (in Parentheses: (UδþOδ-)σuf (U-5f)Ou) by
Using Different Theoretical and Experimental Approaches

theoretical methoda

DFT MC-PT CC CI ref.b

molecule SR SO SR SO SR SO SO

[UO2]
2þ 6.0 5.7 5.7 6.5 34,35a

(7.2) (7.7) (7.4) (7.1) 20

4.8 5.0 4.8 5.3
33b

(6.8) (6.8) (6.3) (6.4)

4.1
33a

(3.6)

5.5 5.5
thw

(7.2) (7.0)

[UO2F2] 4.4 4.8 5.2 5.8 6.2
thw

(5.5) (6.6) (6.0) (7.5) (7.0)

[UO2Cl2] 2.8 4.2 4.6 4.8 5.4
thw

(3.7) (5.8) (5.3) (6.2) (5.9)

[UO2Cl4]
2- 3.7 5.3 5.3 6.2 34,35a

(3.9) (7.2) (6.3) (7.8) 36

[UO2(Gly)aq3]
2þ 4.4

Derived from Experimental Spectra Using the Single Bond Model

[UO2Cl4]
2- 6.5 to 7.5 24

7.0 27b
aCC, single reference coupled cluster; CI, configuration interaction;
DFT, density functional theory; MC-PT, multiconfigurational 2nd-
order perturbation theory (CASPT2); SO, spin-orbit coupled relati-
vistic; SR, scalar relativistic. b thw = this work.

Table 7. DFT-Theoretical (theor), ab initio Corrected (corr) and Experimentally Derived (exp deriv) Parameters for
[UO2(Gly)n(H2O)m]

2þ Complexesa

ω0 [cm
-1] ω1 [cm

-1] ΔR [pm]

relative hot

band intensity b E00 [cm
-1] Γ [cm-1]

complex theor corr exp deriv theor corr exp deriv theor corr exp deriv theor exp deriv exp deriv exp deriv

[UO2(H2O)5]
2þ 851 866 745 739 5.70 5.94 0.148 0.115 20496 221

[UO2(Gly)1(H2O)3]
2þ M-3 845 847 730 710 5.14 5.56 0.155 0.134 20321 235

[UO2(Gly)2(H2O)1]
2þ D-1c 842 830 726 710 5.24 5.33 0.157 0.111 20190 235

aThe theoretical spectra simulation in Figure 7 is based on the theoretical, corrected values forω0,ω1, andΔR, the theoretical hot band intensity, and the
experimentally derived adiabatic energy E00 and bandwidth Γ.

b In comparison to the first main band, both having contributions from the first two, and
the next four electronically excited states, and from the vibrationally excited states.
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each by a few % according to the Boltzmann factor at room
temperature (e.g., by 3% for 700 cm-1). They can contribute to
the optical emission as well. First, there is the first excited state of
the symmetric OUO vibration that will give rise to a common
“hot band” of about 2-3% intensity. An irregular progression
overlays the main progression, but cannot be discriminated
experimentally. In addition, there are another 4 electronic states
(3) to (6) in the same energy region as the first OUO vibration of
the lowest two excited states, that is, around 700 cm-1. Their first
bands (i0)00, i = 3-6, contribute 10 to 14% to the high-energy
foot. Therefore, the foot is about 4 to 5 times stronger than a
common hot band. Finally, we note that the oscillator strengths
of the lower excited states are also modified by asymmetric
vibrations (∂∑f/∂R). Therefore, the vibrational excitation of the
antisymmetric O-U-O stretching mode may also contribute to
the high-energy foot.

5. CONCLUSIONS

The computational simulations of complexation, solvation,
and optical behavior of the actinides are topical challenges. The
results of this work show that competing complex geometries,
relative stabilities, and luminescence properties of uranyl-glycin-
water solutions can be reproduced by relativistic DFT ap-
proaches, provided they are partially corrected on the basis of
ab initio model calculations and with the help of some experi-
mental data. The application of realistic solvent models is
imperative. The experimental trends can be explained, and
additional details can be specified through theory.

Relativistic scalar and spin-orbit coupling effects, but in
particular the complicated electron-correlation effects in the
partially diffuse, partially compact valence shells of the actinide
compounds, must be treated very carefully. Present density
functional approximations still require significant calibration by
more reliable post-SCF results of model molecules. Simple
continuum solvent models need corrections from explicitly
calculated interactions to the second coordination sphere or by
some empirical adjustment. Present computational modeling of
actinide solution chemistry cannot compete with the spectro-
scopic accuracy of experimental band energies; nor can absolute
luminescence intensities be obtained ab initio in routine inves-
tigations because of the complexity of various nonradiative pro-
cesses. However, the relative energies and intensity distributions
of the luminescence spectra can be predicted.

In solution, the uranyl-glycine-water complexes have various
conformations and isomers, even complexes with different sum
formulas may have similar stabilities. We have shown that at
room temperature, five-coordination in the equatorial plane of
uranyl is favored in aqueous solution because of enthalpic and
entropic reasons. In neutral to acidic solutions, one or two
glycine molecules bind as zwitterions with their bidentate
carboxylic groups, with water molecules occupying the remaining
space in the first coordination sphere. Further structural details of
the first and second coordination sphere have been added to the
experimentally derived knowledge. Different orientations of the
glycine chains exist in equilibrium. The water molecules in the
second solvation shell prefer hydrogen bonding with their
oxygen ends to the water and ammonium protons, instead of
bonding with their hydrogen ends to the oxygen ions of uranyl or
glycine. At low temperature and in the gas phase, uranyl-glycine
complexes may bind more water molecules, for instance, with
internal hydrogen bonding to monodentate glycine.

We find that the vibration of the whole O-U-O group rather
than of a single U-O bond needs to be considered, when
analyzing the vibrational progression of the symmetric O-U-O
stretching mode. The U-O bond length expansion ΔR upon
electronic excitation from (U-O)σu to (U-5f)φu,δu is around
5.5 pm, that is, smaller than 7 pm. The lowest electronic excited
states of σuffφu,δu type change their character from more φu and
less δu (Δg(1

3Φg) derived states) for gas-phase uranyl to more δu
and less φu (Πg(1

3Δg) derived states) for the mono- and diglycine
complexes. The pure aquo-complex is intermediate. This explains
the larger ΔR of the uranyl-aquo complex in comparison to the
uranyl-glycine complexes. The unusually high intensity of the high-
energy foot of the progression is explained by an overlay of
vibrational hot bands and emission from thermally populated, elec-
tronically excited states accidentally near-degenerate with the first
O-U-O vibrationally excited state. The asymmetric O-U-O
vibration contributes to all bands.

Our present approach of modeling the solvation structures
and luminescent properties of uranyl-glycine-water complexes
can be extended to other actinyl complexes in general. Such
research will help a better understanding of the interaction of
actinyl units with various common ligands, including those of
geologic and biologic interest. While the computational model-
ing can offer additional details and insights, some thermody-
namic and spectroscopic trends can only be predicted by more
sophisticated theoretical approaches which are extremely com-
putationally expensive even with today’s supercomputers. More
accurate theoretical approaches with more reliable electron
correlation and more realistic solvation models are needed for
the presently unexplained thermodynamic and spectroscopic
properties.
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