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’ INTRODUCTION

Copper acetate monohydrate is a “signature molecule” in the
field of molecular magnetism. Early on, the complex was assumed
to be mononuclear. However, the magnetic susceptibility mea-
sured as a function of temperature published by Guha in 19511

shows a maximum at room temperature as well as a dramatic
decrease at lower temperatures. This unexpected behavior
attracted the attention of Bleaney and Bowers who performed a
careful electron paramagnetic resonance (EPR) study of system.
They found that an excited triplet state that exhibits a small zero-
field splitting (ZFS) is populated at room temperature, whereas
the ground state is nonmagnetic, i.e., a spin singlet.2 On the basis of
these observations, they proposed the presence of interacting pairs
of cupric ions. This hypothesis was corroborated by the observed
copper hyperfine interaction.2 Assuming a dinuclear tetragonal
structure of the complex, Bleaney and Bowers also derived an
analytical expression explaining the presence of an axial ZFS. The
axial ZFS parameterD determined using this expressionwas found
to be positive. One year later, in 1953, the structure of the com-
pound was determined by X-ray crystallography.3 This confirmed
the hypothesis of interacting pairs of copper ions. The Cu�Cu
distance was found to be approximately 2.6 Å, and the molecular
structure was close to D2h symmetry (see Figure 1).

Since these pioneering works, copper acetate compounds
have received much attention by the scientific community. The

possible presence of a metal�metal bond in this molecule was
intensely debated.4,5 Moreover, the isotropic exchange6 or
the anisotropy parameters7�9 were also investigated. Despite
all efforts, the sign of the axial ZFS parameter of the triplet
state has only been experimentally determined in 2008.10

High-field high-frequency electron paramagnetic resonance
(HF-EPR) spectroscopy was used to unambiguously extract
the small ZFS parameters of the thermally accessible triplet
state. D was finally found to be negative, at variance with all
previous results extracted from experiments all of which relied
on the original analytical expressions put forward by Bleaney
and Bowers.

Because of the smallness of the ZFS in this system (D =�0.335
cm�1),10 the correct prediction of the anisotropy parameters
constitutes a real theoretical challenge. In addition, it is of utmost
importance to examine the validity of the analytical expression
that led to the wrong sign of D in order to understand the pre-
vious obtained results. In the present paper, we address both
issues. Although we concentrate on copper acetate monohydrate,
it appears obvious to us that our conclusions have much broader
implications with respect to the interpretation of the physical
origin of ZFSs in transition metal dimers.
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ABSTRACT: The zero-field splitting of the copper acetate monohydrate complex is studied using
wave function based calculations. The anisotropy parameters extracted from highly correlated
methods are in excellent agreement with the most accurate experimental results; in particular, the
negative sign of the axial anisotropy parameter D is reproduced. During several decades, the inter-
pretation of experimental data based on an analytical expression derived from perturbation theory
led to a positiveD-value. Although the validity of this expression is confirmed, it is explained that the
incorrect attribution of a positive D is related to the assumption of an antiferromagnetic coupling
between excited states. We have found in the present work that this coupling is actually ferro-
magnetic. The analysis of the various contributions to the anisotropy parameters shows that both spin�
spin and spin�orbit couplings participate in the magnetic anisotropy of this complex. Although the
anisotropy arising from the spin�spin coupling is essentially independent of the level of calculation,
the zero-field-splitting parameters resulting from the spin�orbit coupling are strongly sensitive to
the effects of dynamic correlation. This works provides important new insights into the physical
origin of the zero-field-splitting parameters in copper dimers.
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Since the early ab initio calculation of anisotropic parameters
in 1998,11 in the H2Ti(μ-H)2TiH2 complex, different theoretical
approaches have been developed to calculate the ZFS param-
eters. One of the first density functional theory (DFT) imple-
mentations was provided by the NRLMOL code12,13 and uses
perturbation theory for the spin�orbit coupling (SOC) to obtain
the anisotropy. The method has been applied to various single
molecule magnets (SMMs).14�20 Also in 1998, the first general
perturbation equations for the calculation of the spin�orbit
contributions to the ZFS were derived and implemented in a
semiempirical INDO/S configuration interaction program.21 In
2002, Vahtras et al. presented the first ab initio implementation
of the spin�spin coupling (SSC) interaction for the complete
active space self-consistent field method.22 In 2003, the restricted
active space state interaction spin�orbit (RASSI-SO) method,23,24

which also proposes a treatment of the SOC from a wave function
theory (WFT)-based approach, was implemented in theMOLCAS
code.25 This method has frequently been used to study the ZFS of
transition metal complexes for which the ZFS is often dominated
by the SOC contribution.26�35 The treatment of the SSC in the
framework of highly correlated multireference configuration inter-
action (MRCI) wave functions has been developed by Gilka et al.36

as well as Ganyushin and Neese.37 In fact, the ORCA program38 is
capable of using either DFT or WFT methods (MRCI, CASSCF,
and multireference perturbation theory) to calculate all parts of the
ZFS perturbatively or in the framework of quasi-degenerate pertur-
bation theory.39�42 These methods have been applied to several
mononuclear inorganic complexes and organic molecules.43�48

Density fitting approximations for both the SOC and the SSC have
been implemented to treat large molecules.49,50

The first section of the present paper is dedicated to the theo-
retical description of copper acetate. We will discuss the physical
origin of the ZFS and its description using a model Hamiltonian.
Analytical expressions for the SOC contributions to the ZFS
parameters will be derived from the second-order perturbation
theory. From these expressions, it is shown that an accurate
description of the SOC requires a correlated treatment of both

the ground and several excited nonrelativistic states. In the third
section, the role of dynamic correlation on the extracted ZFS
parameters is analyzed. The validity of the analytical expression
of the SOC contribution to the axial ZFS parameter will finally be
studied, and it will be investigated in detail why the established
expressions led to the wrong sign of D.

’MODEL DESCRIPTION OF THE ZERO-FIELD SPLIT-
TING AND ITS PHYSICAL ORIGIN IN COPPER ACETATE
COMPOUNDS

Model Hamiltonians. As in other binuclear systems with
S = 1/2 magnetic centers, the low-lying spectrum of the copper
acetate complex can be described using the following multispin
Hamiltonian:51,52

ĤMS ¼ JŜa 3 Ŝb þ Ŝa
¼
DabŜb þ dBŜa � Ŝb ð1Þ

where J is the isotropic exchange, DCab is the second-order sym-
metric ZFS tensor, and dB is the Dzyaloshinskii�Moriya pseu-
dovector (equivalent to the antisymmetric second-order ZFS
tensor). However, because of the presence of inversion symme-
try (the only symmetry element of copper acetate monohydrate),
the antisymmetric components will vanish,53,54 and the low-lying
spectrum can be completely described by the isotropic exchange
and a symmetric ZFS tensor. The matrix representation of this
Hamiltonian in the |S, Msæ basis is given in the Supporting
Information. In the case considered here, we are only interested
in the ZFS of the triplet state, which can be modeled by the giant
spin Hamiltonian defined as

ĤGS ¼ Ŝ
¼
DŜ ð2Þ

where Ŝ is the spin operator associated to the triplet state andDC is
the associated ZFS tensor. The matrix representation of this
Hamiltonian is also given in the Supporting Information. Com-
paring the matrix elements of the multispin spin Hamiltonian to
those of the giant spin Hamiltonian expressed in the |S,Msæ basis
and restricted to the triplet components, it is evident that

¼
D ¼ 1

2
¼
Dab ð3Þ

The DC tensor is diagonal in the magnetic axis frame. The matrix
representation of the GS Hamiltonian in this axis frame is again
provided in the Supporting Information. The axial and rhombic
ZFS parameters D and E are defined as

D ¼ DZZ � 1
2
ðDXX þDYY Þ ¼ 3

2
DZZ

E ¼ 1
2
ðDXX �DYY Þ ð4Þ

where |D| > 3E and E > 0 in the standard conventions of mole-
cular magnetism. The first convention fixes the attribution of the
Z axis as the most different one in comparison to the two others,
i.e., the Z magnetic axis is either the hard or easy axis of magne-
tization. The second convention fixes the sign of E and imposes
X to be either the intermediate or hard axis of magnetization,
respectively. In this way, the magnetic axes frame is defined
univocally as well as the ZFS parameters. In the copper acetate
complex, the Z axis almost coincides with the Cu�Cu direction.
The axialD and rhombic E ZFS parameters reflect the splitting

and mixing of the threeMS components of the triplet induced by
SSC and SOC55 which are the main relativistic contributions to

Figure 1. Ball and stick representation of [Cu(CH3COO)2]2(H2O)2.
The easy axis of magnetization almost coincides with the Cu�Cu direction.
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the ZFS.56 In the general case and in absence of symmetry, the
separate consideration of SSC and SOC interactions will generate
different magnetic axes frames. The final eigenframe of the ZFS
tensor will then not coincide with either axis frame. However, for
a (nearly) D2h symmetric molecule the two effects can be con-
sidered separately (as will be shown in the Role of Dynamic
Correlation on the ZFS Parameters section) and the following
approximations can be made:

DSSCþSOC � DSSC þDSOC

ESSCþSOC � ESSC þ ESOC ð5Þ
where the index SSCþSOC refers to a joint treatment of
SSC and SOC, and the indices SSC and SOC refer to separate
treatments.
The ab initio calculations will be performed using both joint

and separate treatments, but the analytical derivation of the ZFS
only concerns the SOC contribution. Although the SSC con-
tribution is non-negligible, it is not the dominant interaction.
Moreover, it is relatively straightforward to calculate the SSC in
an accurate way with the here-used ab initio methodology, and
hence, it does not require a profound analysis to rationalize its
sign or magnitude. One should, however, notice that the ab initio
value of DSSC obtained in this work is different from the value
obtained using the point-dipole approximation10 due to the role
of the delocalization of themagnetic orbitals as shown byRiplinger
et al.57 On the contrary, the SOC contribution is quite difficult to
calculate precisely from ab initiomethods, and since it is dominant,
an accurate rationalization of the sign is crucial to ensure that the
ZFS parameters are correctly calculated. Besides, it is quite easy to
develop a good model using a simple spin�orbit operator and the
quasi-degenerate perturbation theory up to the second order. Such
a derivation provides analytical expressions of the DSOC and ESOC
parameters that lead to a better understanding of the physical origin
of the anisotropy in copper acetate complexes and rationalizes their
strong dependence on electron correlation.
Analytical Derivation of the Spin�Orbit Coupling Con-

tribution to the Zero-Field Splitting.Analytical expressions for
DSOC in copper acetate have already been presented and used in
the literature.2,9 However, they are usually expressed as functions
of the g-matrix components (which, in general, is incorrect21),
and to the best of our knowledge, no expression has been presented
for ESOC. To facilitate the discussion below, the derivation of both
parameters is given below. Themolecule is assumed to belong to the
D2h symmetry point group, and the derivation is performed in the
magnetic axes frame. Second-order QDPT is used to analytically
derive the expression of the SOC contribution to the ZFS tensor
using the giant spin Hamiltonian formalism. The model space S0
consists of the threeMS components of the lowest tripletΦ0:

jΦ0, 1æ ¼ jdx2�y2ðaÞdx2�y2ðbÞæ ð6Þ

jΦ0, � 1æ ¼ jdx2�y2ðaÞdx2�y2ðbÞæ ð7Þ

jΦ0, 0æ ¼ 1ffiffiffi
2

p ðjdx2�y2ðaÞdx2�y2ðbÞæþ jdx2�y2ðaÞdx2�y2ðbÞæÞ

ð8Þ
where only the singly occupied orbitals are specified. The overbar is
used to indicate an orbital occupied by a spin-down electron, and
(a) and (b) refer to the magnetic centers A and B. The effective
single-electron SOC operator is treated as a perturbation and

defined by

ĤSOC ¼ ζ∑
i
l̂i 3 ŝi ð9Þ

Here, ζ is the effective SOC constant, which is slightly reduced
from the free-ion value due to covalency effects (a detailed discus-
sion of central-field vs symmetry-restricted covalency has been given
in ref 21). Although the total number of interacting states is quite
large, it is possible to reduce the size of the outer space to only eight
excited states using symmetry and energetic arguments. Since Φ0

belongs to the Au irreducible representation, the SOCoperator only
couples theMS components of this triplet with higher-lying singlet
and triplet states belonging to ungerade irreducible representations.
Furthermore, these excited states only interact withΦ0 if they arise
from a single spatial excitation. Let us consider the lowest excited
triplet and singlet states which interact withΦ0. TheMS = 1 of the
former and theMS = 0 of the latter can be expressed as

jΦT
n ; 1æ ¼

1ffiffiffi
2

p ½jdnðaÞdx2�y2ðbÞæþ jdx2�y2ðaÞdnðbÞæ�
jΦS

n; 0æ ¼
1
2
½jdnðaÞdx2�y2ðbÞæ� jdnðaÞdx2�y2ðbÞæ� jdx2�y2ðaÞdnðbÞæ
þ jdx2�y2ðaÞdnðbÞæ� ð10Þ

whereΦn
T andΦn

S are triplet and singlet states inwhich an electron is
excited froma local (on site aor b) dn(a, b) orbital to the dx2�y2(a, b)
orbital. The matrix elements of the ĤSOC operator betweenΦ0 and
these excited singlet and triplet states are given in the Supporting
Information. Thematrix elements of the effective anisotropic model
Hamiltonian Ĥeff expanded in the model space S0 are derived from
the elements of Ĥ = Ĥeþ ĤSOC, involving the electronic energies of
the spin-free states and the SOC interactions, using second-order
QDPT:

ÆΦ0,MSjĤeff jΦ0,MS0æ ¼ ÆΦ0,MSjĤjΦ0,Ms0 æ

� ∑
Φk,MSk

ÆΦ0,MSjĤjΦk,MSk æÆΦk,MSk jĤjΦ0,Ms0 æ
Δk

ð11Þ

withΔk = E(Φk)� E0, the energy difference between the spin orbit
free statesΦk andΦ0. The effective Hamiltonian matrix is given in
the Supporting Information. Comparing these elements with those
of the GSH leads to the relations

D ¼
ÆΦ0; 1jĤeff jΦ0; 1æþ ÆΦ0; � 1jĤ

eff
jΦ0; � 1æ

2
� ÆΦ0; 0jĤeff jΦ0; 0æ

E ¼ ÆΦ0; 1jĤeff jΦ0; � 1æ ð12Þ
The following quantities are introduced to simplify the final expres-
sions:

ΔEx2�y2;n¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔΦT

n 3ΔΦS
n

q

Jx2�y2;n¼ EΦT
n
� EΦS

n
ð13Þ

where ΔEx2�y2,n is the geometric mean of the excitations energies
ΔΦn

T and ΔΦn
s corresponding to the same spatial single-excitation

and Jx2�y2,n is the energy difference between the corresponding
singlet and triplet states. The intermediate steps in the derivation of
the analytical relations for D and E are given in the Supporting
Information. The final expression for D is

D ¼ 2
ζ2Jx2�y2, xy
ΔE2x2�y2, xy

� 1
4

ζ2Jx2�y2, xz
ΔE2x2�y2, xz

� 1
4

ζ2Jx2�y2, yz
ΔE2x2�y2, yz

ð14Þ
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while the analytical expression for the rhombic parameter E is

E ¼ 1
4

ζ2Jx2�y2, yz
ΔE2x2�y2, yz

� 1
4

ζ2Jx2�y2, xz
ΔE2x2�y2, xz

ð15Þ

One should notice that excited states involving singly occupied dz2
orbitals cannot contribute to these expressions in theD2h symmetry
point group. Since thematrix element Æd(z2)|̂l 3 ŝ|d(x

2� y2)æ is zero,
it is clear that the single-electron SOC operator cannot couple the
Φz2

S andΦz2
T states with the lowest triplet stateΦ0.

These expressions provide important insight into the origin of
the ZFS parameters in binuclear complexes and the computational
treatment required for an accurate determination of their magni-
tude. Both of them are governed by the interaction (Jx2�y2,n)
between pairs of excited singlet and triplet states with the same
electronic configuration. Since in D2h symmetry the orbitals
dx2�y2(a) and dn(b) are orthogonal for symmetry reasons, the
corresponding interactions which could be seen as isotropic
exchange couplings do not contain any kinetic contribution. In
absence of electron correlation they are completely determined
by the sum of direct exchange integrals Kx2�y2,n and bielectronic
integrals of the following type:

Jux2 � y2;n¼ 2Ædx2�y2ðaÞdnðbÞjr12�1jdnðbÞdx2�y2ðaÞæ
� 2ÆdnðaÞdx2�y2ðbÞjr12�1jdx2�y2ðaÞdnðbÞæ

¼ 2Kx2�y2;n � 2ÆdnðaÞdx2�y2ðbÞjr12�1jdx2�y2ðaÞdnðbÞæ ð16Þ
where the upper index u indicates the ungerade symmetry of the
states for which the coupling is calculated. The second integral
arises from the interaction between twomonocentric distributions
and could therefore be larger than the direct exchange integral
which consists in the interaction of a bicentric distribution with
itself. Moreover, electron correlation may deeply affect the magni-
tude of the excited states’magnetic couplings as is the case for the
ground state. As a consequence the determination of the ZFS
parameters may require a high level of theoretical treatment.
Computational Details. The experimental geometry of the

complex has been considered for the present study.58 Calculations
have been performed using the two-step approach implemented in
theORCA38 code inwhich the SOCand SSC relativistic effects are
included a posteriori. First, several solutions of the nonrelativistic
Born�Oppenheimer Hamiltonian are computed with complete
active space self-consistent field (CASSCF) and post-CASSCF
methods. Then, the SOC and SSC between these different solu-
tions are treated variationally,39 through the diagonalization of the
state interaction (SI) matrix. The Breit�Pauli SSC Hamiltonian
and a mean-field SOC Hamiltonian are used.49,59

Dynamic correlation effects can be introduced either by using
correlated energies in the diagonal elements of the SOC/SSC
matrix60,61 while keeping the CASSCFwave functions, or by using
both the correlated energies and wave functions. Since accurate
Jx2�y2,n values are imperative for the present study, various post-
CASSCFmethods are considered. The n-electron valence second-
order peturbation theory (NEVPT2) method62�64 is used to
compute correlated energies, and the difference dedicated config-
uration interaction (DDCI) method65,66 is used to calculate both
correlated wave functions and energies. Configuration interactions
noted DDCI1 involve one hole and one particle single excitations
on the full active space; DDCI2 also accounts for the one hole/
one particle single-excitations and the two holes and two particles
diexcitations. The two holes/one particle and one hole/two

particles excitations (2h�1p and 1h�2p) are taken into account
in DDCI3. The tpre and tsel thresholds explained elsewhere in
detail67 were set to tight values of 10�5 and 10�8 au, respectively,
in the DDCI calculations.
Two different active spaces are considered: in the CAS(2,2)

only the ground-state magnetic orbitals of mainly Cu-3dx2�y2 char-
acter are included in the active space. TheCAS(18,10) includes all the
Cu-3d valence orbitals and electrons. The SOC and SSC interactions
are computed in the basis of five triplet and four singlet states of Au
symmetry, i.e., the lowest triplet and the eight excited singlet and
triplet states Φx2�y2,n

S,T . Since the symmetry of the complex slightly
deviates from perfect D2h symmetry, the Φx2�y2,z2

S,T states, which
according to eqs 14 and 15 do not contribute to the ZFS parameters,
are also considered in the QDPT matrix. Whereas the orbitals have
been optimized in a state average self-consistent field calculation on
the lowest singlet and triplet states for the CAS(2,2), the orbitals of
the CAS(18,10) are obtained from an energy minimization of the
average of the five lowest triplet and the four lowest singlet states ofAu
symmetry.
Def2-sv(p) basis sets are used for all atoms. Test calculations

show that the spin�orbit free energies obtained with larger basis
sets, e.g., Def2-tzvpp,68 are very similar to those obtained using
the Def2-sv(p) basis sets.
Final ZFS parameters are extracted using the effective Hamil-

tonian theory.69,70 This method uses both the ab initio energies
and wave functions in order to determine numerically the matrix
representative of the best effective Hamiltonian working in a chosen
model space (here the space of the giant spin Hamiltonian). The
effective Hamiltonian fulfills two conditions: its eigenvalues are the
ab initio energies, whereas its eigenvectors are the orthonormalized
projections of the ab initio wave functions onto the model space.
The one-to-one comparison of the numerical matrix elements to
those of the analytical matrix of the model Hamiltonian leads to the
determination of the fullDC tensor. Themagnetic axes are those that
diagonalize the DC tensor, and the D and E parameters are obtained
using eq 4. This method has successfully been applied to several
mononuclear and binuclear compounds.31�35

’RESULTS AND DISCUSSION

Role of Dynamic Correlation on the ZFS Parameters. In the
first part of the study, we have computed the ground-state ex-
change coupling using several theoretical approaches. This
antiferromagnetic interaction is given by the energy difference
between the lowest Au triplet and the ground-state singlet Ag spin
orbit free states. Results are reported in Table 1. Different values
of Jx2�y2,x2�y2 are obtained depending on the level of theory. As
already observed in many other publications,71�74 the DDCI3
magnetic coupling value compares well with the experimental
one,75 whereas the J-values obtained with other computational
methods are considerably too small. The high accuracy of the

Table 1. Ground-State Magnetic Coupling (in cm�1) Com-
puted Using Different Methods

method Jx2�y2,x2�y2

CASSCF þ18.9

NEVPT2 þ39.8

DDCI2 þ67.5

DDCI3 þ271.3

experiment (ref 75) þ292.2
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DDCI3 approach has been attributed to the important role of the
2h�1p excitations for the kinetic exchange contribution.74

Since the SOC contribution to the ZFS depends on the excited-
state magnetic couplings and the relative energy with respect to
the lowest triplet state, we first proceed to compute these spin�
orbit free quantities using different correlated methods. The
magnetic coupling in excited states has a different physical origin
than themagnetic coupling of the lowest singlet and triplet states.
The kinetic exchange, an important factor in the antiferromag-
netic character of the ground-state coupling, is almost absent in
the excited-state coupling due to the symmetry of the complex.
Actually, magnetic couplings in the excited states of copper ace-
tate are ferromagnetic, whatever the computational method is:
see Table 2. The variation of the coupling is weak for CASSCF
and becomes much stronger when electron correlation is taken
into account. Note that the trends in the different couplings are
the same for all levels of calculation.
The zeroth-order description of the excited-state magnetic

couplings given in eq 16 is exactly reproducedwithCAS(18,10)SCF.
It is interesting to note that these two integrals only bring small
contributions to the magnetic couplings before the inclusion of
dynamic correlation. This is particularly true for the Jx2�y2,xy

coupling which is the leading contribution to theDSOC. Including
charge and spin polarization effects by single excitations (DDCI1
entry in Table 2) does not significantly increase the strength of
the couplings. The main contribution is provided by the 2h�1p
and 1h�2p excitations accounted for in the DDCI3 calculation.
Since these contributions usually make the magnetic orbitals
more diffuse,71 one could attribute the increase of the magnetic
coupling to this physical effect.
The relative energies of the excited states with respect to the

ground state (ΔEx2�y2,n) also depend considerably on the elec-
tron correlation. Although NEVPT2 is not precise enough for an
accurate description of magnetic couplings as already observed in
previous works,74 it provides quite accurate values of ΔEx2�y2,n.
From the experimental study9 performed on the copper acetate
pyrazine complex, which has a structure similar to the copper
acetate monohydrate complex, ΔEx2�y2,xy was found to be close
to 12 000 cm�1 and the ΔEx2�y2,xz and ΔEx2�y2,yz values were
around 15 500 cm�1. One should notice that the experimental
ΔEx2�y2,z2 value is around 10 000 cm�1, whereas our theoretical
estimate is centered around 13 000. This difference may be
attributed to the stronger ligand field produced by the pyrazine
ligand in comparison to the water molecule.

Having established the accuracy of the different methods for
the calculation of the relevant spin�orbit free quantities, we
now extract the ZFS parameters using the effective Hamiltonian
theory as described in ref 31. The results reported in Table 3 are
obtained with either CASSCF or post-CASSCF energies on the
diagonal of the state interaction matrix, whereas CASSCF wave
functions are used to calculate the off-diagonal matrix elements. The
state interaction matrix contains both SOC and SSC contributions.
One may first notice that the SSC contribution to the ZFS

parameters is very well described at the first order of perturbation
theory. The SOC contribution to the ZFS parameters is, as
expected, very sensitive to electron correlation. The comparison
between theory and experiment demonstrates the very good
agreement of both the axial and rhombic parameters at the
DDCI3 level. The DSOC contribution is underestimated at lower
levels of correlation due to the underestimation of the excited-
state magnetic couplings. One should also notice that the com-
puted valuesDSSCþSOC and ESSCþSOC are almost identical to the
sum of the SOC and SSC contributions calculated separately
(values only differ by 2.1 � 10�3 cm�1 at most), thus validating
the approximations made in eq 5.
To address the question to what extent the lack of dynamic

electron correlation effects in the wave functions influences the
ZFS parameters, we have replaced the CASSCF wave function
with DDCI wave functions in the calculation of the off-diagonal
SI matrix elements. The results reported in Table 4 show that the
DSOC and ESOC parameters calculated in this way are strongly
overestimated. At first sight, this effect may be surprising since
the DDCI wave functions are in principle closer to the exact
solution than the CASSCFwave functions. However, when using
a truncated correlated wave function the SOC extradiagonal
elements are also truncated. For instance, the contribution of the
spin�orbit interactions between 1h�2p (2h�1p) and the
2h�2p (which are not introduced in the CI), are missing and

Table 2. Relative EnergiesΔEx2�y2,n and Excited-State Magnetic
Couplings Jx2�y2,n (in cm

�1) Computed Using Different Methods

method ΔEx2�y2,xy ΔEx2�y2,z2 ΔEx2�y2,yz ΔEx2�y2,xz

CASSCF 8659 10778 11632 11954

NEVPT2 11272 12851 14049 14447

DDCI1 8628 10253 11418 11728

DDCI2 10180 11701 13153 13521

DDCI3 12280 13313 15510 15090

method Jx2�y2,xy Jx2�y2,z2 Jx2�y2,yz Jx2�y2,xz

CASSCF �1.8 �53.5 �30.0 �35.4

NEVPT2 �0.6 �102.0 �16.2 �21.3

DDCI1 �1.4 �233.9 �31.5 �39.9

DDCI2 �15.9 �265.4 �31.5 �38.5

DDCI3 �29.9 �359.0 �63.9 �64.0

Table 3. ZFS Parameters (in cm�1) Extracted from Either
SOC or SSCCalculations Separately or Combining Both SOC
and SSC in the SI Matrixa

method DSSC DSOC DSSCþSOC ESSC ESOC ESSCþSOC

CASSCF �0.118 �0.017 �0.137 0.000 0.001 0.000

NEVPT2 �0.118 �0.026 �0.144 0.000 0.003 0.003

DDCI1 �0.118 þ0.005 �0.115 0.000 0.001 0.003

DDCI2 �0.118 �0.172 �0.291 0.000 0.002 0.002

DDCI3 �0.118 �0.200 �0.319 0.000 0.006 0.006

experiment (ref 10) �0.335 0.01
aWave functions are the CAS(18,10)SCF ones, whereas the energies
used in the SI matrix are those of the indicated methods. E is conven-
tionally defined positive.

Table 4. ZFS Parameters (in cm�1) Extracted from Separate
SOCor SSCCalculations or fromCombining SOC and SSC in
the SI Matrixa

method DSSC DSOC DSSCþSOC ESSC ESOC ESSCþSOC

DDCI1 �0.117 �0.008 �0.112 0.000 0.002 0.003

DDCI2 �0.100 �3.321 �3.442 0.000 0.066 0.006

DDCI3 �0.091 �2.303 �2.394 0.000 0.052 0.052
aCorrelated energies and wave functions of the indicated methods are
used in the SI matrix.
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this leads to an unbalanced treatment of the off-diagonal ele-
ments. On the contrary, when CASSCF wave functions are used
all the spin�orbit interactions between the states involved in the
SI are calculated, since the CASSCF wave functions are solutions
of a full configuration interaction in the active space.
Validity of the DSOC and ESOC Analytical Expressions. In

order to check the relevance of the analytical expressions of the
SOC contributions to the ZFS parameters, we have calculated
estimates of the DSOC and ESOC parameters from eqs 14 and 15
using the Jx2,y2,n and ΔEx2�y2,n values reported in Table 2. The
SOC constant of the Cu2þ ion is used for ζ, and results are com-
pared to the ab initio results in Table 5. The good agreement
between the ab initio results and those obtained with eqs 14 and
15 demonstrates the validity of the analytical expressions of
DSOC and ESOC. It is also interesting to see how the use of under-
estimated values for ΔEx2�y2,n and Jx2�y2,n may lead to positive
values of DSOC. Additional insight on the physical origin of
magnetic anisotropy in the copper acetate molecule is provided
by the decomposition of the DSOC parameter in its different
contributions. Table 6 reports the estimates of DSOC obtained at
the DDCI3 level by each couple of singlet and triplet excited
states Φx2�y2,n

S,T having the same spatial configuration. Although
the symmetry of the complex slightly deviates from D2h sym-
metry, one may first confirm that theΦx2�y2,z2p

S,T excited states do
not contribute to the DSOC parameter since the ab initio SOC
between these states and the ground state is negligible. This
result legitimates the neglect of the participation of these states to
the analytical expressions derived above. Since both the Jx2�y2,n

andΔEx2�y2,n values are of the same order ofmagnitude for all the
excited states, the DSOC parameter is dominated by the con-
tribution of the Φx2�y2,x,y

S,T states, as expected from eq 14.
Having established that eq 14 covers the main physics of the

axial anisotropy, it is interesting to discuss some previous studies
in order to understand why a correct analytical expression led to a

wrong sign of the axial D parameter of copper acetate com-
pounds. Note first that it is important that, although the DSSC

contribution to the overall D parameter is non-negligible, the
DSOC contribution is dominant. The DSOC value is governed by
the magnitude of the magnetic couplings of excited states, and
consequently a precise value of these couplings is required for an
accurate determination of D.
In their first study of the copper acetate monohydrate com-

pound,2 Bleaney and Bowers presented an analytical expression
of DSOC similar to that of eq 14. However, the authors assumed
that all the Jx2�y2,n magnetic couplings were equal to the ground-
state coupling Jx2�y2,x2�y2. As seen in Tables 1 and 3, the magnetic
coupling of the ground state is antiferromagnetic, whereas those
of the ungerade excited states are ferromagnetic. As a conse-
quence, these incorrect values of the magnetic couplings led to a
wrong sign of the D parameter.
A second important study concerned the copper acetate

pyrazine compound.9 As mentioned before, this molecule has a
similar structure as the monohydrate compound, and hence, the
formula presented in eq 14 applies. The authors analyzed in great
detail the polarized absorption and magnetic circular dichroism
spectra to determine the precise energy level diagram. They found
an antiferromagnetic value close to 50 cm�1 for the Jx2�y2,x,y

g coupl-
ing from the energy difference between the 3A2g and the 1A2g
states. Assuming that this coupling is identical to the magnetic
coupling Jx2�y2,x,y

u between ungerade states (which provides the
leading contribution to DSOC), they also concluded that D was
positive. The expressions of the singlet and triplet of gerade
symmetry (indicated in upper-index) are

jΦT
xy; 1æg¼

1ffiffiffi
2

p ½jdxyðaÞdx2�y2ðbÞæ� jdx2�y2ðaÞdxyðbÞæ�

jΦS
xy; 0æg¼

1
2
½jdxyðaÞdx2�y2ðbÞæ� jdxyðaÞdx2�y2ðbÞæ

þ jdx2�y2ðaÞdxyðbÞæ� jdx2�y2ðaÞdxyðbÞæ� ð17Þ
The different signs in comparisonwith the ungerade states result in
a different expression of their energy difference:

ΔESTg ¼ Jgx2 � y2;xy ¼ 2Ædx2�y2ðaÞdxyðbÞjr12�1jdxyðbÞdx2�y2ðaÞæ
þ 2ÆdxyðaÞdx2�y2ðbÞjr12�1jdx2�y2ðaÞdxyðbÞæ

¼ 2Kx2�y2;xy þ 2ÆdxyðaÞdx2�y2ðbÞjr12�1jdx2�y2ðaÞdxyðbÞæ ð18Þ
The second integral appears with a positive sign, whereas it
appeared with a negative sign in the expression of the magnetic
coupling between the ungerade states for symmetry reasons (see
eq 16). On the basis of the assumption that the second integral can
be neglected, the coupling between gerade and ungerade states
was expected to be similar.9 However, as we have seen in the
previous section, these interactions depend strongly on the
dynamic electron correlation treatment and are not negligible. In
fact, they govern the magnitude of the excited-state couplings and
are responsible for the ferromagnetic interaction between the
ungeradeΦx2�y2,x,y

S,T states.

’CONCLUSION

The determination of the ZFS parameters of copper acetate is
a difficult problem, both experimentally and theoretically. The
quantities to be extracted are very small and require the use of

Table 5. SOC Contributions to the ZFS Parameters Calcu-
lated with Equations 14 and 15 with Jx2�y2,n and ΔEx2�y2,n

Obtained through CASSCF, NEVPT2, DDCI2, and DDCI3a

method DSOC (eq 14) DSOC (ab initio) ESOC (eq 15) ESOC (ab initio)

CASSCF 0.047 �0.017 0.005 0.001

NEVPT2 0.025 �0.026 0.003 0.003

DDCI2 �0.143 �0.172 0.005 0.001

DDCI3 �0.179 �0.200 0.003 0.006
aResults are compared with the ab initio ZFS parameters. All values are
given in cm�1.

Table 6. ΔEx2�y2,n, Jx2�y2,n and Their Contributions to DSOC

Decomposed into Contributions Arising from the Different
Excited Statesa

n ΔEx2�y2,n Jx2�y2,n DSOC(n)

xy 12280 �29.9 �0.276

z2 13313 �359.0 0.000

xz 15090 �64.0 þ0.048

yz 15510 �63.9 þ0.045

total �0.179

ab initio �0.200
a Spin-free quantities are obtained at the DDCI3 level. All values are
given in cm�1.
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state-of-the-art methods. Despite the broad interest of the
scientific community in these compounds, the sign of the axial
ZFS parameter was only determined experimentally in 2008,10

more than 50 years after the pioneering work of Bleaney and
Bowers.2 The theoretical determination presented in this work
also required the use of precise ab initio calculations. Several
conclusions have emerged from this work:
• The SSC contribution to the axial ZFS parameter is far from
being negligible, DSSC = D/3, and should therefore be
included in the calculation. It is completely described at the
first order of perturbation theory, i.e., including only the lowest
triplet state in the SI matrix. The calculated value slightly
differs from the one obtained using the point dipole approx-
imation (DSSC = �0.171 cm�1).10

• The SOC contributions to the ZFS parameters are domi-
nated by the magnetic couplings of excited states and their
mean energy difference to the lowest triplet state. Because of
the sensitivity of the excited states’ magnetic couplings to
electron correlation, the magnitude and nature of the SOC
parameters are also strongly dependent on the level of
theory. The computationally demanding DDCI3 method,
which is considered to be the most accurate method for the
determination of magnetic couplings, was used to determine
the low-energy spectrum of the complex.

• Using analytical expressions of the DSOC and ESOC para-
meters, it is possible to reproduce the main contributions to
the SOC parameters using the SOC of the Cu2þ ion and the
spin-free ab initio energies of the excited states. The agree-
ment between the so-calculated SOC parameters and the
ab initio ones demonstrates the validity of these analytical
expressions.

• The reason why the use of a similar analytical expression of
DSOC has led to a wrong sign of theD parameter in previous
works can be attributed to the use of incorrect values of the
excited states’ magnetic couplings.

Although this work is devoted to the determination of the
anisotropy parameters of the copper acetate monohydrate com-
plex, it also provides some interesting information concerning
the theoretical description of the spin-free excited-state spectrum
and also on the theoretical treatment of the ZFS using MRCI
energies and wave functions. Themagnetic coupling between the
excited states increases with the level of electron correlation. The
decomposition of the physical factors contributing to these
ferromagnetic couplings will be the subject of a further investiga-
tion. We have also seen that, although very accurate results are
obtained using correlated energies and CASSCF wave functions,
the results get damaged when using the correlated wave functions
to compute the SOC matrix. Although arguments have been put
forward to rationalize this behavior, a detailed explanation of this
observation will require more methodological work that is out-
side the scope of this paper.
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