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1. INTRODUCTION

Compounds containing lanthanide ions are widely studied
because of the intrinsic magnetic anisotropy of the lanthanide
ion.1,2 This is a key factor for designing the so-called single-
molecule magnets (SMM),3,4 materials with promising applica-
tions in microtechnologies. The challenge brought by lantha-
nides inside the SMM topic is that the phenomenon appears in a
large range of complexes, both at high nuclearities5 and also at the
minimal level of binuclears6 or even in mononuclear com-
pounds.7 Among the various possible molecular architectures,
the one-dimensional (1D) polymers represent a special case
because of their fairly simple topology. On one hand, the chain
structure allows a relatively simple scheme of parametrization,
with one or two exchange coupling constants. On the other hand,
it raises the problem of dealing with infinite systems when
tackling their modeling. In addition, the lanthanide ions bring a
challenge also from the perspective of supramolecular and crystal
engineering concepts. This is due to the preponderantly ionic
regime of their bonding that yields a rather extreme versatility in
the constitution and conformation of the coordination spheres.
The result is a low predictability of the magnetic interactions
especially when considering the role of environment proximities,
such as solvents, hydrogen bonds, or other coordination units.8

Using ab initio calculation and appropriate interpretations to
meet the chemical intuition and physical meaning, we bring here
case studies rationalizing the magnetism and association effects
in f units and d�f assemblies. The ab initio electron structure
methods have become increasingly popular and frequently used
nowadays. This is likewise an acknowledged complement of the

modern experimental chemistry.9 However, many problems of
the magnetism are beyond the current routine of available
computer packages. Particularly, the lanthanide(III) compounds
are difficult to treat with routine ab initio methods. This is due to
hidden technical difficulties residing in the non-aufbau config-
uration of lanthanide(III) compounds that induces numerical
instabilities in regular iterative procedures. The situation is in
sharp contrast with awareness about the utility of ab initio
methods themselves as well as with the growing importance of
lanthanides in the field of molecular magnetism. Previously, we
reported original conceptual and methodological develop-
ments10 applying the state of the art approach of ab initio
calculations to f and d�f complexes. The procedures were used
to explain the ferromagnetism in prototypical Cu(II)�Gd(III)
complexes,10 the SMM behavior of a new Fe(III)�Dy(III)
dimer,11 as well as treatments related to the magnetic anisotropy
of lanthanide ions in given coordination spheres.12,13 Here, we
extend our studies to a new class of d�f systems, namely, 1D
assemblies.

The first 1D compounds containing lanthanide(III) ions and
transition metal ions were reported by Kahn et al.14 These
compounds have a ladder-like structure composed of alternating
lanthanide(III) ions and [Cu(opba)]2� units. These systems
undergo long-range magnetic order at temperatures below 2 K.
Hexacyanidometallates, [M(CN)6]

3� (M(III) = Fe, Mn, Cr,
Co), have also shown their ability to act as efficient bridging units
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ABSTRACT:Magnetic properties of new d�f cyanido-bridged
1D assemblies [RE(pzam)3(H2O)W(CN)8] 3H2O (RE(III) =
Gd, 1, Tb, 2, Dy, 3; pzam = pyrazine-2-carboxamide) were
studied by temperature- and field-dependent magnetization
measurements. No evidence for 3D interchain magnetic order-
ing is found above 2 K. Multiconfiguration ab initio calculations
and subsequent modeling afforded simulation of the weak zero-
field splitting effect in 1 and discussion of magnetic anisotropy
in the f units of compounds 2 and 3. A semiquantitative
corroboration with the experimental magnetic measurements is presented, performing the simulation of magnetic susceptibility
vs temperature and magnetization vs field variation. The association into molecular and supramolecular architectures is analyzed by
means of energy decomposition subsequent to the DFT calculations on idealized molecular models extracted from the experimental
chain structure.
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toward lanthanide(III) ions and to form 1D compounds.15 Many
other 1D systems emerged in the lanthanide chemistry of the past
decade, bringing diverse knowledge on the related magnetism
and assembling factors.16 Nevertheless, analysis of the magnetic
properties has proven to be difficult due to the weak magnetic
interactions and not detailed enough to define correctly the
magnetic dimensionality of the systems. Therefore, the classical
ligand field theory17,18 might be of great help in rationalizing the
energies of the low-lying levels of both the transition metal and
the lanthanide ions.19 The magnetism of lanthanide ions is in the
vast majority of reports characterized qualitatively and descrip-
tively. However, several interesting approaches attempted a
ligand field-based fit of magnetic properties.20,21 In the case of
Ishikawa’s phthalocyaninato systems,20 the approach benefits
from the advent of high symmetry, the parametrization having
therefore a reduced number of parameters. However, in the case
of low-symmetry complexes,21 the modeling implies many para-
meters and the question of assessing the general reliability or
whether a certain fit is unique may remain open to further debate
and methodological explorations.

Previously, we reported a detailed experimental study of the
magnetic properties of one-dimensional d�f cyanido-bridged
assemblies derived from [M(CN)8]

3� and [RE(pzam)3]
3+

building blocks (M = Mo(V), W(V), RE = rare earth ions,
pzam= pyrazine-2-carboxamide).22,23 In several cases, we performed
the fit of the exchange interactions between neighboring metal ions
and their correlation to the structure. In this paper, we report
experimental and theoretical studies on the isostructural family
[RE(pzam)3(H2O)W(CN)8] 3H2O (RE(III) = Gd, Tb, Dy). In
addition, we discuss the magnetic data in terms of the intrinsic
anisotropy of the lanthanide ions as determined by the ligand field.

2. EXPERIMENTAL AND MODELING DETAILS

2.1. Synthesis and Characterization. Compounds [RE(pzam)3-
(H2O)W(CN)8] 3H2O (RE(III) =Gd, 1, Tb, 2, Dy, 3) were prepared using
an earlier reported procedure.22,23 Elemental analysis, IR spectroscopy, and
X-ray powder diffraction studies indicated that they are isostructural with the
family [RE(pzam)3(H2O)Mo(CN)8] 3H2O. They crystallize in the space
group Pna21, and their crystal structure is formed by chains of cyanido-
bridged alternating arrays of [W(CN)8]

3� and [RE(pzam)3(H2O)]
3+

fragments running along the b crystallographic axis.22,23 Each chain is
surrounded by six other equivalent chains through hydrogen-bonding
interactions, giving rise to a three-dimensional network.
2.2. Physical Methods. Temperature-dependent magnetic sus-

ceptibility and magnetization measurements were performed with a
Quantum Design MPMS-5 5T SQUID magnetometer. The suscept-
ibility is recorded at the 0.1 T field in the temperature range 1.8�300 K,
the magnetization measurements being taken at 2 and 4 K in the range
0�5 T. Samples were embedded in solid icosane to prevent torquing.
Data were corrected for the magnetization of the sample holder and for
diamagnetic contributions as estimated from the Pascal constants.
2.3. Ab Initio Calculations. The calculations were performed on

correspondingly cut and customized molecular fragments. The systems
were taken at the experimental geometry of complexes, replacing the
corresponding W�CN from the chain by terminating Li�CN groups.
The use of Li as surrogate has the advantage of mimicking the
polarization effects of the bridge in a better way than a simple CN�

anionic cut of the structure. Thus, [RE(pzam)3(H2O)(NCLi)2]
3+

fragments were used to investigate the mononuclear lanthanide units
(replacing both W�CN contacts with Li�CN prosthetics) and
[RE(pzam)3(H2O)(NCLi)][W(CN)8] as models for dimeric se-
quences (replacing with Li�CN only one W�CN bridge).

To discuss the magnetic anisotropy of lanthanide units we carried out
CASSCF (complete active space self-consistent field) calculations as
well as ab initio spin�orbit (SO) treatments. The calculations were
performed with the GAMESS program.24 We used SBKJC25 effective
core potentials and basis sets for lanthanides (Gd, Tb, Dy) and W and
6-31G* basis set for the ligands. The CASSCF calculations are driven in a
nonstandard manner due to specifics of the electronic structure of the
lanthanide ions. Themain clue consists of avoiding the customary single-
determinant stage that usually precedes CASSCF calculations as a
preliminary step in defining and choosing the active set. In turn, we
prepare an orbital set resulted frommerging the fragments: the separate f
centers, the ligands, and the d complexes, if the case. The procedure is
performed with the help of a separate code, developed by ourselves,
which reads the output eigenvectors of components and writes the
cumulated vector, to serve as further input. In this way, a zero-order
LCAO matrix of the whole complex is built with initial zero block
matrices between fragments serving as the start of multiconfiguration
procedures. This methodology (applied in sections 3.1 and 3.2) is in line
with the physical truth that lanthanide ions are in fact weakly interacting
systems. The CASSCF-SO ab initio calculations performed for the free
ion reproduce well the experimental atomic terms of the lanthanide ions,
assessing the reliability of the chosen setting. However, this assessment
failed for the case W(V) ion, probably due to problems in the SBKJC
basis set and pseudopotentials of the tungsten. In these circumstances
we aimed the calculations to the effects of ligand field and anisotropy
inside the lanthanide units, confining ourselves not to compute the
Tb(III)�W(V) dimer models.

We also studied (section 3.3) the association energy of ligand to the
metal ions and mutual assembling of d and f complex units. Since the f
shell does not contribute to the bonding we used a simpler route,
employing Lu(III) as surrogate for the lanthanide site in density
functional theory (DFT) calculations. Lu(III) has the advantage of
having the f shell fully occupied, avoiding in this way complications
related to the non-aufbau nature of the f compounds. In turn, the
bonding effects due to the valence shell are semiquantitatively well
accounted with Lu(III) as representative of the other lanthanides.13 The
DFT calculations in the model Lu(III) complexes were done with the
ADF (Amsterdam Density Functional) code26 using the gradient-
corrected Becke�Perdew27 functional and TZP basis sets.
2.4. Ab Initio Simulation of Magnetic Properties. A special

methodological advance is the ab initio simulation of the magnetization
and susceptibility. The algorithm is a nonstandard implementation,
based on the extraction of corresponding data from the black box of
CASSCF-SO calculations. The SOmodule permits obtaining the matrix
elements from the Lx, Ly, and Lz operators and therefore construction of
the orbital components of the Zeeman Hamiltonian. At the same time,
obtaining the spin Zeeman components is straightforward. Adding the
constructed orbital and spin-type Zeeman matrices to the computed
CASSCF-SO matrix, one may introduce the magnetic field dependence
in the full spectrum of states. For a given state, indexed by “i”, the
magnetization is computed as the derivative with respect to the magnetic
field applied from a given direction, expressed by the θ,j polar
coordinates

μiðθ,jÞ ¼ � dEi
dB

� �
θ,j

ð1Þ

The polar diagram of the module of μi (θ,j) dependence yields the
magnetization surface of the given “i” state. The maximal extension of
the lobes of the magnetization surfaces can be formally correlated with
effective gJ 3 Jz amounts for the given spin�orbit component. For
isotropic states, i.e., multiplets with good J or S quantum numbers, the
magnetization of the components results as spheres with gJ 3 Jz or gS 3 Sz
radii. This implementation enables also the ab initio simulation of global
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magnetic properties, such as magnetization as a function of the field and
susceptibility as a function of temperature. For this purpose, it is
convenient to work with the state function sum, Z, defined with respect
to the full ab initio spectrum

Zðθ,j, BÞ ¼ ∑
i
exp � Eiðθ,j, BÞ

kBT

� �
ð2Þ

The dependence of the Ei state energy with the magnetic field, expressed
as modulus B and orientation (via the θ,j polar coordinates), is
implemented as explained previously. The magnetization and suscept-
ibility are expressed as first and, respectively, second derivatives of the Z
function, with respect of the magnetic field (see Supporting In-
formation). Because these quantities are anisotropic, the simulation is
completed integrating over the θ,j coordinates. The numerical differ-
entiation is realized with a dB= 0.001 T infinitesimal step. The numerical
integration is made over a 24� 48 mesh, with respect of the θ,j angles.

3. RESULTS AND DISCUSSION

3.1. Temperature- and Field-Dependent Magnetization
Studies. A brief description of the magnetic properties of
compound 1 was reported previously.23 The temperature de-
pendence of the magnetization has been analyzed in terms of the
semiclasical Seiden’s model,28 and it revealed the presence of
weak antiferromagnetic interactions between Gd(III) and W(V)
(JGdW =�0.76 cm�1). Here, we performed a reconsideration of
the fit in the frame of the Heisenberg Hamiltonian amended with
a zero-field splitting (ZFS) part. We obtained comparable results,
JGdW =�0.54 cm�1 andD= 0.02 cm�1. Though small, the ZFS is
in line with the results of ab initio estimation. We performed the
modeling on the oligomeric sequence (Gd�W)3 taking χT as the
average of chain and cycle cases. Higher topologies are not easily
approachable in the iterative fit procedures because of exponen-
tial growth in Hamiltonian matrix dimensions. We verified at the
noniterative level that the (Gd�W)4 and (Gd�W)3 simulations
are practically coincident. The revisiting of the data was im-
portant due to the possible limitations of the Seiden model,
assuming the hypothesis of classical spin on Gd(III), while the
1/2 component of the chain is treated as a quantum object.
The magnetism of the other systems discussed here is more

complicated due to the intrinsic anisotropy of lanthanide ions.
The experimental magnetization and susceptibility data are

corroborated with simulations resulting from ab initio methods,
following the above-mentioned methodology. For compound 2,
the temperature dependence of χT is given in Figure 1a. The
room-temperature χT value of 11.97 cm3

3K 3mol�1 is close to
the expected value of 12.19 cm3

3K 3mol�1 taken as the sum of
noninteracting (JTb = 6, gTb = 3/2) and W(V) (SW = 1/2, gW =
2). Here, we use the J notation for designing the momentum
resulting from orbital and spin coupling. This value remains
almost constant down to ca. 150 K, where it starts to decrease,
reaching aminimum value of 10.16 cm3

3K 3mol�1 at 12 K. Below
this temperature, the χT product increases markedly and reaches
a value of 23.66 cm3

3K 3mol�1 at 1.8 K. This behavior resembles
that observed for the analogous compound containing Mo(V)
instead of W(V).22a The high χT sequence below 12 K can be
attributed to the ferromagnetic or ferrimagnetic ordering be-
tween Tb(III) and W(V). Since the exchange coupling is
presumably small, it is superseded at larger temperatures by
thermal disorder, so that approximately above 10 K the curve can
be treated as the sum of the Tb(III) and W(V) ions, the main
pattern being determined by the anisotropy of the lanthanide ion.
This fact is supported comparing the experimental magnetism
with those simulated summing the ab initio estimation for the
Tb(III) complex and W(V) as a simple paramagnet. In spite of a
slight overestimation, the simulated curve parallels well the
experimental one certifying, at one hand, the reliability of the
computation approach and, on the other hand, the fact that the
lanthanide ions drive the main part of the curve. The simulations
do not reproduce the nonmonotonous behavior at low tempera-
ture, sustaining then the point that this part is due to the
exchange effects. Note that the theoretical simulation does not
imply any fit, being directly based on the amounts extracted from
the black box of ab initio calculations.
The field dependence of themagnetization for 2wasmeasured

at 2 and 4 K, as shown in Figure 1b. From the magnetization data
measured at 2 K it appears that a field of 2 T is needed to saturate
the total net magnetization of the Tb(III) and W(V) moments.
The subsequent slow and nearly linear increase of magnetization
up to 5 T arises from the contributions from the excited levels
(see Figure 1b). The modeled curves, consisting of ab initio
simulation for the Tb(III) ion summed with a simple Brillouin
function, are also paralleling the experimental data, with a certain
overestimation of the plateaus, as in the case of the χT curve.

Figure 1. (a) Temperature dependence of χT for compound 2: experimental (blue circles) and simulated (continuous red line). (b) Field dependence
of the magnetization recorded at 2 (blue squares) and 4 K (red diamonds) and the simulated curves (blue and red lines). The modeled curves consist in
the ab initio estimation of susceptibility and magnetization for the Tb(III) complex unit, summed with a S = 1/2 paramagnet for the W(V) component
(i.e., a constant in χT line and Brillouin functions for magnetization). The simulated lines are not object of a fit, resulting from the first-principles approach.
The accordance to experiment is semiquantitative, having a slight overestimation of all curve profiles while a good retrieval of the qualitative pattern.
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The temperature-dependent magnetic susceptibility data for 3
are shown in Figure 2a as a χT vsT plot. At 300 K, the product χT
is equal to 14.47 cm3

3K 3mol�1, a value which is close to the
14.547 cm3

3K 3mol
�1 amount resulting as the sum of theoretical

values of noninteracting ions, Dy(III) (with ideal quantum
numbers JDy = 15/2, gDy = 4/3) and W(V) as 1/2 spin. By
lowering the temperature, the product χT decreases progres-
sively, reaching a value of 11.83 cm3

3K 3mol�1 at ca. 8 K. Then it
increases to about 17.94 cm3

3K 3mol�1 at 1.8 K. The field
dependence of the magnetization at low temperature is shown
in Figure 2b. Following a procedure as described above for 2, the
experimental magnetic data are compared with simulations
having as input the output of ab initio results of the lanthanide
complex unit. TheW(V) contribution is additively considered as
a paramagnet. The sum of independent subsystems is a crude
approximation, but it can be considered as reasonable at larger
temperatures or magnetic fields, these external actions effectively
decoupling the role of small exchange interactions. As in the
previous case, the simulation based on the assumption of
lanthanide leading magnetism is proved true above 10 K, while
this does not account for the high χT values of the lower T zone.
Therefore, we conclude this effect assignable to the exchange
effects. Because of certain cautions in the reliability of ab initio
account of the W(V) ion and [W(CN)8]

3� units, as mentioned
in the above technical section, we will not approach here the
exchange effects at the ab initio level.
3.2. Ab Initio Treatment of the Lanthanide Units. The

above section illustrated the possibility of using the ab initio
output for a realistic description of the magnetic properties. The
good agreement between experimental and first-principles simu-
lations can be assigned to the capacity of the electron structure
methods to account well for all the effects competing inside the
given f complexes. At a conceptual level, the ligand field (LF) and
spin�orbit (SO) effects are the causal elements for the magnetic
and optical properties of the mononuclear lanthanide units. For
reasons related with the unavoidable complexity of the mathe-
matical apparatus needed for the phenomenological account of
the f shell,17 the ligand field for lanthanides is less accessible than
themore popular versions of LFmodels, devoted for d systems.18

There are no simple intuitive rules to qualitatively guess the
ligand field scheme of a given lanthanide complex. Besides, the
theory demands, in general, many parameters.17 The possibility
to use the ab initio methods to skip the intrinsic complexities of
the traditional LF models, having a reasonable account of related
effects, directly from first principles, is an interesting and a

convenient way. As mentioned previously, the ab initio approach
of the lanthanide complexes is not straightforward, implying
nonroutine preliminaries. However, this complexity is not in-
surmountable and must not be conceived as the incapacity of the
existing methods to treat the f complexes, the CASSCF ones
being perfectly suited for this purpose. As pointed out, it is merely
a problem of appropriate preparation of the starting orbitals
rather than a problem of the calculation itself. We encompassed
this step devising fragment merged orbitals that place the pure f
orbitals directly in the active space. At the end of the CASSCF
iterations, the almost pure f orbitals are retrieved from the set of
canonical orbitals.
We opine that the further increments of second-order pertur-

bation theory type (PT2)29 devised to introduce supplements of
the so-called nondynamical correlation effects,30 a posteriori to a
multiconfiguration calculation, are not required for a reliable
semiquantitative account of the LF and exchange effects in f and
d�f complexes. In a previous paper, where the methodology for
the ab initio approach of lanthanide complexes was devised,10 we
obtained comparable results at both the CASSCF and the CAS-
PT2 levels. We do not exclude the possibility that in certain
circumstances, or for other effects, the PT2 postiterative incre-
ments may be necessary. Nevertheless, in the basic respects of the
LF for the f shell, such corrections are not vital. Even though the
LF gaps on the f shell are relatively small, their main source is yet
related with the interatomic integrals contained in the Hamilto-
nians of CASSCF methods, and this computational level is
sufficient for insights oriented on the chemical meaning and
retrieval of basic mechanisms. Besides, being nonvariational and
tributary various conventions in introducing the perturbation
increments, the PT2 methods may complicate the scheme in an
unnecessary manner. We consider that once the problem of
starting the iterations with well-defined active orbitals has been
resolved, the lanthanide complexes can be treated with moderate
computational effort by known multiconfigurational procedures
and using rather standard basis sets, such as the effective core
potential20 ones.
On the basis of the discussion above, we performed calcula-

tions on the [RE(pzam)3(H2O)(NCLi)2]
3+ fragments (RE =

Gd, Tb, Dy) (see Experimental and Modeling Details section for
details). The CASSCF(n,7) calculations (e.g., with n = 8 for Tb
and 9 for Dy) correspond to the full configuration interaction
related to the ground state terms of the fn lanthanide configura-
tions. Specifically, the optimized orbitals for the Tb(III) system
were taken as state average over 7 states corresponding to the 7F

Figure 2. (a) Temperature dependence of χMT for compound 3: experimental (blue circles) and simulated (continuous red line). (b) Field dependence
of the magnetization recorded at 2 (blue squares) and 4 K (red triangles) and the simulated curves (blue and red lines).
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atomic term, while for Dy(III) they were obtained as an average
over 11 orbital states, related to the free ion 6H term. The
CASSCF calculations in the actual environment retrieve well the
ligand field (LF) regime, yielding a total gap of about 540 cm�1

for the 7F multiplet of Tb(III) and 450 cm�1 for the 6H term of
the Dy(III), i.e., in accordance with the expected range.20

The Tb(III) unit of compound 2 is best suited to investigate
the LF scheme in the considered series of isostructural com-
plexes, the result being extrapolable for other congeners also. The
f8 configuration of the Tb(III) (i.e., a 7R + 1β scheme) gives rise
to a 7F spectral term whose computed splitting expresses directly
the LF effect on the f shell. The seven levels accounted for by the
CASSCF calculation are based on configurations resulting from
the successive placement of the β electron along the series of
canonical MOs. Each ith level has as the main component (with
mixing coefficients between 0.95 and 0.99) the configuration
with the β electron in the ith canonical MO. In this circumstance,
the spacing inside the computed CASSCF terms can be
assigned to a LF scheme with one-electron effective nature.
The energies of canonical MOs do not have direct physical
meaning, being the subject of certain conventions, and as a
matter of principle should not be used for LF purposes.
However, in the actual case one may observe a good parallelism
between the orbital-based schemes the more realistic one based
on the computed spectral terms. The energy levels and contour
of the orbitals are presented in Figure 3. The canonical MOs are
almost pure f atomic orbitals. The molecular unit has no
symmetry, and the orbitals are presented as a mixture of
standard f shapes. Some of them show six lobes, while others
with more deformed appearance can be described as a combi-
nation of eight lobe and six lobe elements. Considering that the
cyanide ligands are exerting the strongest LF perturbation, one
may see that the highest energy results for the orbitals having
lobes directed toward the NC moieties while the lowest energy
is assigned to an orbital with lobes escaping in between the donors.
The canonical orbitals of the other systems show a pattern similar

to the Tb(III) system, suggesting therefore a similar LF scheme
throughout all the isostructural series.
We present in the following the theoretical approach to the

magnetic anisotropy in the considered lanthanide compounds.
For the Tb(III) system, the CASSCF-SO calculation over 49
states (i.e., the 7 � 7 total spin�orbital multiplicity of the 7F
term) yields a lower subset of 13 levels, mimicking the split of the
J = 6 magnetic ground state. In this series, certain sequences are
quite close to effective double degeneracy, i.e., 0.2 cm�1 between
the 1st and 2nd levels or 1.2 cm�1 between the 12th and 13th
ones, other couples being formed within the 10�20 cm�1mutual
gap. For the Dy(III) system, the CASSCF-SO calculations
implied 66 states (i.e., the 6 � 11 count, corresponding to the
6H ground term). The first 16 levels correspond to the splitting of
the J = 15/2 formal spin�orbit state, as a consequence of the LF
imposed over the spin�orbit coupling. The computed level
energies are organized in 8 degenerate pairs, formally assignable
to the (Jz components. Nevertheless, such a relationship is
merely allusive, because the Jz projections are not good quantum
numbers. The anisotropy of the lowest levels of Tb(III) and
Dy(III) is illustrated in Figure 4, drawing the corresponding
magnetization surface with two lobe shapes. In the 3D frame
represented in Bohr magneton units, the molecular skeleton is
immersed in relative scaling. The magnetization surfaces can be
understood as the response of the system in acquiring a magnetic
moment when a probe field is applied from the respective
direction. Thus, we apply a dB field from a given direction
expressed by the θ,j polar coordinates and obtain aM = |dE/dB|
response. We construct with this amount a polar diagram
M(θ,j), where the quantity M is the length from the center to
the drawn surface, along the given direction. The direction of
maximal elongation corresponds to the easy magnetization axis.
On the contrary, a magnetic field applied in the nodal planes will
get nomagnetic response from the system. The orientation of the
magnetization lobes represents valuable nontrivial results. This is
determined in a complicated manner by the ligand field in the
computed unit and the electron count of the f configuration.
If we attempt rationalizing the scheme in terms of the Jz

quantum numbers, the maximal extension of magnetization lobes
can be formally assigned to the gJ Jz amounts. For the ground state
couple of the Tb(III) complex, the magnetization surfaces show the
largest lobes (in comparison to those of higher states), about 5.8μB,
meaning that we shall consider these as the (6 components.
However, this magnitude is smaller than those obtained with the
ideal gJ = 3/2 for Tb(III). The situation looks like having a Land�e
factor reduced to an almost orbital-like g ≈ 1 value if formally the
lowest couple to the (6 components or like a reduction of the
effective projection itself. This fact as well the nonmonotonous
distribution of the magnitude of the lobes along the spectrum of the
7F6 term split in the complex, as seen in Figure 5, illustrates the
intricacies of the combined effect of LF and SO actions.
For Dy(III), gJ ≈ 4/3�1.33 and the maximal projection(15/2

gives the 10 μB amount of magnetization. The actual maximal
amplitude of the depicted lobes (8.5 μB) is formally assignable to
a reduction at g ≈ 1.13 of the Land�e factor. The magnetization
tensors are identical, in pairs, for the doubly degenerate states
resulting from the CASSCF-SO approach of the Dy(III) com-
plex. This is also closely similar for the near-degenerate couples
revealed in the Tb(III) computation.
Figure 5 shows the spectrum of the 13 states discussed for the

Tb(III) system (certain levels are superposed due to quasi-degen-
eracy).On the right side of the diagram,wepresent themagnetization

Figure 3. Ligand field rationalization of the results from CASSCF
calculations on the Tb(III) unit of the system 2. MO and spectral term
energies are conventionally shifted with the barycenter at the zero point.
The CAS spectral terms reflect directly the LF scheme as the split of the
7F term of the free Tb(III) ion. The canonical MO energies can also be
taken, in this case, as an approximation of the LF effects.
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surfaces as small insets. The actual orientation of the molecular frame
is the same as that inFigure 4, and the lowest component is equivalent
to those depicted magnified in Figure 4a. Therefore, the insets in
Figure 5b can be qualitatively compared each to other. The
calculation revealed that while having a relatively high effective
magnetic moment in the first two states, this drops rapidly,
having smaller lobes for the magnetization tensors of states
3 and 4 (about 2.5 μB) and sensibly lower magnitudes for the
next following states (between 0.5 and 1 μB). The magnitude
rises again for the upper states, revealing a nonmonotonous
pattern, i.e., mechanisms more complicated than those known

for the regular ZFS effects. The fact that the lowest states of the
LF-SO scheme are doubly degenerate for Dy(III) and quasi-
doublet for Tb(III) validates the description of the system as a
S = 1/2 pseudospin. The larger effective Jz moments are in fact
absorbed in the g factors largely exceeding the ideal values, e.g.,
gTb = 5.6 parameter as described earlier.22a

For the Dy(III) compound (Figure 6) the situation is a bit
different. In this case, all states carry a non-negligible magnetic
moment. Visual comparison of the magnetization lobes in
Figure 6b shows that the effective maximal moment is reached

Figure 4. Computed magnetization surfaces (in Bohr magneton units, μB) for the ground levels of the (a) Tb(III) and (b) Dy(III) complex units. The
molecular skeleton is figured in arbitrary units in order to visualize the orientation of the anisotropy with respect to the molecular frame. The orientation
of the lobes represents the easymagnetization axis, their maximal extension being formally assignable to the gJ 3 Jz products, taken formaximal projections
(Jz= (6 and Jz= (15/2 for Tb and Dy, respectively).

Figure 5. Magnetic anisotropy of the Tb(III) complex. (a) Computed
lowest CASSCF-SO states, interpreted as the combined LF and SO
effects in the split of a formal 7F6 term. (b) Magnetization surfaces of the
four lowest and four highest states of the spectrum. The intermediate
levels show small extension of the magnetization lobes. Schematized
molecular orientation is identical to those in Figure 4. The inset assigned
here to the lowest state is the miniature of those in Figure 4a. All
magnetization polar diagrams are represented obeying their relative
magnitude.

Figure 6. Magnetic anisotropy of the Dy(III) complex. (a) Computed
lowest CASSCF-SO states, resulting from the combined LF and SO
effects on the formal 6H15/2 term. (b)Magnetization tensors for all states
of the spectrum. Note that each level is doubly degenerate, the
corresponding companions having identical magnetization tensors
(depicted only once in the right side panel). The inset for the lowest
state is the miniature of Figure 4b.
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at the ground state. This is followed by a drop in effective
magnetization for the next states and a new increase toward the
end of the sequence. There is no simple relationship between the
distribution of the effective magnetization among the states of
the LF-SO spectra and the experimental recorded magnetization.
At a first glance, we attempted to assign the nonmonotonous
distribution of the effective gJ Jzmagnetization amounts from the
computed spectrum as determining the pattern of the χT curve
along the whole temperature range. However, ab initio simula-
tion of the magnetic susceptibility probed that the lowest part of
the experimental dependence cannot be assigned to the lantha-
nide ion, as initially attempted. In spite of the apparent reasons
that may suggest a possible drop in χT of compounds 2 and 3 on
the ground of effective decrease of the gJ Jz amount along the
lowest states, complete simulation shows that this is a false
intuition. The simplified numerical experiments in the Support-
ing Information illustrate this fact and the importance of working
with complete formalism of the magnetic susceptibility, instead
of immediate approximations.
Calculation on the Gd(III) system reveals a ZFS pattern, well

fitted with the following parameters: D = 0.034 cm�1 and E =
0.005 cm�1. Although small, these parameters can be significant
for the low-temperature magnetism. The ZFS on Gd(III) comes
fromweak interaction of the ground state spin octet (8S) with the
excited low-spin states, which for the pure ion are 6P, 6I, 6D, 6G,
6F, and 6H. The calculation included the correspondence of all
states in the molecular unit, the output relevant for the ZFS effect
being retrieved from the lowest 8 levels of the full CASSCF-SO
spectrum. The computed ZFS is in line with those fitted, as
discussed at the beginning of section 3.1.
The ab initio calculations presented herein are accounting for

the magnetism and implicitly for LF effects, in a reasonable
semiquantitative manner. This brings a fresh perspective in
deciphering the complexity of lanthanide LF modeling. We will
not aim here to decompose the actual ab initio results in the
frame of a LF parametrization, since this is a separate technical

insight, emphasizing in turn the possibility of direct shortcuts via
the ab initio approach.
3.3. DFT Analysis of Coordination andAssembling Effects.

In this section we will illustrate in a pictorial manner the issue of
the non-aufbau structure of lanthanide complexes and expose
considerations related to the molecular and supramolecular
association. In order to use more accessible methods such as
density functional theory, we used Lu(III) as a replacement for
lanthanide ions, taking the molecular fragments from the experi-
mental structures of the Tb(III)�W(V) chain. The filled f14

configuration of lutetium prevents the problems related with the
non-aufbau configuration of paramagnetic lanthanide ions, en-
abling the DFT regular treatment.
For purposes regarding the overall bonding regime, ignoring

magnetic issues, the diamagnetic Lu(III) ions can be reasonably
used as a surrogate of actual lanthanides in the molecular
models.13 This is because the f shell is well confined inside the
lanthanide ion and does not contribute to the bonding.31 The
corresponding numeric experiments for Lu(III) are illustrative
for the whole series of lanthanides.31 The impact of the so-called
lanthanide contraction is minimal, Tb(III) and Lu(III) differing
only about 3% in their averaged ionic radii.25 Calculation of
Lu(III) congeners affords, at one side, a reasonable tractability
and, on the other side, illustrates the electron structure complica-
tions implied in the case of systems with partly filled f shells.
The non-aufbau issue on the lanthanide complexes can be

visualized in Figure 7, showing the molecular orbitals from DFT
calculation on the [Lu(pzam)3(H2O)(NCLi)][W(CN)8] frag-
ment. One observes that the f shell is placed deep inside the
energy scale, below many doubly occupied MOs pertaining to the
ligands and to a neighboring coordination unit. The highest level is
a singly occupied molecular orbital (SOMO) preponderantly
(about 70%) consisting in a 5d atomic orbital from tungsten,
i.e., in line with the d1 configuration expected for the formalW(V)
oxidation state. The SOMOhas z2 appearance, with themain lobes
oriented toward the quasi-rectangular faces of an approximate

Figure 7. Orbitals of the [Lu(pzam)3(H2O)(NCLi)][Wo(CN)8] model dimer. Selected MOs, the SOMO with 5d1 character, and the f-type
components are presented on the left site. They are detailed on the right side. Note that the orbitals having f nature are placed deep inside the energy
scale, a fact that causes a non-aufbau pattern in the case of paramagnetic lanthanide complexes. The Lu(III) avoided the non-aufbau situation due to the
closed f14 shell.
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square antiprism. The doubly occupied HOMOs are mainly from
the [W(CN)8]

3� fragment, while the empty LUMOs belong to
the pzam ligand in the lanthanide coordination sphere, suggesting
the possible importance of charge transfer effects.
While the SOMO is labeled as the 234th MO, the levels

resembling the f lanthanide shell are encountered in the
154�161 sequence of the orbital count of the Lu�W dimer.
FourMOs from this set show the expected f pure character, with f
contents around 90%. The three others are accidentally mixed
with components, having only 75�80% f content. Considering
the [Lu(pzam)3(H2O)(NCLi)] mononuclear unit alone, the f
shell is also placed low in the energy scale, as MO nos. 89�96.
However, in the mononuclear unit the MOs are closer to the AO
status, having about 95�98% f content. The mixing between f
AOs and the ligand components in the Lu�Wmodel dimer is a
rather artificial effect. This cannot be however avoided in the
single-determinant methods, if distant or weakly interacting
fragments happen to have accidentally degenerate energies.
In DFT, the non-aufbau configurations as well as numeric

experiments with fractional spin and orbital populations are
conceptually allowed.32 These are well implemented in the
ADF code.33 However, even with these advanced capabilities
in controlling MO occupations, it is practically impossible to
work safely the complicated electron schemes of large lanthanide
complexes. These have many MOs that accidentally interfere
with the partly filled f shell. Our repeated attempts using various
technical strategies led to severe convergence problems when
using paramagnetic lanthanide ions in DFT calculations. In spite
of the fact that there are few remarkable cases that succeeded the
use of DFT for open-shell lanthanide systems,34 the DFT
approach to f complexes is not a full warranty routine method.28

The nature of these difficulties illustrates in fact the physical
features of the interactions implying the f shell. This is a weakly
interacting subsystem, which cannot be treated properly in
single-determinant methods, as is the case of DFT. Conversely,
multideterminant methods as used in the previous section are
more appropriate to treat the regime of weak interacting systems.
This is because of the right account of static correlation,
absolutely necessary in such circumstances.
We clearly illustrated that the f shell in complexes is far from

frontier MO character and therefore escapes to common intui-
tion and techniques related to the DFT practice. In a paramag-
netic lanthanide ion, the f components will show a similar
placement, deep down on the energy scale, facing then a structure
with severe non-aufbau features. The pointing of such aspect is a
part of the message intended in this section, focusing after this to
estimation of the coordination and supramolecular association
energies.

The ADF fragment energy decomposition scheme allowed us
to estimate the energies of selected association stages. We
present also the dichotomized components of the total energy:
Pauli repulsion, electrostatic energy, and the orbital part.35 The
Pauli repulsion is a term of pure quantum nature that appears
between the closed-shell subsystems.36 The orbital part is the
component assignable to covalence effects.37

Considering theW(V) ion and the isolated CN� ligands vs the
computed [W(CN)8]

3� unit, we obtain the results rendered in
the first column of Table 1. One may see that the coordination
strength (measured by the total bonding energy) is large in this
unit. Mulliken population analysis shows that the bonding of
lanthanide is realized by the involvement of virtual orbitals of the
lanthanide, finding an increment of about 0.1 electrons in the 6s
and 6p shells and 0.8 electrons in the 5d AOs. This suggests that
the bonding is made by donation from ligands toward these outer
shells. The Mulliken charge of the Lu(III) in complex is +1.98,
which represents an overestimation of the occurred charge
transfer. The Mulliken populations are conventional and approx-
imatemeasures of the electron distribution between atoms, being
rather inadequate in the case of polar bonding (because it divides
in equal shares the overlap contributions, irrespective of the
differentiated electronegativity). A better population scheme in
such circumstances is Hirshfeld analysis.38 The Hirshfeld charge
of the lanthanide in complex is +2.77, suggesting a more realistic
ionic scheme, with about 0.2 charge fraction accommodated
mostly in the 5d orbitals. Analysis of the [W(CN)8]

3� unit
shows, at the Mulliken level, a massive donation from cyanide
toward the 5d shell of tungsten, so that its formal charge is
negative, about �0.44. The Hirshfeld charge is, again, more
realistic, giving the +3.24 effective charge on the W center. The
effective charge, lower than the nominal oxidation state (+5),
suggests a certain degree of covalence in this unit. The [Lu-
(pzam)3(H2O)(NCLi)]

3+ unit (second column of Table 1)
analyzed with respect to Lu(III) and constituting ligands, con-
sidered all together as a single fragment, shows a smaller
association energy. This is in line with the idea of ionic bonding.
Finally, taking the cation complex Lu(pzam)3(H2O)(NCLi)]

3+

and the anion [W(CN)8]
3� as fragments, one obtains the

supramolecular assembling energy, which is revealed to be of
electrostatic nature.
Table 2 presents the quantities related to the binding of

individual ligands in the [Lu(pzam)3(H2O)(NCLi)2]
3+ unit.

Here, both W�CN bridges from the chain were replaced with
the NC�Li prosthetic groups. This numeric experiment detects
the action of cyanide toward the lanthanide, eliminating the
electrostatic part that appears at the supramolecular contact of
full f and d units (as shown in Table 1). The formation energies

Table 1. Coordination Energies of All Ligands Inside the
Presented d and f Fragments and for Their Association into
the [Lu(pzam)3(H2O)(NCLi)][W(CN)8] Complex

E (kcal/mol)

[W(CN)8]
3�

[Lu(pzam)3(H2O)

(NCLi)]3+
{Lu�W}

complex

Pauli repulsion 751.3 166.5 49.2

electrostatic interaction �4143.0 �485.6 �461.2

orbital effects �2188.4 �407.6 �93.8

total bonding energy �5580.10 �726.7 �505.8

Table 2. Association Energies for Individual Ligands in the
[Lu(pzam)3(H2O)(NCLi)2]

3+ Unita

E (kcal/mol)

pzam(av) H2O NC�Li(av)

Pauli repulsion 66.2 34.3 45.2

electrostatic interaction �14.5 �0.5 12.7

orbital effects �109.8 �54.7 �113.2

total bonding energy �58.1 �20.9 �55.3
aThe three slightly different pzam ligands and the two NC bridges are
presented as their corresponding average.
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are estimated taking as fragments a given ligand and the remainder
of the complex. For instance, estimation of one pzam ligand
implies the preliminary preparation of the pzam and [Lu(pzam)2-
(H2O)(NCLi)2]

3+ fragments. Then the whole complex is as-
sembled with respect to these components in the specific manner
implemented in the ADF code. The quantities outlined in Table 2
belong to the output of such calculation. One observes the relatively
high coordination strength of the cyanide moiety itself, comparable
with those of the chelatic pzam groups. The two (NCLi) groups of
this model structure show similar bonding energy components.
Here, it is presented as their average. The three pzam ligands are
similar each to other, the results being displayed on average. The
aqua ligand appears with the lowest coordination power.

4. CONCLUSIONS

The magnetic properties of a new series of isostructural con-
geners displaying d�f chain topology were discussed from the
viewpoint of both experimental and theoretical studies. State of the
art computations afforded insight into the magneto-structural correla-
tions of the discussed systems. The calculations consisted of non-
routine original methodologies employing CASSCF-SO procedures
for descriptionof combined effects of ligandfield (LF) and spin�orbit
(SO) coupling in determining the magnetic anisotropy of the
considered lanthanide units. The ab initio obtaining of the magnetiza-
tion polar diagrams for each state of the lowestmultiplets as well as the
first-principles simulation of susceptibility a good match with the
experimental pattern representoriginal elementsof theworkpresented
herein. We studied the effects behind the association of molecular
constituents in complex units and of the coordination fragments into
the extended structure. The energy decomposition scheme available in
theADFcode enabledus to compare the coordination strengths of the
ligands in the d and f units and also to estimate supramolecular effects
of the d�f assembling. The actual results and discussions draw the line
of potential new developments and challenges in a new generation of
magneto-structural studies on lanthanide compounds.
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