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ABSTRACT: The synthesis and characterization of two Fe−Gd systems based on
bpca− (Hbpca = bis(2-pyridilcarbonyl)amine) as bridging ligand is presented, taking
the systems as a case study for structure−property correlations. Compound 1,
[FeLS

II(μ-bpca)2Gd(NO3)2(H2O)]NO3·2CH3NO2, is a zigzag polymer, incorporat-
ing the diamagnetic low spin FeLS(II) ion. The magnetism of 1 is entirely deter-
mined by the weak zero field splitting (ZFS) effect on the Gd(III) ion. Compound
2 is a Fe(III)−Gd(III) dinuclear compound, [FeLS

III(bpca)(μ-bpca)Gd(NO3)4]·
4CH3NO2·CH3OH, its magnetism being interpreted as due to the antiferromagnetic
coupling between the SFe =

1/2 and SGd =
7/2 spins, interplayed with the local ZFS

on the lanthanide center. In both systems, the d−f assembly is determined by the
bridging capabilities of the ambidentate bpca− ligand, which binds the d ion by a
tridentate moiety with nitrogen donors and the f center by the diketonate side. We
propose a spin delocalization and polarization mechanism that rationalizes the factors leading to the antiferromagnetic d−f
coupling. Although conceived for compound 2, the scheme can be proposed as a general mechanism. The rationalization of the
weak ZFS effects on Gd(III) by multiconfiguration and spin−orbit ab initio calculations allowed us to determine the details of the
small but still significant anisotropy of Gd(III) ion in the coordination sites of compounds 1 and 2. The outlined methodologies
and generalized conclusions shed new light on the field of gadolinium coordination magnetochemistry.

1. INTRODUCTION
A great deal of attention is currently being paid to the chemical
properties of the lanthanide molecular compounds. This is
because of their use in magnetic1 and optical devices, as well as
their utility as luminescence probes2 and catalytic materials.3

The behavior of lanthanide molecular compounds in solution is
also important. Especially, the gadolinium(III) compounds
have been found to be useful as contrast agents for magnetic
resonance imaging (MRI)4 based on the dynamic aspects of
their magnetism.
With respect to the molecular magnetism of lanthanide

ions,5,6 the gadolinium(III) complexes are regarded as the sim-
plest congeners in the series. This is due to the nondegenerate
orbital state and the spin-only nature of the magnetism.
However, Gd(III) can offer occasion for further insight and
surprises. The ion can carry a small anisotropy, in the form of a
zero field splitting (ZFS) effect, which, though small, can drive
the low temperature magnetic behavior or enter in competition
with weak exchange effects.7 Such a situation will be presented
in the following, by detailed analysis of systems containing the
Gd(III) ion. We combine an experimental approach with a

theoretical analysis of the situations when the ZFS alone or the
interplayed ZFS and exchange coupling can shape the magnetic
behavior of the homo- and heteronuclear complexes containing
gadolinium(III).
The analysis of relatively small ZFS effects on Gd(III) sites

exceeds the simple academic interest, because of an important
application of the dynamics driven by such effects in magnetic
resonance imaging (MRI).4 The biochemical, EPR, and kinetic
aspects8 are beyond our actual focus, but any rationalization
achieved in these causal factors has an important potential
impact in the application field.
The anionic ligand abbreviated bpca− (Hbpca = bis(2-

pyridylcarbonyl)amine) is particularly suited for assembling d−f
systems. It was previously used for the synthesis of oligo-and
polynuclear systems made of homo- and heterometallic d-
transition metal ions.9 Recently, we observed and exploited10,11

the propensity of this ligand to build d−f systems, due to the
natural affinities of the ions for the two donor sets, with the
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nitrogen donors oriented toward the transition metal sites
and the diketonate chelatic moiety binding to the oxophilic
lanthanide ions.
We report here case studies performed on [FeLS

II(μ-bpca)2-
Gd(NO3)2(H2O)]NO3·2CH3NO2 (1), as a system for which
the magnetism is driven solely by the ZFS effect on gadolinium,
and the congener, [FeLS

III(bpca)(μ-bpca)Gd(NO3)4]·4CH3NO2·
CH3OH (2), as a compound for which Heisenberg exchange
coupling and the local anisotropy are competing.
The analysis of compound 1 revealed important details of the

considered system and general methodological advances
regarding the characterization of the small anisotropy due to
the weak ZFS manifestations on Gd(III) sites. Compound 2
showed antiferromagnetic coupling, suggested also by ab initio
calculations. The results were extrapolated, pointing to a general
mechanism for the case of the antiferromagnetic interaction in the
transition metal−lanthanide complexes. This question is a
counterpart to the previously clarified paradigm for the mechanism
of ferromagnetic coupling,12 raised for the situation of quasi-
generalized ferromagnetism in Cu−Gd complexes.13,14

The key feature of the ferromagnetic mechanism is the
delocalized spin density from the 3d-metal ion, via the bridging
ligand, toward the 5d empty AOs of the embedded lanthanide
ion. The chemical bonding of the lanthanide is practically
realized by the help of its virtual 5d and 6s AOs, without
implication of the f paramagnetic shell.15 The percolation of a
residual spin density into the 5d AOs is a natural fact accom-
panying the d−f association. At the same time, the unpaired
electrons on orthogonal orbitals of the same atom tend to keep
their spins in mutual parallel arrangement. As a consequence,
the δα spin density, created by the main 3d α-spin carrier,
induces the α-parallel orientation of the spins in the f shell.
According to this general mechanism, the ferromagnetism of
the d−f coupling seems favored in a rather large number of cir-
cumstances, beyond the celebrated Cu−Gd encounters. In this
perspective, the clarification of an alternate mechanism, respon-
sible for the antiferromagnetic d−f situations, is an important
contribution to an open question.
The characterization of considered systems was completed

with the help of ab initio techniques. Here, we must point out
that there is a consensus that the treatment of lanthanide
systems is not a routine task.16 The methodology was designed
earlier, with the first ab initio calculations of d−f systems being
reported by us in 2004.12

The difficulties reside in severe convergence problems,
determined by the non-aufbau nature of the f shell. These
problems were solved by us by avoiding the usual single deter-
minant preliminary steps, customarily used to prepare mole-
cular orbitals entering in the multiconfiguration techniques. In
turn, we enter directly in the multiconfiguration approach with
orbitals preliminarily prepared by the corresponding merging of
fragment wave functions (such as the d metal ion complexes
plus free lanthanide ion, plus the ligands of the lanthanide
coordination sphere). Several other ab initio multiconfiguration
calculations appeared for lanthanide systems,17 a posteriori to
our methodological outlining.18 Other authors16 used density
functional theory broken symmetry calculations on prototypic
Cu−Gd systems, acknowledging also the intrinsic difficulties
related to the non-aufbau issues.

2. EXPERIMENTAL AND COMPUTATION DETAILS

2.1. Materials. All chemicals and solvents were used as
received, and no purification was needed. [Fe(bpca)2]·H2O and
[Fe(bpca)2]NO3 were synthesized as described elsewhere.19

2.2. Syntheses. Compound 1 was obtained by adding a
solution of Gd(NO3)3·6H2O (0.05 mmol) in methanol (2 mL)
to an equimolar solution of [Fe(bpca)2]·H2O in nitromethane
(2 mL). After 30 min of stirring at room temperature, the
solution was left undisturbed in a desiccator. Well formed
brown orange crystals resulted in several days. Compound 2
was obtained in a similar manner using a methanolic solution of
Gd(NO3)3·6H2O (0.05 mmol) in methanol (2 mL) added to
an equimolar solution of [Fe(bpca)2]NO3 in nitromethane
(2 mL). Red orange block-shaped crystals suitable for single-
crystal X-ray diffraction were obtained in several days. Crystals
were used for X-ray and magnetic measurements.
Elemental analysis for C26H24FeGdN11O18 (1). Calcd (%): C,

31.49; H, 2.44; N, 15.54. Found (%): C, 31.63; H, 2.54; N, 14.95.
Yield 63%. IR data (KBr, cm−1): 3095(m), 1662(sh), 1645(s),
1597(m), 1554(m), 1535(m), 1506(m), 1371(s), 1302(m),
1275(m), 1038(w), 827(w), 765(m), 717(m), 653(w), 570(w),
520(m). Elemental analysis for C29H31FeGdN14O25 (2). Calcd
(%): C, 29.28; H, 2.71; N, 16.48. Found (%): C, 29.56; H, 2.60;
N, 16.32. Yield 48%. IR data (KBr, cm−1): 1718(s), 1603(m),
1554(m), 1479(s), 1360(s), 1307(s), 1155(w), 1093(w),
1059(w), 1028(s), 810(w), 762(s), 744(m), 704(m), 656(w),
629(w), 517(w), 501(w).

2.3. Crystal Structure Determinations. The crystal data
and details on the data collection and refinement for complexes
1 and 2 are summarized in Table S1 (Supporting Information).
The crystal data for complexes 1 and 2 were collected using a
Bruker SMART 1000 CCD-based diffractometer operating at
200 K. Intensities were collected with graphite monochromatized
Mo Kα radiation (λ = 0.71073 Å) operating at 50 kV and 30 mA,
using the ω/2θ scan technique. The refinement method employed
was full-matrix least-squares on F2. The data integration and reduc-
tion were undertaken with SAINT and XPREP.20 The intensity
data were empirically corrected for absorption using the program
SADABS.21 The structures were solved using the Bruker
SHELXTL software22 by direct methods and refined by full-
matrix least-squares methods on F2. All non-hydrogen atoms
were refined anisotropically, except in the case of crystallization
solvents with some thermal disorder. Hydrogen atoms were
included in calculated positions and refined in the riding mode.
Crystal data (1): C26H22FeGdN11O18, M = 989.65, T = 200 K,

monoclinic, space group P21/c, a = 9.856(3) Å, b = 20.060(2) Å,
c = 18.2973(16) Å, β = 100.457(4)°, V = 3526.5(7) Å3, Z = 4,
final R values are R1 = 0.0678, wR2 = 0.1568 for reflections with
I > 2σ(I) and R1= 0.0977, wR2 = 0.1722 for all data.
Crystal data (2): C29H31FeGdN14O25, M = 1189.74, T = K,

triclinic, space group P1̅, a = 11.164(3) Å, b = 13.617(4) Å, c =
15.816(5) Å, α = 103.315(6)°, β = 92.744(6)°, γ = 109.824(6)°,
V = 2180.12 Å3, Z = 2, final R values are R1 = 0.0594, wR2 =
0.1456 for reflections with I > 2σ(I) and R1 = 0.0726, wR2 =
0.1528 for all data.

2.4. Physical Measurements. Fourier transform infrared
spectroscopy was performed using a JASCO FT/IR-4200
instrument with KBr pellets in the 400−4000 cm−1 region
(w, weak; m, middle strong; s, strong).
Magnetic measurements were carried out on a Quantum

Design SQUID MPMS 5S magnetometer on polycrystalline
samples, in a 0.1 T field over the temperature range 1.8−300 K.
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For magnetization measurements, the sample was restrained in
eicosane to prevent torquing. Diamagnetic correction for each
sample was determined using Pascal’s constants. The ac
magnetic susceptibility measurements were performed using a
0.3 mT magnetic field oscillating at 100−1000 Hz.
2.5. Ab Initio Calculations. The CASSCF (Complete

Active Space Self Consistent Field) calculations and the sub-
sequent ab initio Spin Orbit (SO) treatments were performed
with the GAMESS program.23 We used an SBKJC24 effective
core potential and basis set for lanthanide Gd, the 6-311G*
basis set for the Fe, N, and O atoms, and 6-31G for the C and
H skeleton.

3. RESULTS AND DISCUSSION

3.1. Crystal Structure Description. Compound 1,
[FeLS

II(μ-bpca)2Gd(NO3)2(H2O)]NO3·2CH3NO2, crystallizes
in a monoclinic system, space group P21/c. Compound 2,
[FeLS

III(bpca)(μ-bpca)Gd(NO3)4]·4CH3NO2·CH3OH, is tri-
clinic, with the P1 ̅ space group. Figure 1 shows the molecular
units of compounds 1 and 2, while Figure 2 shows a sequence
of the chain structure of compound 1. Selected bond lengths
and angles are given in Table S2 in the Supporting Information.
In both systems, the anionic bpca− ligand acts as tridentate

nitrogen donor toward the d ion (Fe(II) in compound 1 and
Fe(III) in 2). The iron centers are in both cases coordinated
by six nitrogen donor atoms, in compressed octahedron

geometries. The longer equatorial bonds are established with
pyridine moieties (on average, 1.95 Å in compound 1 and
1.97 Å in compound 2), with the axial ones being realized with
the deprotonated amine nitrogen (on average, about 1.91 Å in
both compounds). The formal negative charge enhances the
coordination power of this type of donors. The axis of averaged
compression in compound 2 is, in fact, unsymmetrical with respect
to individual Fe(III)−N bond lengths: 1.95 Å for the central N
donor of the ligand that participates in the bridge with Gd(III) and
1.89 Å for the opposite ligand. In compound 1, where both ligands
are acting as d−f bridges, the Fe−N bonds on the averagely short
axis are closer to each other: 1.91 Å and 1.92 Å.
The carbonyl groups of the bpca− ligand afford the bridging

of the f ion, with the whole [Fe(bpca)2]
q units (q = 0 for FeII

and q = 1 for FeIII) acting as complex ligands toward Gd(III).
In compound 1, Gd(III) is coordinated by two [FeLS

II(bpca)2]
neutral units, two chelating nitrate ions, and one water
molecule. The total coordination number is nine. The mean
axes of the two coordinating diketonate fragments form an
open angle (ca. 130°). Their chelating planes are approximately
perpendicular to each other. This mutual placement creates the
zigzag pattern of the chain. The two nitrate ion chelates are in a
cis arrangement, with an approximate 90° angle between their
mean coordination axes. The NO3

− planes are also perpen-
dicular to each other. One nitrate counterion is placed outside
the chain, noncoordinated.

Figure 1. (a) Molecular unit, [FeLS
II(μ-bpca)2Gd(NO3)2(H2O)]NO3, for compound 1 and (b) the dinuclear molecule [FeLS

III(bpca)(μ-bpca)-
Gd(NO3)4] of compound 2 with the atom numbering scheme. Solvent molecules and the counter NO3

− groups are omitted for clarity. Note that in
part a the coordination of the Gd(III) site appears incomplete because of the eliminated continuation of the chain of compound 1.

Figure 2. Sequence of the zigzag structure of compound 1, [FeLS
III(μ-bpca)2Gd(NO3)2(H2O)]NO3·2CH3NO2.
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Apparently, the two complex [FeLS
II(bpca)2] ligands around

the lanthanide ion are too bulky to allow the entry of the third
nitrate in the coordination sphere, permitting only the smaller
aqua ligand. The competition between nitrate and the complex
ligand leads to a different structure in the case of compound 2.
The difference is made by the total charge of the complex
ligand, which is positive for 2, [FeLS

III(bpca)2]
+. The total charge

of the d complex and f cations is compensated by four nitrate
ions, all of them being accommodated around the Gd(III) site.
The ten-coordination number of the Gd(III) can be approxi-
mately described as a gyro-elongated square bipyramid.
3.2. Magnetic Properties. Figure 3 shows the χT vs T

magnetic data for compounds 1 and 2, limited to the interesting

temperature interval 0−50 K. At a first glance, the pattern of
both curves suggests antiferomangnetic-like behavior. Never-
theless, the situation deserves a detailed analysis. For com-
pound 1, the d site is nonmagnetic, Fe(II) is low-spin, and the
distance between the Gd(III) ions is large, 11.3 Å. Therefore,
it is unlikely to have a significant long-range superexchange
coupling between the f ions over the Fe(II) complex bridges.
It remains then to assume that the local ZFS is, probably,
the effect determining the behavior of compound 1. For 2,
the antiferomagnetic coupling is feasible, since the bpca−

bridge may be a mediator of the d−f interaction. In this case,
the question is how the local magnetic anisotropy and the

intercenter exchange interaction are competing in the magnetic
behavior of compound 2. The fact that the ZFS and exchange
effects are interplayed for compound 2 is suggested by the
dynamic behavior revealed by the ac susceptibility measure-
ments (Figure 4). The overview of the experimental data
reflects complex effects, in spite of the relative simplicity with
which the Gd(III) systems are usually conceived. The χT curves
show, in fact, too few details to allow the salient determination of
the needed parameters (e.g., for the system 2, the JGd−Fe coupling
altogether with D and E amounts for the ZFS on Gd(III)). The
relatively rich data from the ac magnetic susceptibility measure-
ments cannot be used for fitting with usual Heisenberg, ZFS, and
Zeeman Hamiltonians. These models do not include the details
related with spin dynamics and mechanisms of relaxation
comprised in the experimental records.
For clarifying the parametric uncertainties, we also used ab

initio methods. These procedures are presumably able to account
for the relative magnitude of parameters and their range, in
semiquantitative respects. In our case, the ab initio treatments
yielded parameters that were inserted in the phenomenological
spin Hamiltonians, leading to a reasonable match to the experi-
mental data (see the next section and the Supporting Information).
Apart from the small deviations below 5 K of the calculated
curve from the experimental data, the ab initio approach suc-
ceeded in reproducing the major features of the χT curves (the
position and the mean curvature of the region where the raising
χT line bends to approach the plateau values).
Note that we do not perform a fit but directly use the ab initio

parameters to mimic the magnetic susceptibility. For compound
1, the computed ZFS parameters are D = 0.063 cm−1 and |E| =
0.005 cm−1. For compound 2, the computed ZFS parameters are
D = 0.047 cm−1 and |E| = 0.004 cm−1, while the exchange
parameter is JGdFe = −0.199 cm−1 (see the section 3.5), taken in
the Ĥexch = −2JGdFeS ̂Gd·S ̂Fe convention of the spin coupling
Hamiltonian. By chance of a good match, we can confine to
using this value directly in the simulation of susceptibility of
compound 2. The E parameter is reported as a module, since the
±|E| values determine the same magnetic properties, with the
switch of the sign being related to a conventional permutation of
the x and y axes (by rotation around z, as visible in Figure S3 of
the Supporting Information).
It is important to note certain details from tackling the

magnetic susceptibility in the general circumstance of ZFS with
D ≠ 0 and E ≠ 0. In the general case, with D and E active
parameters, the Sz projections are no longer good quantum
numbers. Then, the magnetic susceptibility cannot be rendered
in the customary form, as the statistics of the Sz

2 amounts, over
the spin states and their components, weighted with Boltzmann

Figure 3. χT vs T experimental data (symbols and dashed lines) and
theoretical curves (solid lines) for compound 1 (a) and compound 2
(b). The continuous lines are not parametric fits but correspond to the
results obtained by introducing in the spin Hamiltonian models the
parameters obtained directly from ab initio simulations. The only free
parameters are g = 2.01 for compound 1 and g = 2.07 for 2, adjusted to
match the high temperature χT plateaus.

Figure 4. In-phase (a) and out-of-phase (b) magnetic susceptibility for compound 2.
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factors for the corresponding spin Hamiltonian energies. Instead
of using the simplest versions of the van Vleck formulas, based
on the Sz (or Ms) indexing and summations, it is necessary to
work here with equations derived with the help of the partition
function Z, as expressed in the 1.3.1−1.3.7 formulas from page 5
in Kahn’s book.25 Because of the anisotropy induced by ZFS, the
magnetization and susceptibilities must be taken as statistics over
all space directions, assuming that the sample contains randomly
oriented species. Thus, we treated the susceptibility with the
following master formula:

∫ ∫χ̅ =
π

θ φ θ θ φ
θ=

θ=π

φ=

φ= π ⎛
⎝⎜

⎞
⎠⎟N k T

B
Z B1

4
d

d
ln( ( , , ) sin( ) d dA B

0 0

2 2

2 (1)

where NA and kB are the Avogadro and Boltzmann constants and Z
is the state function, i.e. the sum of Boltzmann factors for all the
energies. This includes all the dependencies related to the spin
Hamiltonian (ZFS and Heisenberg parameters) as well as the
Zeeman dependence on the field B and its orientation, given in
terms of the θ and φ polar angles. We performed the integra-
tion required by the averaging of the anisotropic susceptibility
in a numerical manner, over a grid of 24 points for the θ co-
ordinate and 48 points in the φ scan. The θ−φ mesh is similar
to the partition of the globe by parallel and meridian lines, res-
pectively. The derivatives of the partition function, Z, as well
as those of the energies were taken numerically, by small dB =
0.001 T perturbations.
3.3. Phenomenology of Zero Field Splitting on Gd(III)

Sites. We will present here aspects related with the general
ZFS on the f7 configuration. In spite of the fact that these are
generalities, it is important to have them included in the
discussion, because the possibility of the anisotropy on Gd(III)
is often overlooked, as a consequence of its relatively small
magnitude. The single ion anisotropy effects for Gd(III) are
described by the ZFS operator:25

̂ = − + + −⎜ ⎟⎛
⎝

⎞
⎠H D S S S E S S

1
3

( 1) ( )z x yZFS
2 2 2

(2)

For the set of projections related with the S = 7/2 ground
state, the solutions of the above Hamiltonian are resulting
always in degenerate pairs, irrespective of the D and E values.

This is because the full 8 × 8 matrix of the spin octet is
factorized in two equivalent 4 × 4 blocks, as follows:

The states interconnected in a block are either the {+7/2,
+3/2, −1/2, −5/2} set or the {−7/2, −3/2, +1/2, +5/2}
conjugated series, as figured on the row and column entries of
the matrix given in eq 3. The matrix has this structure because
the E(Sx

2 − Sy
2) component of eq 2 interconnects, as non-

diagonal elements, the spin projections with ΔSz = ±2.
The addition of the Zeeman Hamiltonian, for the interaction

with the external magnetic field, further interconnects the
elements satisfying the ΔSz = ±1 relationship. In this way, the
two separate blocks are merged via the interaction of the Sz = ±1/2
elements, by a term related to the projection of the field in the xy
plane. When the field is confined along the z axis, the two blocks
remain yet independent. We point out that, even though the
solutions of the ZFS Hamiltonian are degenerate, this does not
simply originate from the DSz

2 term acting on the ±Sz projections,
being in turn related to the discussed symmetry of the equations.
Since most often the lanthanide ions are placed in the asymmetric
environments resulting from high coordination numbers, achieved
with several different ligands, there is no reason to discard the E-
type ZFS term. Figure 5 shows the pattern of the ZFS states as a
function of the E vs D parametric ratio.
We will not detail here the Zeeman−Lande ́ matrix elements,

confining to a descriptive note that the terms related with the
field along the z axis are contained as −gμBSzBz quantities along
the diagonal of the matrices given in eq 3. The field along the
x and y axes is equated in the nondiagonal elements between
the basis components with a ΔSz = ±1 relation. As mentioned
before, the Zeeman Hamiltonian interconnects in this way the
two independent ZFS block matrices. A suggestive representa-
tion of the magnetic anisotropy on the f7 ion is obtained
considering the polar diagrams of the |dεi/dB| derivatives for
each i state of the S = 7/2 multiplet (see section A2 and Figure
S3 of the Supporting Information). The first derivative has a
magnetization-alike meaning, and taken as the polar diagram

Figure 5. Pattern of the zero field splitting (ZFS) states in Gd(III) as a function of the E/|D| ratio of the ZFS generic eq 1: (a) the D > 0 case; (b)
the D < 0 case. The energy is presented also in |D| relative units. Each line corresponds to a degenerate couple of levels, as described in eq 3. The E
term leads to energy spectra different from the quadratic spacing determined by the D-only term.
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for a given state, it shows the response of the given level to the
field perturbations from directions scanned in the 3D manner.
The distance from the center to a surface point (measured
along a given direction) amounts to the derivative of the energy
with respect to the field, |dεi/dB|, obtained when the field was
infinitesimally applied along that line. To get the derivative, we
use the equations obtained by adding the Zeeman−Lande ́
terms, −gμBS⃗·B⃗, of the interaction of the spin magnetic
moments with the external magnetic field, B⃗, to the ZFS
Hamiltonian from eq 3. The surfaces depicted in Figure S3 of
the Supporting Information show an illustrative synopsis of the
magnetic anisotropy associated with the ZFS of the f7

configuration. For the isotropic case (D = 0, E = 0), the
discussed polar diagrams are spheres with the gμB|Sz| radius. For
the D ≠ 0 and E = 0 case, magnetic anisotropy appears, with the
corresponding surfaces having a two-lobe aspect. The maximal
extension of the lobes is gμB|Sz|, along the z axis. For the general
case with D ≠ 0 and E ≠ 0, the Sz projections are no longer good
quantum numbers, with the magnetization-alike polar represen-
tations of |dεi/dB| being suggestive and alternative descriptors for
the magnetic anisotropy of the given “i” state.
Early studies devoted to spectroscopy and EPR of Gd(III) ion

assigned the ZFS to the mixing of the ground spin octet and
excited sextet states.26 Thus, the eigenvector of a ZFS component
consists more than 95% in the 8S ground state and about 2−3% in
the 6P state, with much lesser contributions from higher levels
such as 6D, 6F, and 6G. Besides, the occurrence of non-null D
and E parameters implies local distortions from cubic or axial
(tetragonal or trigonal) symmetries, respectively. The ZFS in the
half filled shell of the f7 configuration is formally similar to the d5

case,27 where, with respect to octahedral symmetry labels, the
driving effect is the mixing, by spin−orbit and local distortions, of
the 6A1g ground state (related with the 6S atomic term) with the
4T1g level (originating from the 4G excited atomic multiplet).
The smaller ligand field makes the ZFS on the f7 shell weaker
than those of the d5 high spin case, in spite of the fact that the
spin orbit parameters are larger for lanthanides. For the free ions,
the first spectral gap is about 32000 cm−1 for both the 8S−6P
couple of Gd(III) and the 6S−4G one of Fe(III).28 The larger
ligand field in Fe(III) complexes determines a significant split of
the 4G term and smaller gaps with respect to the ground state,
e.g. on the order of 10000 cm−1 for the 6A1g−4T1g couple in the
octahedral field.27 In turn, in the Gd(III) complexes, the first
excited states remain approximately at the same separations as in
the free ion, showing a small mixing with the ground state,
determining small absolute ZFS parameters. The balance of
ligand field and spin orbit effects that determine the D and E
magnitudes for the f7 ions is a complicated issue, due to the
intricacies of ligand field models for lanthanides.29 In the next
section we will circumvent this complexity with the help of
ab initio calculations.
3.4. Ab Initio Treatment of the Weak Magnetic

Anisotropy of Gd(III) Sites. As mentioned in the introduc-
tory part, the calculation of the lanthanide system implies
particular procedures, with customized algorithms,12,10 beyond
the standard controls of the used computer code. Our procedure
starts from a “handmade” initial wave function, obtained by
merging the orbitals of the separate fragments: the free lanthanide
ions and the surrounding ligands. The starting LCAO matrices are
then block diagonal, with zero elements in block nondiagonal
areas, i.e. for the indices corresponding to the mutual mixing of
the fragments. This starting wave function is consistent with
the physical reality that the lanthanide ions are rather weakly

interacting with the environment, in the ionic bonding regime.
The CASSCF(n, m) calculations, with n electrons in m orbitals,
are set to represent properly the problem at hand. The multi-
configuration setting is CASSCF(7,7) for Gd(III) sites in mono-
nuclear units. This corresponds to the full configuration
interaction in the ground (S = 7/2) and excited (S = 5/2) spin
states arising from the f7 configuration. The CASSCF calculation
was followed by an ab inito spin orbit (SO) procedure, incor-
porating the levels related with the 8S, 6P, 6I, 6D, 6G, 6F, and 6H
terms of the free ion (in total, 49 orbital states).
Because the ZFS is an effect localized on a given site, it is

reasonable to consider models having only the immediate ligand
environment, taking approximations and cutting the moieties
related to the long-range effects. Thus, from the chain structure
of compound 1, we idealized the Gd(III) coordination as a
mononuclear complex made of the immediate coordinating
ligands, [Gd(Hbpca)2(NO3)3(H2O)]+, and eliminating the d
metal ions and further 1D linkages.
For compound 2, the ab initio ZFS approach can be rea-

sonably simplified by ignoring the spin terms due to the para-
magnetic Fe(III). This was achieved by replacing the Fe(III)
with the diamagnetic Co(III), considering the calculation on
the [CoIII(bpca)(μ-bpca)Gd(NO3)4] model. In this way, we
are focused on the problems related with the f shell of
gadolinium(III) ion.
The ZFS can be extracted from the small spacing obtained

for the eight lowest levels resulting from the full CASSCF-SO
calculation (the full spectrum consists of 269 spin-orbital terms).
The levels are obtained in degenerate pairs (see discussion from
section 3.3). Thus, for compound 1, the following series of
doublets is produced: {0.000, 0.148, 0.394, 0.770} cm−1. This set
is fitted by the eigenvalues of matrices from eq 3 by taking the
D = 0.063 cm−1 and |E| = 0.005 cm−1 parameters. As shown in
the previous section, these parameters, introduced in formula 1
for the averaged anisotropic susceptibility, match, at once, the
pattern of the experimental χT vs T curve for system 1. In a
similar manner, the CASSCF-SO calculation of the Gd(III) site
in complex 2 (taking the Co(III) idealized congener) yielded the
following levels: {0.000, 0.117, 0.306, 0.585} cm−1, which are
fitted with D = 0.047 cm−1 and |E| = 0.004 cm−1.
A significant development here is the characterization of

anisotropy, drawing the polar surfaces of |dεi/dB| functions for
each state relevant for the ZFS spectrum. This is realized by
handling the data contained in the black box of the CASSCF-SO
ab initio spin−orbit calculations. Particularly, the extraction of
the matrix elements and expectation values of the L̂x, L̂y, and L̂z
operators, which, altogether with the knowledge of spin-type
Zeeman terms, based on the S ̂x, Sŷ, and S ̂ operators, affords
the implementation of the field dependence in the CASSCF-SO
ab initio matrices (using the specific gL = 1 and gS = 2.0023 Lande ́
factors). Taking the numerical derivatives as the corresponding
response functions of the system to a magnetic field, the mag-
netization surfaces are obtained in the full ab initio context, for
correspondingly selected states. Since the macroscopic magnetiza-
tion can be presented as a statistic over the −dεi/dB amounts,
weighted with corresponding Boltzmann factors,25 the −dεi/dB
functions can be conventionally called state-specific magnetiza-
tions, as it is reasonable to consider the macroscopic results
originating from a microscopic nature with a similar denomination.
The polar representations of such state specific quantities are very
illustrative for discussing the magnetic anisotropy as a function of
the specific spectrum of states.
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Figure 6. Polar representation of the |dε/dB| field derivatives (defined as state-specific magnetizations) obtained by full ab initio procedures and for
the lowest pair of degenerate states of the Gd(III) site in compound 1. Panels a−d correspond to degenerate pairs of anisotropic states with energies
in the order a < b < c < d. The scale of the drawn molecular skeleton is arbitrary. The units for the Mx, My, and Mz axes are Bohr magnetons (μB).
Each surface is encapsulated in a box with axes from −10μB to +10μB, in all the x, y, z directions.

Figure 7. Polar representation of the |dε/dB| field derivatives (defined as state-specific magnetizations) obtained by full ab initio procedures, for the
lowest pair of degenerate states of the Gd(III) site in compound 2. Panels a−d correspond to degenerate pairs of anisotropic states with energies in
the order a < b < c < d. The meaning of the representations is as explained in Figure 6.
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The results for the Gd(III) coordination spheres in 1 and 2
are presented in Figures 6 and 7, respectively. One observes
that the patterns obtained for the polar diagrams in both 1 and
2 are similar to those outlined in Figure S3 of the Supporting
Information.
Besides, replacing the above-mentioned ab initio resulted D

and E parameters in the simplified model related to eq 3,
i.e. the treatment related with Figure S3 of the Supporting
Information, one obtained patterns closely similar to those from
Figures 6 and 7. One must point out that, while the shapes in
Figure S3 are obtained as response functions from phenomeno-
logical 8 × 8 Hamiltonian matrices, the results for real systems in
Figures 6 and 7 are taken as the derivatives with the magnetic
field from the 296 × 296 matrices, related with the applied
CASCCF-SO calculations. The fact that the patterns of the small
model and the full calculations coincide certifies the correctness
of our nonroutine handling of the ab initio data.
A nontrivial result is the orientation of the magnetization

lobes with respect to the molecular frames (Figures 6 and 7).
The simplified frame of 8 × 8 discussed for eq 3 implies
arbitrary sets of axes, while the full information contained in
the 296 × 296 matrices enables the determination of effective
magnetic anisotropy with respect to the molecular frame. These
lobes identify the directions where the given state shows the
highest sensitivity to magnetic field perturbations. The relative
amplitudes of the lobes give information about the magnetic
moment contained in a certain space direction, for the selected
state. For compound 1, the maximal lobe (with an extension of
about 6.9μB, Figure 6d) is oriented approximately along a
dihedral angle traced between the coordination axes of the two
nitrate ligands. A lobe with comparable size (6.6μB, in Figure
6a) is oriented along the axis of the aqua ligand. Smaller lobes,
with 3.4μB and 4.6μB (Figure 6b and c) have the same axes as
the respective 6a and 6d two-lobe surfaces. The maximal lobes
define the easy magnetization axes. In this case, the pattern is
similar to those revealed in the parametric experiments outlined
above (see the discussion devoted to the cases from Figures
S3.c and S3.d in the Supporting Information). The molecular
unit of 2 is somewhat close to the Cs point group, in spite of
the fact that this symmetry is not exact. The quasi-symmetry
plane is parallel to the floor of the encapsulated coordinate
insets from Figure 7. The state-specific magnetization lobes are
oriented either perpendicularly or parallel to this approximate
symmetry element (Figure 7).
3.5. Mechanism of Antiferromagnetic Coupling in d−f

Complexes. In this section we will outline a mechanism for
the antiferromagnetic case of d−f coupling. In the first instance,
it can be considered as a qualitative heuristic proposal, aiming
to counterpoint the relatively well-known situation of d−f
ferromagnetism.12−14 The ferromagnetic mechanism was
discussed on Cu(II)−Gd(III) prototypic dinuclears,12,13d but
it can be considered as a general scheme for d−f systems,
because the implied reasons are valid for many conceivable
structures with various transition metal and lanthanide ions
(i.e., delocalization of the spin from singly occupied 3d-type
AOs of transition metals, via bridges, toward the virtual 5d AOs
of the lanthanide). The open question is, then, which is the
mechanism explaining the complementary situations of d−f
antiferromagnetism.30 We propose here a scheme inspired by
orbital particularities of compound 2, but it can be conceived as
more generally valid, being based on overlap symmetry and
topological reasons. In the following we will denote by M the
transition metal complex unit and by Ln the lanthanide ion.

In qualitative respects, the mechanism is suggested in
Scheme 1 as due to a situation in which the unpaired 3d

electrons do not find a convenient delocalization channel over
the bridging ligand while, in turn, the delocalization is possible
for a doubly occupied 3d component. This generic situation
differs from those assigned to the ferromagnetic mechanism,
where the delocalization 3d(M)-bridge-5d(Ln) is assumed to
be the leading feature (e.g., realizable when the M and Ln ions
touch the same bridging atom). In our case, the 3d(M)−4f(Ln)
and 3d(M)−5d(Ln) interactions occur over a polyatomic
bridge, with the delocalization being controlled by its
topological factors. Thus, the orbitals in the t2g

5-type set on
the Fe(III) can be labeled, taking as reference the plane of the
bridging moiety, as follows: π∥ for the component contained in
the ligand plane, π⊥ for those perpendicular to the bridge and
pointing two lobes along it (toward the Gd site), and δ for the
component showing the 4 lobes in a plane perpendicular to the
Fe−Gd axis (see notations in Scheme 1).
Among the d-type components of the t2g set, only the π⊥ one

is capable of interaction with the delocalized π system of the
bridging aromatic ligand and furthermore with the 5d AOs on
the lanthanide. The π∥ and δ components are not favorable for
the delocalization over the ligand and, effectively, cannot
communicate with the lanthanide site. A key feature suggested
in Scheme 1 is a ligand field ordering placing the unpaired
electron in an orbital not favorable for delocalization, e.g. π∥,
precluding the mechanism that leads to ferromagnetism. The
scheme remains the same if the δ component is the highest one,
but it turns to a ferromagnetic mechanism if the π⊥ carries the
unpaired electron.
There are simplistic reasons that support the δ(3dM) as the

lowest orbital in the t2g ligand field split, while the π∥(3dM) is
the higher one. Thus, the bpca− ligand exerts anisotropic π
perturbations, with the central amine nitrogen behaving most

Scheme 1. Mechanism Proposed for the d−f
Antiferromagnetism Observed in Compound 2a

aThe balance of spin polarization and delocalization effects can be
conceived as general for other situations, characterized by subsets
containing closely spaced doubly and singly occupied 3d orbitals. The
key feature is having delocalization banned for 3d orbitals carrying
unpaired electrons but allowed for doubly occupied orbitals. In this
case, the delocalization can occur in a polarized manner.
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probably as donor, because it carries a formal negative charge,
while the pyridine moieties are presumably π-acceptors.31 The
δ-type 3d AO overlaps only with pyridine components from
both bpca− ligands (and has no interaction with the amine
donors); the π-acceptor features of the interaction suggest that
this orbital is the lowest in the ligand field splitting of the t2g set.
The π⊥ (3dM) interacts via proper πd−p overlapping with the
bridging ligand. In turn, the π∥(3dM) interacts in the same way
with the nonbridging one, with the reverse situation occurring
because the two bpca− ligands are mutually perpendicular. A
difference in the perturbation power of the two ligands can be
found in the charge distribution on their diketonate moieties. A
negative charge is formally smeared among the electronegative
atoms of the diketonate: one amine nitrogen and two carbonyl
oxygen atoms in each ligand. In the nonbridging ligand case,
the positive charge of the transition metal body attracts more
negative charge on the central nitrogen, which, in turn, causes a
higher perturbation of the electrons in the π∥(3dM) orbital, as
compared to the π⊥(3dM) one. Conversely, for the briding
ligand, the negative charge is less polarized toward the M tran-
sition metal center, due to electrostatic competition exerted by
the opposite Ln ion. The bridging ligand will exert, therefore, a
lesser perturbation power toward the corresponding interacting
orbital, π⊥(3dM). The larger coordination power of the non-
bridging bpca− ligand is also in line with the shorter Fe−N
bond length discussed in the previous structural section.
Thus, for simplistic overlap and electrostatic reasons, the

splitting of the t2g set is suggested as δ < π⊥< π∥. If we consider
the bridging ligand in the xz plane, this order is equivalent to
the dxy < dyz < dxz sequence. This sort of orbital scheme seems
also supported by the ab initio reasons (see panel S4.a in Figure
S4 of the Supporting Information). In fact, in the ab initio
results, the higher and lower canonical orbitals assignable to
the Fe(III) site look like a mutual mixing of the δ and π∥
components, but this does not impinge upon the proposed
heuristic mechanism, since both of these are nonfavorable to
bridge delocalization effects, with the key of the mechanism
staying in such a feature.
The premises of the proposed mechanism are as follows: (i)

the delocalization of orbitals carrying unpaired electrons on the
transition metal site (over the bridge, toward the lanthanide
site) is disfavored by topological factors; (ii) the delocalization
is possible for a doubly occupied component and occurs in a
spin-polarized manner, i.e. creating a slight α vs β incremental
spin density separation at the opposite ends of the complex, at
the M and Ln sites; (iii) the local exchange effects lead to
parallel alignment of spin densities from singly occupied MOs
and residual spin components from polarization, on each M
and Ln unit; (iv) because the main spin on a given moiety
(M or Ln) holds parallel to those resulting from the polari-
zation of the doubly occupied orbital, while the residual spin
densities resulting from the polarized delocalization are
mutually opposed, an overall antiferro coupling results.
The polarization invoked in the above (ii) line can be

understood by the fact that the bonding established between
the M and Ln units is, in fact, a weak covalence,15 where the M
complex uses an orbital delocalized over the 3d site and bridge,
d(π⊥)−L(π), as donor interacting with the virtual 5d AOs,
which acts as acceptor, on the lanthanide. In terms of valence
bond concepts,33 the covalent bonding, even a weaker long-
range one, is an antiferro-like spin coupling. Conceived for a
weak bonding and residual charge density displacement, this
implies a spin polarization between the delocalized d(π⊥)−L(π)

MO, at one side, and the 5d(Gd) ones, on the other part. At
the same time, the spin polarization at a local site, either the
Fe(III) or the Gd(III), enforces a parallel orientation of partial
spin densities to the main spin density located in the singly
occupied molecular orbital components (SOMOs) of the given
ion. In this way, a chain of mutual relationships that leads to
final antiferromagnetic coupling of the Gd(III) and Fe(III) sites
is realized.
The role of spin polarization in the proposed mechanism is

also suggested by an ab initio series of numeric experiments
with successively enhanced active spaces. The CASSCF(12,10)
calculation (i.e., 12 electrons in 10 orbitals), using an active
space containing the t2g

5 octahedral-type configuration on the
iron(III) unit and the f7 shell of gadolinium(III), yielded a very
weak ferromagnetic coupling, JGdFe = 0.02 cm−1. An alterna-
tive numeric experiment, CASSCF(8,12), considering only the
SOMO electrons from the 3d and 4f paramagnets and the
empty orbitals resembling the 5d shell on Gd(III), also yielded
a weak ferromagnetism, JGdFe = 0.03 cm−1. Therefore, neither
the doubly occupied d-type MOs on Fe(III) nor the empty d
virtuals on Gd(III), considered separately, lead to antiferro-
magnetism. In turn, this appears in the enhanced active space
that includes both types of components, suggesting the role of
delocalization−polarization route. Indeed, a multiconfiguration
self-consistent field treatment (MCSCF) including the t2g

5(Fe),
f7(Gd), and 5d0(Gd) sets, yielded a sizable antiferromagnetic
coupling, with JGdFe = −0.199 cm−1, suggesting that the mutual
interaction of doubly occupied, singly occupied, and empty
orbitals is the key of antiferro manifestation. Since the fully
CASSCF(12,15) was prohibitive in this case, the performed
MCSCF used the ORMAS (occupation restricted multiple
active spaces)32 partition technique, defining three subspaces,
namely the t2g

5(Fe), f7(Gd), and 5d0(Gd) sets, performing
CASSCF inside each subspace and allowing single and double
excitations among spaces. As noticed in advance, the JGdFe =
−0.199 cm−1 value, and the corresponding D and E parameters
computed for compound 2, retrieve quite closely the experi-
mental magnetic susceptibility, without further fit (see Figure 3,
curve b). We regard this result as a fortunate one, since we do
not usually expect from a calculation to retrieve the experiment
completely. However, we expect that the order of magnitude,
the relative size of the parameters (exchange vs ZFS, D vs E),
and their signs are well accounted for and that properly settled
numerical experiments can reveal clues of the interaction
mechanisms.
Otherwise, the calculations were performed in semi-

quantitative respects and should be regarded critically and as
a matter of further challenge, because of certain drawbacks
related with the limited quality of the basis sets. Namely, the
6-311G* basis set is unable to find the right high spin (HS) vs
low spin (LS) balance on Fe(III), because of the overestimation
of the two-electron Racah parameters.34a For instance, for the
free Fe(III) ion, the CASSCF(5,5) calculations (i.e., an active
space with five electrons in five orbitals) yield a spectrum fitted
with the B = 1320 cm−1 and C = 4938 cm−1 Racah parameters,
while the fit to experimental data28a is accomplished with B =
1067 cm−1 and C = 4159 cm−1 (see section A4 in the
Supporting Information). The condition for reaching the LS
state implies, in a rough approximation, a 10Dq ligand field
splitting parameter larger than the 7.5B + 5C pairing energy,
or 27.5B if we adopt the further approximation C ∼ 4B34b

(see section A5 in the Supporting Information).
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Due to overestimation of the one-center B and C integrals,
the ground state of the Fe(III) unit in compound 2 is obtained
in HS form, instead of the experimental LS configuration.
At the same time, there is no experimental doubt that the
[Fe(bpca)2]

+ unit is in LS form, with the experimental plateau
values of the χT being consistent with a spin-only S = 1/2
contribution from this unit. Besides, related9 and isostructural10

analogues of the present systems were characterized previously
(e.g., by Mössbauer spectra), proving the LS configuration.
In our opinion, the ab initio calculations yield a good

description of ligand field local effects and intercenter exchange
interactions (i.e., 10Dq and J-type parameters), in spite of the
certain flaws in the account of the one-center interelectron part.
According to our preliminary investigation, the overestimation
of the B and C integrals is due to a slightly shorter effective
radius of the d shell, and this is a general characteristic of many
basis sets, over all the transition metal atoms. This situation
does not have drawbacks in most cases, except certain accidents
in the HS−LS subtle balance, where the 10Dq and other ligand
field parameters are accounted for well, but the systems
expected in the LS state remain in HS form, because of the
overestimated Racah parameters. Even relatively important for
such one-site effects, this kind of slight shift of an effective d
shell radius, δR, cannot affect largely the intercenter integrals
computed at a given R interatomic spacing, since the power
series terms that equate the specific differences, (δR/R)n,
become negligible. Therefore, we opine that the exchange
coupling is reasonably described, in spite of a slight misfit in
the one-site one-electron vs two-electron balance. If we confine
the active space to the t2g

5 set, where only a LS configura-
tion is possible, in accordance with the experimental situation,
one reaches a satisfying semiquantitative description of the
exchange effects relative to this state.
The methodological issue related with the overestimation of

Racah parameters deserves further attention, hopefully con-
cretized with the obtainment of a series of basis sets of double- or
triple-ζ quality with good retrieval of the free atom parameters.
As chemists, our perspective is that the basis sets of moderate
size afford a tractable and transparent use of computational
chemistry as a complement to experiment, while the perfect
reproduction of certain spectral features at the expense of very
large basis sets and heavy calculation procedures is a separate
theoretical deal and does not necessarily serve better the insight
aims.
Another issue that deserves further detailed analysis is the

possibility of an exchange anisotropy induced by the electronic
configuration of the Fe(III) site.35 At a first glance, there are
reasons to ignore in our case such effects, related with the
formal degeneracy expected in the ideal octahedral frame,
where a 2T2g term is the lowest spin doublet. The [Fe(bpca)2]

+

unit is, in fact, quite distant from the ideal octahedral frame,
first by an axial compression, that formally brings the frame
toward the D2d symmetry, and then by the asymmetry caused
by the d−f association, that reduces the possible maximal
symmetry to Cs. The relatively significant differences between the
two bpca− ligands are mentioned in the structure description.
The CASSCF(12,10) calculation corresponding to an active
space containing the t2g

5 octahedral-type configuration on the
iron(III) unit and the f7 shell of gadolinium(III) showed that
the sequence assignable to the t2g

5 ligand field states presents a
definite lift of degeneracy with levels at 0, 749.7, and 1264.5
cm−1. Each of these three ligand field configurations implies a
different J parameter, describing the further split resulting from

exchange coupling with the Gd(III) center. The anisotropy of
exchange would result from a perturbation mixing of state-
sensitive J parameters, reflected in susceptibility, when the
system is scanned with a magnetic field. However, the gaps
in the order of several hundreds of reciprocal centimeters
encountered due to the ligand field part cannot produce a large
perturbation involvement of the exchange coupling from the
next excited states. Or, if this effect is expected, it will be
marked by variations at larger temperature in the χT vs T
curves, because it will be causally due to effects implying
interstate-gaps in the 102 cm−1 range. The effects occurring
in the low temperature branch, as is the discussed case, are
consistent with smaller scale effects, in the 10−1 cm−1 range,
assignable to the f slight anisotropy and small d−f exchange.
The ruling out of exchange anisotropy in this way is, however, a
qualitative reasoning, and the possible implications of such
effects may deserve further consideration. Useful details on the
present level of ab initio modeling are given in the Supporting
Information.

4. CONCLUSION
We reported the results of a combined experimental and
theoretical study, which, in the synthetic part, exploited the
capability of the bpca− ligand to form d−f compounds. We
analyzed the magnetostructural features of a Fe(II)−Gd(III)
chain (compound 1) and a Fe(III)−Gd(III) dinuclear (com-
pound 2). These served as case studies for investigating, with
advanced theoretical methods, the role of the ZFS as well as
of the interplay between the magnetic anisotropy and the
exchange coupling effects in the magnetochemistry of Gd(III)
complexes. The compounds studied are best suited for this
quest, because system 1 offers a case of very likely stand-alone
ZFS, with the Fe(II) site being low spin and diamagnetic,
while system 2 witnesses combined ZFS and exchange coupling.
The latter is also structurally simple, allowing the advanced
investigation with subsequent calculations and models.
We presented insight that challenges the customary view that

the gadolinium ions have quite plain and simple isotropic
magnetochemistry. Even though small, the ZFS effects play a
significant role in the details of the magnetic behavior. The
decryption of the ZFS effects on gadolinium has subsequent
relevance, as it forms the ground for using Gd(III) complexes
as contrasting agents in modern medical resonance devices.
We reported breakthroughs in the interpretation of small, but

relevant, magnetic anisotropy of gadolinium complexes via ab
initio state of the art procedures. A valuable result is the reported
possibility to discriminate details of magnetic anisotropy, with
respect to the molecular frame, from the orientation and mag-
nitude of the polar representation of magnetization-alike surfaces
for individual states, with compounds 1 and 2 serving as pictur-
esque illustrations. An interesting finding was that the computed
ZFS and exchange coupling constant describe well the experi-
mental pattern of the magnetic susceptibility for both compounds
1 and 2. Another outcome is a mechanism proposed for the anti-
ferromagnetic coupling in d−f heterometallic complexes, taking
compound 2 as a case study. This result complements the mech-
anism revealed in our previous analysis,12 for the case of the d−f
ferromagnetic effect. The prerequisite for such a mechanism is a
ligand field scheme with relatively small orbital spacing (on the
order of 102−103 cm−1) between double and single occupied
orbitals of the 3d metal ions, in order to facilitate the local
polarization effects. The split of the octahedral t2g set due to low
symmetry in the range of a few hundred inverse centimeters is
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sufficiently large to remove the orbital magnetic components,
but it is small enough to favor the mentioned spin polarization
scheme. By contrast, the mechanism known for Cu−Gd
ferromagnetism corresponds to the cases where polarization
involving the inner doubly occupied d orbitals does not occur.
There, the doubly occupied orbitals are, for ligand field reasons,
well separated from the SOMO (on the order of 103−104 cm−1)
and therefore weakly interacting. The proposed mechanism
covers the absence of previous hypotheses in the matter of anti-
ferromagnetic d−f cases.
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