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ABSTRACT: The supramolecular chemistry of bowl-shaped heptazinc metallocavitands templated by Schiff base macrocycles
has been investigated. Dimerization thermodynamics were probed by 1H NMR spectroscopy in benzene-d6, toluene-d8, and p-
xylene-d10 and revealed the process to be entropy-driven and enthalpy-opposed in each solvent. Trends in the experimentally
determined enthalpy and entropy values are related to the thermodynamics of solvent autosolvation, solvent molecules being
released from the monomeric metallocavitand cavity into the bulk solvent upon dimerization. The relationship established
between experimentally measured dimerization thermodynamics and autosolvation data successfully predicts the absence of
dimerization in CH2Cl2 and CHCl3 and was used to estimate the number of solvent molecules interacting with the monomeric
metallocavitand in solution. Host−guest interactions between heptazinc metallocavitands and fullerene C60 have also been
investigated. Interestingly, metallocavitand-C60 interactions are only observed in solvents that facilitate entropy-driven
dimerization suggesting entropy and solvent autosolvation may be important in explaining concave-convex interactions.

■ INTRODUCTION
Organic cavitands such as calixarenes, resorcinarenes, and
cyclotriveratrylenes have played a central role in the develop-
ment of supramolecular chemistry.1 Because of the quintessen-
tial bowl shape of cavitands, small guest molecules often bind
noncovalently inside the cavity giving rise to applications such
as small molecule sensing,2 medical imaging,3 reactive
intermediate trapping,4 controlling photochemical reactivity,5

and host−guest catalysis.6 Selective guest encapsulation is
achieved by matching shape and electronic interactions
between the concave cavitand and convex guest molecules.
Complementary host−guest or host−host interactions may also
drive self-assembly of cavitands into noncovalent dimers,7

polyhedra,8 or polymers.9

One strategy for expanding the breadth of cavitand host−
guest chemistry involves incorporating coordinatively unsatu-
rated transition metals into traditional organic cavitands.
Cavitand coordination complexes may potentially exhibit both
the selective guest recognition of organic supramolecular

chemistry and catalytic, magnetic, and optical properties of
metals.10,11 Recently, Matt et al. reported robust Ni complexes
of calix[4]arenes with triarylphosphine functionalized upper
rims that catalyze Kumada−Tamao−Corriu cross-coupling
reactions through a proposed [Ni(π-ArX)(calix-phosphine)]
supramolecular host−guest intermediate.12 Richeter and Rebek
have modified a deep resorcin[4]arene to include a zinc(II)
salphen (N,N′-bis(salicylidine)-o-phenylenediimine) unit near
the periphery of the cavitand.13 This complex binds ammonium
functional groups in the cavity and catalyzes reactions at the
metal active site.14 Acting harmoniously, the cavity sorts
substrates by size and electrostatics while locking a portion of
the substrate in close proximity to the Lewis acidic zinc(II)
salphen center. Specifically, this metalated cavitand system
catalyzes the esterification of choline to acetylcholine and
catalytically hydrolyzes certain carbonates. Enzyme-like selec-
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tivity and rate enhancements are achieved because of synergy
between the cavity and the metal active site.15 Notably, in
cavitand coordination complexes the metal ion(s) are
coordinated at the rim or center of the organic cavitand and
have little effect on the intrinsic curvature of the host molecule.
Our research efforts have focused on developing metal-

containing cavitands using a fundamentally different approach.
While the majority of bowl-shaped coordination complexes rely
upon traditional organic cavitands for curvature, our system
begins with a nearly planar [3 + 3] Schiff base macrocycle16

that adopts a bowl shape upon coordination of seven metal ions
as outlined in Scheme 1. We have previously suggested the
term metallocavitand be used to describe these new multi-
metallic complexes where metal coordination is necessary for
cavity formation.17 Like traditional organic cavitands, metal-
locavitands exhibit a wealth of interesting supramolecular
chemistry such as host−guest binding,18 small molecule
sensing,19 unusual reactivity of confined guests,20 and self-
association.21 Another developing advantage of metallocavi-
tands is that multiple metal centers are often held in close
proximity, potentially yielding multimetallic catalysts.22

Recently we reported heptacadmium metallocavitands
templated by macrocycles 1a−c that exhibit entropy-driven
dimerization, dynamic ligand exchange, and have an unusual
central μ3-OH ligand capable of H-bonding with encapsulated
guest molecules.23 The cadmium carboxylate cluster coordi-
nated above the plane of the macrocycle closely resembles a
[Cd4(OAc)9(μ3-OH)]

2− secondary building unit.24 Capsules of
these cadmium metallocavitands with two encapsulated
dimethylformamide (DMF) guest molecules exhibit exception-
ally high packing coefficients (0.80). This dense packing is
attributed to simultaneous metal−ligand and H-bonding
synergy between host and guest inside the capsule and
demonstrates the emergence of interesting properties when
metal ions are incorporated into the cavity of host molecules.
Zinc complexes are far more appealing for applications than

cadmium because of the enhanced Lewis acidity and lower
toxicity of zinc compared to cadmium. In particular, zinc
salphen complexes have been utilized in molecular recognition
and sensing,25 catalysis,26 and self-assembly of complex
architectures.27,28 Metallocavitands 2a−c may be described as
tris-zinc salphens with a basic zinc acetate cluster, Zn4O(OAc)6,
coordinated in the center of the macrocycle.29 Ohshima and co-
workers replaced the acetato ligands of basic zinc acetate with
trifluoroacetato ligands to yield a powerful catalyst capable of

selectively acylating alcohols in the presence of amines.30 Basic
zinc acetate (carboxylate) clusters are also a common secondary
building unit in metal−organic frameworks.31 Schiff base
macrocycles 1a−c template the formation of basic zinc acetate
in a stepwise manner to form metallocavitands 2a−c.32 The
basic metal−ligand linkage within these clusters is similar to a
metallacoronate.33 Introduction of 1 equiv of La(OAc)3 results
in transmetalation of the entire basic zinc acetate cluster and
formation of a new heterometallic metallocavitand.29b,34

Although much has been discovered about the structural
features and reactivity of 2a−c, until now little has been known
about their supramolecular chemistry.
In this article, dimerization of heptazinc metallocavitands is

investigated in detail by single-crystal X-ray diffraction
(SCXRD), variable-temperature and variable-concentration 1H
NMR spectroscopy, and density functional theory (DFT)
calculations. Interestingly, dimerization of 2b−c is entropy-
driven in aromatic solvents unlike most cavitands where
dimerization is often an enthalpy-driven process facilitated by
favorable H-bonding, electrostatic, or van der Waals inter-
actions. A linear relationship between the experimentally
derived dimerization thermodynamics and solvent autosolva-
tion thermodynamics is observed that suggests dimerization of
Zn7 metallocavitands is controlled by solvent autosolvation.
This relationship also provides insight into the host−guest
interactions between solvent molecules and monomeric
metallocavitands.
DFT geometry optimizations were performed to verify the

solid-state Zn4O(OAc)6 cluster geometry and to gain insight
into the solution stability of the cluster. These calculations also
confirmed the μ4-oxo cluster configuration is favored over the
μ3-hydroxo configuration previously observed in similar
heptacadmium metallocavitands. Finally, the host−guest
interaction of metallocavitands with C60 fullerene is discussed
with implications that entropy and autosolvation effects may
control Zn7 metallocavitand-C60 complexation.

■ EXPERIMENTAL SECTION
Methods. Macrocycles 1a−c16a,b and metallocavitands 2a−c23b,29a

were prepared by literature procedures. C60 (99% purity) was
purchased from MER Corporation and used without any further
purification. 1H NMR spectra were recorded on a Bruker AV-400
inverse probe spectrometer and were calibrated to the residual
protonated solvent at δ 7.27, 7.16, 5.32, 2.09, and 2.21 for CDCl3,
C6D6, CD2Cl2, toluene-d8, and p-xylene-d10, respectively.

Scheme 1. Synthesis of Heptazinc Metallocavitands 2a−c from [3 + 3] Schiff Base Macrocycles 1a−c

Inorganic Chemistry Article

dx.doi.org/10.1021/ic202049t | Inorg. Chem. 2012, 51, 3443−34533444



Single-Crystal X-ray Diffraction. The SCXRD experiment was
conducted on a Bruker APEX DUO diffractometer with MoKα
radiation. The structure was solved by direct methods with
SIR199735 and refined with SHELXL-97.36 The material crystallizes
with approximately 10 molecules of DMF (C3H7NO) in the
asymmetric unit. Three of these molecules were disordered and
were modeled in two orientations with site-occupancies summing to
one. There was one region of unresolved electron density that could
not be properly modeled; therefore, the PLATON/SQUEEZE37

program was used to generate a data set “free” of solvent at that site.
The total amount of electron density removed from the model was
128 e−, or 64 e− per asymmetric unit, which is approximately 1.5 DMF
molecules. Of the remaining solvent molecules, eight are in general
positions in the asymmetric unit, while one resides disordered (with
0.5 occupancy) about an inversion center occupying the space inside
the dimer. The final empirical formula consists of the macrocycle and
10 DMF molecules. All non-hydrogen atoms were refined anisotropi-
cally. All hydrogen atoms were placed in calculated positions. A
capsule void space of 118 Å3 was calculated with the PLATON/
SQUEEZE program. See the Supporting Information, Figure 14 for a
thermal ellipsoid plot. Data for 2a: C96H136N16O35Zn7,Mw = 2531.80 g
mol−1, red irregular (0.32 × 0.15 × 0.05 mm3), triclinic, space group
P1 ̅, a = 16.669(3) Å, b = 19.244(4) Å, c = 20.811(6) Å, α = 97.611(5)
°, β = 106.637(5)°, γ = 115.009(3)°, V = 5544(2) Å3, Z = 2, ρcalcd =
1.517 g cm−3, F000 = 2628, MoKα radiation, λ = 0.71073 Å, T = 90.0(1)
K, 2θmax = 51.4°, 110860 reflections collected, 20929 were unique (Rint

= 0.059). Final GoF = 1.133, R1 = 0.0640, wR2 = 0.1913, R indices
based on 14357 reflections with I > 2σ(I).
Variable-Temperature and Variable-Concentration 1H NMR

Spectroscopy. Owing to low solubility of 2b and 2c in aromatic
solvents, the concentration range was limited (0.1 to 5.0 mmol L−1). A
standard 5.0 mmol L−1 solution was first prepared by dissolving (with
heating) 0.0050 mmol of metallocavitand in 1.0 mL of the deuterated
solvent of choice. Except for the 5.0 mmol L−1 samples, NMR tubes
were primed with 500 μL of selected deuterated solvent, and the
standard solution was then added via syringe to achieve the desired
concentrations. The concentration and temperature dependence of the
imine resonance was measured in CD2Cl2, C6D6, toluene-d8, and p-

xylene-d10 for 2c and only in toluene-d8 for 2b. The data were treated
with the following least-squares curve-fitting equation (monomer−
dimer equilibrium model) to find the dimerization constant, Kdim:

38
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In this equation, δ is the experimentally determined chemical shift, δm
is the absolute chemical shift of the monomer, δd is the absolute
chemical shift of the dimer, and CT is the total concentration of
monomer in the absence of dimer.

Computational Details. To support the experimental results,
DFT calculations were performed with Gaussian03 (revision D02) and
Gaussian09 (revision A2) packages.39 To reduce computational time,
peripheral alkoxy chains on the phenylenediimine units were replaced
by hydroxyl groups. DFT was applied using both pure PBE40 and the
hybrid B9841 or PBE1PBE42 xc functionals. Preliminary geometry
optimizations were performed using the 3-21 g basis set.43 All final
results were performed with the Dunning/Huzinaga valence double-ζ
(D95) basis sets,44 adding a set of polarization functions to the same
basis set in case of C, N, and O. The Stuttgart/Dresden ECP basis
set45 and pseudopotential (SDD) including relativistic effects were
used for Zn atoms. Further computations using the M0646 xc
functional were undertaken to evaluate the weak intermolecular
interaction in the case of CHCl3 or benzene and the metallocavitand.
Basis set superimposition error (BSSE)47,48 contributions to the
interaction enthalpies have been corrected by means of the Boys and
Bernardi counterpoise (CP) approach. These corrections ranged from
28% to 39% of the value of the interaction enthalpy.

Default gradient and displacement thresholds were used for the
geometry optimization convergence criteria. To confirm that the
obtained geometries are relative minima of the molecular energy,
analytical computation of the Hessian matrix with respect to the
nuclear coordinates at the same level of theory was performed.

Time dependent DFT (TD-DFT)49 calculations of the UV−vis
spectrum were performed at the D95(d)/SDD/PBE1PBE1 level of
theory. Structures and the Kohn−Sham orbitals were drawn with the
programs GaussView3.0 and Molekel4.3.50

Figure 1. Solid-state structure of 2a highlighting the dimer and encapsulated DMF. (a) Side-on view. (b) Side-on view rotated 90° from (a). (c)
Top-down view where the capsule halves are colored red and blue. (d) Long-range hexagonal packing of the capsules. Hydrogen atoms have been
omitted for clarity. (C = green, N = blue, O = red, Zn = yellow).
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■ RESULTS AND DISCUSSION

Single-Crystal X-ray Diffraction. Slow evaporation of a
solution of 2a in DMF yielded deep red single-crystals of
suitable quality for X-ray diffraction analysis.51 In DMF,
metallocavitand 2a crystallizes with two molecules in a face-
to-face orientation in which one bowl is twisted 60° and shifted
slightly off-center, forming a C2h symmetric capsule (nearly D3d
symmetry) in the solid state (Figure 1). There are 50
intermolecular atom-to-atom interactions less than the van
der Waals distances (+0.2 Å) between the two molecules of 2a
that make up the capsule. One DMF molecule is found inside
the capsule disordered about an inversion center. The oxygen
atom of the encapsulated DMF molecule points directly at a
zinc ion bound in a salphen pocket of the metallocavitand and
exhibits a host−guest Zn−O (DMF) distance of 2.59 Å. A
SQUEEZE calculation of the dimer with the encapsulated DMF
removed indicated that within the capsule is 118 Å3 of void
space, thus yielding a packing coefficient (guest volume/host
void space volume) of 0.68. This number is higher than the
optimal solution packing coefficient predicted by the empirical
“55 ± 9% rule” developed for host−guest chemistry by Mecozzi
and Rebek.52 A caveat for the observed deviation is the synergy
of both van der Waals forces and weak metal−ligand
interactions between host and guest inside capsules of 2a that
permit denser packing of the guest.53 Only monomeric
metallocavitands were observed by SCXRD analysis conducted
on crystals of 2a grown from DMSO in which DMSO is
coordinated inside the cavity of 2a via a Zn−O (DMSO)
bond.29a

Monomeric metallocavitand 2a is a trimetalated macrocycle
with a Zn4O(OAc)6 cluster coordinated in the center, above the
plane formed by the catechol oxygen atoms in the interior of
the macrocycle. To accommodate the Zn4O(OAc)6 cluster, the
trimetalated macrocycle adopts a concave conformation. Figure
2 depicts the geometry of monomeric 2a and highlights the
Zn4(μ4-O) cluster. The molecular geometry of 2a, revealed by
SCXRD analysis, is very similar to previous SCXRD experi-
ments on heptazinc metallocavitands that have been discussed
in detail.32b

Structurally similar heptacadmium metallocavitands have a
central μ3-hydroxo ligand instead of a μ4-oxo ligand that
imparts interesting host−guest properties on the system.23a To
determine if heptazinc metallocavitands 2a−c may exist in
equilibrium with a similar μ3-hydroxo cluster configuration, a
heptazinc metallocavitand with a central μ3-hydroxo ligand was
optimized by DFT computations, and the thermodynamic
stability of the cluster has been assessed.
DFT Evaluation of the μ4-oxo and μ3-hydroxo

Equilibrium and UV−visible Spectrum. Heptacadmium
metallocavitands analogous to 2a−c are stabilized by a μ3-
hydroxo ligand in the core of the metallocavitand cluster and
not a μ4-oxo ligand. To evaluate whether the μ4-oxo ligand,
observed for 2a by SCXRD, is thermodynamically favored over
a μ3-hydroxo ligand and not just a solid-state phenomenon, we
performed DFT calculations. Computational effort was
minimized by substituting peripheral alkyl groups with protons
(R = H).
To preserve the total number of electrons, the computations

are based on the equilibrium shown in Scheme 2 where the
nonbonded water molecule is in van der Waals contact within
the metallocavitand. Geometry optimizations performed on the
HO-Zn(μ3-OH) complex and the Zn4(μ4-O) complex + H2O

at the SDD/B98/D95(d,p) level of theory revealed that the
Zn4(μ4-O) complex + H2O is 100 kJ mol−1 more stable than
the HO-Zn(μ3-OH) complex. These calculations are in good
agreement with the experimental results that only provide
evidence for the Zn4(μ4-O) complex configuration. The
optimized structure of the less stable HO-Zn(μ3-OH) complex
exhibits significant distortion from tetrahedral geometry of the
capping zinc ion. Two of the upper acetate ligands exhibit
longer Zn−O distances (2.019 and 2.029 Å) compared to the
third Zn−O distance (1.989 Å) and the capping Zn−OH
distance is 1.851 Å.
After confirming the solution geometry of heptazinc

metallocavitands with computations, time-dependent DFT
calculations were performed to fully interpret their electronic
absorption spectra. Metallocavitands 2a−c exhibit nearly
identical absorption spectra in dichloromethane, showing two

Figure 2. Solid-state molecular structure of 2a. (a) Side-on view. (b)
Top-down view. The central Zn4(μ4-O) cluster is modeled as space
filling. (C = green, N = blue, O = red, H = white, Zn = yellow).

Scheme 2. Equilibrium between the Zn4(μ4-O) Complex +
H2O and the HO-Zn(μ3-OH) Complex Investigated with
DFT Computationsa

aCalculations indicate that the left side of the equilibrium is 100 kJ
mol−1 more stable than the right side. The ring at the bottom of the
cluster represents the trizinc macrocycle. Some acetate groups are
omitted for clarity.
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broad absorptions with λmax = 414 and 347 nm and extinction
coefficients in the 105 and 104 L mol−1 cm−1 range, respectively.
Each spectrum strongly resembles the absorption spectrum of
the metal-free parent macrocycle that has been previously
calculated.54

The broadness of the λmax absorptions and existence of small
shoulders hinted that the spectra are a result of more than two
simple transitions. Twelve Gaussian functions were needed to
accurately reproduce the spectra (see Supporting Information,
Figure 10). Transitions with large HOMO → LUMO
contributions are very weak whereas the most intense low
energy transitions involve HOMO-4 → LUMO and HOMO-3
→ LUMO+1 excitations. The second most intense absorption
is the result of many monoelectronic excitations with the largest
contribution coming from the HOMO-6 → LUMO. Electron
density in the frontier molecular orbitals is principally located
on the catecholate aromatic rings of the macrocycle (see
Supporting Information, Figure 11 for orbital diagrams). From
HOMO-6 to LUMO+5 there is no electron density found on
the zinc cluster making the entire absorption spectrum, from
visible to near UV, because of the macrocyclic electronic
structure.
Solution Dimerization. Metallocavitands 2b and 2c with

hexyloxy and octyloxy substituents, respectively, are soluble in
nonpolar organic solvents that enable 1H NMR spectroscopic
investigation of dimerization. For 2c, a single imine resonance
at 8.31 ppm, two aromatic resonances at 6.96 and 6.69 ppm,
and one OCH2 methylene resonance at 4.06 ppm are observed
downfield of 4 ppm in the 1H NMR spectrum in CDCl3
indicating 2c has 3-fold rotational symmetry in solution. Similar
chemical shift values and 3-fold rotational symmetry were
observed for 2b in CDCl3. The OCH2 methylene protons of 2b
and 2c are diastereotopic, and a complex ABX2 coupling
pattern is observed confirming the absence of a horizontal
mirror plane. Although no solid-state structure has been
acquired for 2b or 2c, 13C NMR spectroscopy, MALDI-TOF-
MS, FT-IR spectroscopy, electronic absorption, and elemental
analysis all support the assertion that they share the same
metallocavitand structure observed for 2a in the solid state.

In CDCl3 and CD2Cl2 the proton resonances of 2c are sharp;
in C6D6, toluene-d8, and p-xylene-d10, however, the aromatic
and imine resonances are significantly broadened. This
resonance broadening, indicative of a dynamic process
occurring on the NMR time scale, encouraged us to further
investigate the self-association of 2c.
Figure 3a depicts a series of 1H NMR spectra of 2c at various

temperatures in p-xylene-d10. As the temperature of a solution
of 2c in p-xylene-d10 is increased, the aromatic and imine
resonances narrow and shift downfield while the resolution of
the diastereotopic methylene protons adjacent to oxygen on the
periphery improves. Interestingly, there is a significant
difference in the effects of temperature on the two
diastereotopic protons; although both appear sharper at
elevated temperature, J-coupling is only resolved for the
downfield resonance.
In an effort to slow the exchange rate of 2c below the

coalescence temperature and reach an intermediate exchange
regime, a 1H NMR spectrum of 2c was collected at −70 °C in
toluene-d8; even at this temperature, however, the resonances
remain coalesced. Rapid exchange, solvent freezing point, and
limited metallocavitand solubility prevented measurement of
the coalescence temperature of 2c in C6D6, toluene-d8, and p-
xylene-d10. To investigate the thermodynamic parameters of
dimerization in a fast exchange regime, variable-temperature
variable-concentration (VTVC) 1H NMR spectroscopic experi-
ments were conducted in CD2Cl2, C6D6, toluene-d8, and p-
xylene-d10.
A dimerization model fit well to the measured change in

imine chemical shift over a range of VTVC 1H NMR spectra
(Figure 3b).38 The quality of fit enabled extraction of
dimerization constants at a variety of temperatures. Thermody-
namic parameters for self-association were determined from
van’t Hoff plots. The experimental dimerization constants,
enthalpies, and entropies of dimerization for compounds 2c
and 2b are shown in Table 1.
Interesting trends are observed for the thermodynamic data.

First, there is no dimerization observed in CD2Cl2 (or in
CDCl3). Aromatic solvents, however, facilitate dimerization to
varying degrees. The extent of dimerization is low in benzene,

Figure 3. (a) VT 1H NMR spectra of 2c in p-xylene-d10 (5.0 mmol L
−1, 400 MHz, * denotes solvent). (b) Results of VTVC experiments of 2c in p-

xylene-d10 with nonlinear regressions used to calculated dimerization constants.

Table 1. Thermodynamic Parameters of Dimerization in Aromatic Solvents Calculated from VTVC 1H NMR Spectroscopy

complex solvent Kdim 25 °C (mol L−1)a ΔH°dim (kJ mol−1) ΔS°dim (J mol−1 K−1)

2b (R = C6H13) toluene-d8 110 ± 10 19 ± 2 103 ± 8
2c (R = C8H17) CD2Cl2 <1

C6D6 9 ± 3 24 ± 12 100 ± 34
toluene-d8 110 ± 10 10 ± 2 72 ± 5
p-xylene-d10 1200 ± 200 1 ± 3 60 ± 9

aCalculated at 25 °C from van’t Hoff plots.
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but increases by an order of magnitude with each additional
methyl substituent (toluene and p-xylene). Second, dimeriza-
tion in both toluene and p-xylene shows decreases in enthalpy
and entropy from benzene of approximately 10 kJ mol−1 and 20
J K−1 mol−1 per methyl group, respectively. Surprisingly,
dimerization of these metallocavitands is an entropy-driven
process in aromatic solvents. Most self-association processes are
enthalpy-driven and entropy-opposed since the dimers are
often held together by strong intermolecular interactions (e.g.,
hydrogen bonds) and order is generally being imparted on the
system.
Entropy-driven dimerization is uncommon but has been

observed for other cavitand systems such as Cram’s velcrands,55

Rebek’s molecular capsules,56 and heptacadmium metal-
locavitands.23 In these instances the entropy-driven process is
explained by expulsion of solvent molecules from monomers
upon dimerization, similar to the hydrophobic effect.57 For
metallocavitands 2b−c, it is possible that in aromatic solvents,
the solvent forms π−π interactions with the bowl of the
metallocavitand, and this solvent is expelled from the bowl
upon dimerization, increasing the net entropy in the system.
Although the experimentally determined thermodynamic

parameters strongly suggest that expulsion of solvent from the
monomer’s bowl-like cavity promotes dimerization, VTVC 1H
NMR spectroscopic experiments were conducted on 2b in
toluene-d8 to gauge the impact of peripheral chain length on
self-association. Entropy-driven, enthalpy-opposed dimerization
is also observed for 2c in toluene-d8 (Table 1).
Analysis of the Thermodynamics of Dimerization in

Solution. Although entropy-driven dimerization has been
previously attributed to the loss of solvent from the interior of a
cavitand, to the best of our knowledge, no quantitative analysis
has been performed to untangle the individual roles of solvent-
monomer, solvent−solvent, and monomer−monomer inter-
actions in entropy-driven dimerization. The dimerization
thermodynamics of 2c clearly exhibit a trend (Table 1) in
aromatic solvents that, when analyzed appropriately, provides
some initial quantitative insights into the entropy-driven
dimerization process. We provide a detailed derivation here
to clarify our analysis for the reader.
To extract meaningful information from the trends in ΔH°dim

and ΔS°dim observed for 2c, we first considered the
“autosolvation” of the solvent molecules that are associated
with the monomer 2c, where autosolvation is defined as the

dissolution of a single solvent molecule into the identical bulk
solvent.58 The dimerization reaction in solution is

̲ + ̲ ⇌ ̲ + − ̲n m(BS ) (BS ) (BS B) (2 )Sn n msol sol sol sol

where B is the bowl (monomeric metallocavitand), S is a
solvent molecule (where there are n solvent molecules
interacting with the monomer, and m solvent molecules
encapsulated in the dimer; we use underlined S to represent
solvent, thus distinguishing it from S for entropy). In the
dimerization process, (2n − m) S molecules move from the
solvated bowl (BSn)sol into the solvent. Similar to the Born−
Haber cycle, Hess’s law may be applied to the dimerization
process giving the equilibria depicted below:

Implementing the equilibria from the solution phase to the
gas phase and back into the solution phase enables the
contribution from the solvation of a solvent molecule in the
same solvent (2n − m)Sgas → (2n − m)Ssol (autosolvation) to
be used in the later derivations. These autosolvation values of
one mole of solvent molecule in the same solvent have been
determined for CH2Cl2, CHCl3, benzene, toluene and p-
xylene.59,60 Interestingly, plotting the experimentally deter-
mined thermodynamic parameters (ΔH°, ΔS°) of dimerization
in benzene, toluene, and p-xylene (Table 1) versus the
autosolvation thermodynamics of the solvents shows the linear
relationship depicted in Figure 4, suggesting autosolvation may
play a significant role in the dimerization process. Linear trend
lines were calculated using only the experimental and
autosolvation data for benzene, toluene and p-xylene.
Assuming the linear correlation observed for aromatic

solvents is applicable to other solvents, it is possible to
“evaluate” the enthalpy and entropy of dimerization in CH2Cl2
and CHCl3 starting from the autosolvation thermodynamic
parameters. From the linear regressions, Kdim in CH2Cl2 and
CHCl3 are 1 and 3 mol L−1, respectively. These dimerization
constants are so low that at equilibrium the concentration of
dimer would be undetectable by NMR spectroscopy, as we
observed experimentally. A summary of the dimerization
thermodynamics calculated from the linear regressions in
Figure 4 may be found in Table 2. The calculated values
correspond surprisingly well with the experimentally deter-
mined dimerization constants.

Figure 4. Experimentally determined thermodynamic parameters, (a) ΔH°dim and (b) ΔS°dim,
61 for dimerization of 2c compared with the

thermodynamic parameters for autosolvation of one mole of solvent in the same solvent (benzene, toluene, and p-xylene). The linear correlations
were calculated using only the benzene, toluene, and p-xylene data and are plotted with the calculated equations and R2 values. CHCl3 and CH2Cl2
data points were added to the trend lines using the autosolvation thermodynamic parameters, not experimental data.
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The linear fit in Figure 4 suggests that the thermodynamic
parameters can be described as equations for a line:

Δ = ·Δ +̲H k H aSsol
dim

H
solv

H (1)

Δ = ·Δ +̲S k S asol
dim

S S
solv

S (2)

Experimentally measured ΔH°dim and ΔS°dim are equivalent
to ΔHsol

dim and ΔSsoldim, respectively.
62 In eqs 1 and 2, ΔHS

solv

and ΔSSsolv come from the autosolvation of solvent molecules
that are released by the complex BSn and re-enter into the bulk
of the solvent upon dimerization.62 To impart meaning to the
linear regression parameters kH, aH, kS, and aS (slopes and
intercepts of enthalpy and entropy plots from the regression
lines in Figure 4, respectively) we begin the following
derivation from the Born−Haber cycle:

Δ = Δ + Δ − Δ

+ − Δ

̲ ̲

̲

G G G G

n m G

( 2 )

(2 )

sol
dim

gas
dim

BS B
solv

BS
solv

S
solv

m n

This may be separated as

Δ = Δ + Δ − Δ

+ − Δ + Δ

̲ ̲
→

H H H H

n m H H

( 2 )

(2 )

sol
dim

gas
dim

BS B
solv

BS
solv

S
solv (gas solv)

(relax)

m n

and

Δ = Δ + Δ − Δ

+ − Δ

̲ ̲

̲

S S S S

n m S

( 2 )

(2 )

sol
dim

gas
dim

BS B
solv

BS
solv

S
solv

m n

As far as the solvation is concerned, the ΔH contribution to
ΔGBSmB

solv and ΔGBSn
solv does not depend strongly on the

particular solvent, S. The capsule and monomeric bowl are far
larger than the aromatic solvent molecules, both from the point
of view of their volume and number of electrons. Therefore, the
difference in perturbation induced by the solute (monomeric
bowl or capsule) to the solvent “structure” of different solvents
should be very small. The perturbation is given by the
interactions between each BSmB and BSn separately with
solvent, and this should depend on the exposed surface of B,
i.e., the “external” part of the monomer BSn and the capsule
BSmB. A further contribution is due to the enthalpy to dig a
“hole” in the solvent.63 In the case of BSmB, this contribution
can be assumed to be twice the value of BSn.

64,65 Hence,

Δ − Δ ≈̲ ̲H H( 2 ) 0BS B
solv

BS
solv

m n

and

Δ

= Δ − Δ

≈ Δ

→

̲ ̲

→

H

H H

H

( 2 )

(gas solv)
(relax)

BS B
relax

BS
relax

(gas solv)
(relax)

dim
m n

This last contribution, ΔH(gas→solv)
(relax), is due to the

geometrical reorganization of the molecules from the gas
phase to the equilibrium geometry in solution. This
contribution is mainly due to the dimer because it is not as
rigid as the monomer.66

The entropy change, ΔSBSmBsolv − 2 ΔSBSnsolv, is related to the
different behavior of solvent molecules around the solutes
BSmB and BSn. We can assume that the contribution to the
solvation entropy coming from the external part of the capsule
BSmB is almost twice that around the bowl, BSn, with the
solvent molecules inside.

Δ − Δ ≈̲ ̲S S( 2 ) 0BS B
solv

BS
solv

m n

Hence, the enthalpy and entropy of the solvation process can
be cast in the form

Δ = Δ + Δ

+ − Δ

→

̲

H H H

n m H

( )

(2 )

sol
dim

gas
dim (gas solv)

(relax)
dim

S
solv

(3)

Δ = Δ + − Δ ̲S S n m S(2 )sol
dim

gas
dim

S
solv

(4)

Therefore, (ΔGBSmB
solv − 2 ΔGBSn

solv) ≈ 0 and ΔGsol
dim =

ΔGgas
dim + (2n − m) ΔGS

solv.
By comparing eq 1 with eq 3 and eq 2 with eq 4, a physical

meaning may be established for the regression line parameters
kH, aH, kS, and aS, obtained from the linear regressions in Figure
4. The kH and kS values, the slopes of the graphs in Figure 4, are
similar, 2.66 and 3.34, respectively, and represent the number of
solvent molecules being released into solution upon dimeriza-
tion (2n − m). This means that from the plots of ΔH° and ΔS°
we get similar results for the kH and kS values even though they
are obtained from different data compilations. SCXRD data
suggest that inside each capsule, BSmB, there is only enough
space for one solvent molecule (m = 1). If this behavior is
preserved in solution, the number of solvent molecules (n)
inside the monomeric metallocavitand in solution, BSn, is about
2 (1.8 from kH and 2.2 from kS).

67

Furthermore, according to the comparison of eqs 1 with 3
and 2 with 4 and by extrapolating to ΔHS

solv or ΔSSsolv = 0 (i.e.,
the intercepts of the lines in Figure 4), we find that ΔHgas

dim +
ΔH(gas→solv)

(relax)
dim and ΔSgasdim are +110 kJ mol−1 and +247 J

mol−1 K−1, respectively. These values suggest that (1) the
dimerization process might also be enthalpy-opposed and
entropy-driven in the gas phase; and (2) the trend of the
thermodynamic parameters in solution is due to the
thermodynamics of the autosolvation process of the solvent
molecules.
From the preceding derivations, it is also possible to

speculate about the gas phase enthalpy of dimerization
(ΔHgas

dim) and about the interaction between the two
monomeric bowls, solvent molecules that are hosted in the
bowls, and capsule without the contribution of the bulk solvent.
Looking at the relationship ΔHgas

dim + ΔH(gas→solv)
(relax)

dim, it is
possible that the two bowls may be attracted to each other in

Table 2. Calculated Kdim, ΔH°dim, ΔS°dim, and ΔG°dim in
Different Solvents Using the Linear Regression Lines from
Figure 4

solvent
Kdim

(mol L−1)a
ΔH°dim

(kJ mol−1)
ΔS°dim

(J mol−1 K−1)
ΔG°dim

(kJ mol−1)

CH2Cl2 1 35 113 1
CHCl3 3 31 112 −3
benzene 10 23 96 −6
toluene 103 12 79 −11
p-xylene 936 0 57 −17

aAt 25 °C.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic202049t | Inorg. Chem. 2012, 51, 3443−34533449



the gas phase (enthalpy favored); however, when they prepare
for dissolution, reaching their final relative position (probably
closer together than in gas phase) they are destabilized by the
reorganization enthalpy ΔH(gas→solv)

(relax)
dim. Dimerization in the

gas phase follows the equation:

̲ + ̲ ⇌ ̲ + − ̲n m(BS ) (BS ) (BS B) (2 )Sn n mgas gas gas gas

Let the interaction enthalpy of one solvent molecule S inside
the bowl be defined as KBS

gas, and assume that (1) solvent
interacts equally with the both halves of the capsule68 in the
dimer so its interaction enthalpy should be close to 2 KBS

gas

(i.e., twice the value of the interaction enthalpy of solvent inside
the monomeric bowl); and (2) the interaction enthalpy
between each solvent molecule with the bowl is almost the
same in case of benzene, toluene and p-xylene.69 Hence we
have

Δ − Δ ≈ −̲ ̲ ̲ ̲H H mK nK2 2 2BS B
gas

BS
gas

BS
gas

BS
gas

m n

(5)

Furthermore, assuming that the interaction enthalpy between
the two bowls (KBB

gas) in the capsule is a slowly varying
function of S (S might influence the distance between the two
B), or almost independent of S, then ΔHBSmB

gas − 2 ΔHBSn
gas is

close to 2(m − n)KBS
gas plus the contribution KBB

gas coming
from the B−B interaction in the gas phase at the equilibrium
geometry in solution.70 Therefore,

Δ + Δ

= + −

→

̲

H H

K m n K2( )

gas
dim (gas solv)

(relax)
dim

BB
gas

BS
gas

(6)

Assuming from the earlier derivation that m = 1 and n = 2, this
becomes

Δ + Δ

= −

→

̲

H H

K K( ) 2

gas
dim (gas solv)

(relax)
dim

BB
gas

BS
gas

If KBS
gas is assumed equal to the computed DFT interaction

enthalpy of a benzene molecule inside the bowl at SDD/
D95(d)/M06 level of theory which amounts to −32.7 kJ mol−1
(taking into account the BSSE), then

= Δ + Δ

+ ≈

→

̲
−

K H H

K2 is 45 kJ mol

BB
gas

gas
dim (gas solv)

(relax)
dim

BS
gas 1

These results further suggest that even in the gas phase the
interaction between the two bowls might be also enthalpy-
opposed.
Metallocavitand-C60 Host−Guest Complexation.

Owing to their favorable electron accepting ability, fullerenes
have become increasingly important molecules in the
fabrication of efficient organic electronic and photovoltaic
devices.71 Strong interactions between fullerenes and concave
or pincer-shaped host molecules with binding constants as large
as 108 L mol−1 have been reported.72 These supramolecular
interactions have enabled selective separation of a single
fullerene from mixtures,73 preparation of supramolecular
electroactive polymers,74 and preparation of noncovalent
photoactive donor−acceptor dyads.75 Electron donating host
molecules generally bind fullerenes in an enthalpy-favored,

entropy-opposed manner, and little is known about entropy-
driven fullerene complexation.
Metallocavitand 2c is concave, and molecular modeling

suggests that up to three metallocavitands may bind with a
single C60 molecule (See Supporting Information, Figure 15).
Qualitative analysis of C60 binding was performed by 1H NMR
spectroscopy in CDCl3, C6D6, and toluene-d8. In both C6D6
and toluene-d8 the imine, aromatic, and methylene resonances
shifted upon addition of C60, evidence for host−guest
complexation as illustrated in Figure 5. Interestingly, much

like dimerization, in CDCl3 no change was observed in the 1H
NMR spectrum of 2c upon addition of C60, suggesting the
metallocavitand-C60 interaction may be entropy controlled.
Quantification of the 2c·C60 interaction was significantly

hindered by the presence of competing equilibria. VC 1H NMR
spectroscopic experiments in toluene-d8 fit reasonably well to a
1:1 binding model and gave association constants of about 103

L mol−1. However, a 1:1 2c:C60 binding model is likely an
oversimplification of the system. A Job plot constructed from
titration experiments in toluene-d8 showed a broad maximum
from 1:1 to 3:1 for 2c:C60 (Supporting Information, Figure 9).
We hypothesize that five different species, 2c monomer, 2c
dimer, 2c·C60, (2c)2·C60, and (2c)3·C60, are all present in
solution as shown in Scheme 3. The fast exchange regime
observed for complexes of 2c and C60 limited measurements by
both NMR and UV−vis spectroscopy to a single variable,
preventing further analysis. Although quantitative information
about the 2c·C60 interaction was elusive, our qualitative results

Figure 5. 1H NMR spectra of 2c in toluene-d8 before (top) and after
(bottom) addition of 5 equiv of C60. The concentration of 2c is 0.50
mmol L−1 in both spectra (400 MHz, * denotes solvent).

Scheme 3. Hypothesized Competing Equilibria in a Solution
of 2c and C60

Inorganic Chemistry Article

dx.doi.org/10.1021/ic202049t | Inorg. Chem. 2012, 51, 3443−34533450



in different solvents suggest that entropy and autosolvation may
be important factors in driving 2c·C60 interactions.

■ CONCLUSIONS
Heptazinc metallocavitands templated by Schiff base macro-
cycles represent an emerging class of container molecules that
exhibit interesting supramolecular behavior. Solid-state metal-
locavitand capsules were observed by SCXRD and show
potential for host−guest metal−ligand interactions. These
bowl-shaped molecules dimerize in a face-to-face manner in
aromatic solvents (benzene, toluene, p-xylenes). Variable-
temperature, variable-concentration NMR experiments showed
that the dimerization of the molecules is an entropy-driven,
enthalpy-opposed event. Trends in the equilibrium constants
for dimerization in solution were explained by comparison to
the thermodynamics of autosolvation of the guest molecules.
That is, the thermodynamics of dimerization are dominated
(both ΔH° and ΔS°) by the autosolvation of molecules of
solvent that are inside the bowls and released during
dimerization. From this analysis, we estimated that two solvent
molecules are associated inside the monomeric metallocavitand
and dimerization of heptazinc metallocavitands is also entropy-
driven and enthalpy-opposed in the gas phase. Moreover, the
autosolvation explained why dimerization is not observed for
the metallocavitands in CH2Cl2 or CHCl3.
DFT calculations confirmed that the Zn4(μ4-O) cluster

geometry observed in the solid state is energetically preferred in
solution over a similar HO-Zn4(μ3-OH) cluster analogous to
that previously observed in heptacadmium metallocavitands.
Metallocavitand 2c also forms host−guest complexes with C60,
and the solvent dependence of 2c·C60 complex formation
suggests that entropy and autosolvation may be the driving
forces for some C60 host−guest interactions. Expanding the
host−guest chemistry of heptazinc metallocavitands to enable
host−guest catalysis at the exposed Zn sites within the cavity is
of interest to us.

■ ASSOCIATED CONTENT
*S Supporting Information
VTVC 1H NMR data, Job plot, results of DFT calculations,
molecular models, and X-ray crystallographic data (CIF) for 2a.
This material is available free of charge via the Internet at
http://pubs.acs.org.

■ AUTHOR INFORMATION
Corresponding Author
*E-mail: mmaclach@chem.ubc.ca (M.J.M.), francesco.lelj@
unibas.it (F.L.).

Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
We are grateful to NSERC (Discovery Grant) for funding.
P.D.F. thanks UBC for a Pacific Century Graduate Fellowship.
F.L. is grateful to INSTM and the Project “Call for Ideas” of
Universita ̀ della Basilicata for 2010 for financial support and the
Department of Chemistry of University of British Columbia for
the warm hospitality.

■ REFERENCES
(1) Cram, D. J. Science 1983, 219, 1177−1183.

(2) (a) Melegari, M.; Suman, M.; Pirondini, L.; Moiani, D.; Massera,
C.; Ugozzoli, F.; Kalenius, E.; Vainiotalo, P.; Mulatier, J.-C.; Dutasta,
J.-P.; Dalcanale, E. Chem.Eur. J. 2008, 14, 5772−5779. (b) Ballester,
P.; Sarmentero, M. A. Org. Lett. 2006, 8, 3477−3480. (c) Kim, S. K.;
Moon, B.-S.; Park, J. H.; Seo, Y. I.; Koh, H. S.; Yoon, Y. J.; Lee, K. D.;
Yoon, J. Tetrahedron Lett. 2005, 46, 6617−6620. (d) Pinalli, R.;
Suman, M.; Dalcanale, E. Eur. J. Org. Chem. 2004, 451−462.
(3) (a) Taratula, O.; Dmochowski, I. J. Curr. Opin. Chem. Biol. 2010,
14, 97−104. (b) Chambers, J. M.; Hill, P. A.; Aaron, J. A.; Han, Z.;
Christianson, D. W.; Kuzma, N. N.; Dmochowski, I. J. J. Am. Chem.
Soc. 2009, 131, 563−569. (c) Schlundt, A.; Kilian, W.; Beyermann, M.;
Sticht, J.; Guenther, S.; Hoepner, S.; Falk, K.; Roetzschke, O.;
Mitschang, L.; Freund, C. Angew. Chem., Int. Ed. 2009, 48, 4142−4145.
(4) (a) Hooley, R. J.; Restorp, P.; Iwasawa, T.; Rebek, J. Jr. J. Am.
Chem. Soc. 2007, 129, 15639−15643. (b) Hooley, R. J.; Iwasawa, T.;
Rebek, J. Jr. J. Am. Chem. Soc. 2007, 129, 15330−15339.
(5) (a) Gibb, C. L. D.; Sundaresan, A. K.; Ramamurthy, V.; Gibb, B.
C. J. Am. Chem. Soc. 2008, 130, 4069−4080. (b) Kaanumalle, L. S.;
Gibb, C. L. D.; Gibb, B. C.; Ramamurthy, V. Org. Biomol. Chem. 2007,
5, 236−238. (c) Natarajan, A.; Kaanumalle, L. S.; Jockusch, S.; Gibb,
C. L. D.; Gibb, B. C.; Turro, N. J.; Ramamurthy, V. J. Am. Chem. Soc.
2007, 129, 4132−4133. (d) Kaanumalle, L. S.; Gibb, C. L. D.; Gibb, B.
C.; Ramamurthy, V. J. Am. Chem. Soc. 2005, 127, 3674−3675.
(e) Kaanumalle, L. S.; Gibb, C. L. D.; Gibb, B. C.; Ramamurthy, V. J.
Am. Chem. Soc. 2004, 126, 14366−14367.
(6) (a) Hooley, R. J.; Rebek, J. Jr. Chem. Biol. 2009, 16, 255−264.
(b) Pinacho Crisostomo, F. R.; Lledo, A.; Shenoy, S. R.; Iwasawa, T.;
Rebek, J. Jr. J. Am. Chem. Soc. 2009, 131, 7402−7410. (c) Kamioka, S.;
Ajami, D.; Rebek, J. Jr. Chem. Commun. 2009, 7324−7326.
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Adań, E. C.; Benet-Bechholz, J.; Kleij, A. W. Org. Lett. 2008, 10, 3311−
3314. (e) Germain, M. E.; Vargo, T. R.; Khalifah, P. G.; Knapp, M. J.
Inorg. Chem. 2007, 46, 4422−4429. (f) Dalla Cort, A.; Mandolini, L.;
Pasquini, C.; Rissanen, K.; Russo, L.; Schiaffino, L. New J. Chem 2007,
31, 1633−1638.
(26) (a) Decortes, A.; Kleij, A. W. ChemCatChem 2011, 3, 831−834.
(b) Decortes, A.; Belmonte, M. M.; Benet-Buchholz, J.; Kleij, A. W.
Chem. Commun. 2010, 46, 4580−4582. (c) Flapper, J.; Reek, J. N. H.
Angew. Chem., Int. Ed. 2007, 46, 8590−8592. (d) Kuil, M.; Goudriaan,
P. E.; Kleij, A. W.; Tooke, D. M.; Spek, A. L.; van Leeuwen, P. W. N.
M.; Reek, J. N. H. Dalton Trans. 2007, 2311−2320. (e) Kuil, M.;
Goudriaan, P. E.; van Leeuwen, P. W. N. M.; Reek, J. N. H. Chem.
Commun. 2006, 4679−4681.
(27) Reviews: (a) Kleij, A. W. Dalton Trans. 2009, 4635−4639.
(b) Kleij, A. W. Chem.Eur. J. 2008, 14, 10520−10529.
(c) Wezenberg, S. J.; Kleij, A. W. Angew. Chem., Int. Ed. 2008, 47,
2354−2364.
(28) Recent literature: (a) Salassa, G.; Castilla, A. M.; Kleij, A. W.
Dalton Trans. 2011, 40, 5236−5243. (b) Hui, J. K.-H.; MacLachlan, M.
J. Dalton Trans. 2010, 39, 7310−7319. (c) Hui, J. K.-H.; Yu, Z.;
Mirfakhrai, T.; MacLachlan, M. J. Chem.Eur. J. 2009, 15, 13456−
13465. (d) Wezenberg, S. J.; Escudero-Adań, E. C.; Benet-Buchholz, J.;
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