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ABSTRACT: A series of manganese coordination compounds has
been investigated by X-ray absorption spectroscopy (XAS). The
K-pre-edge spectra are interpreted with the aid of time-dependent
density functional theory (TD-DFT). This method was calibrated
for the prediction of manganese K-pre-edges with different func-
tionals. Moreover the nature of all observed features could be
identified and classified according to the corresponding set of
acceptor orbitals, either 1s to 3d transitions or metal-to-ligand
charge transfer (MLCT) bands. The observable MLCT bands are
further divided into features that correspond to transitions into
empty π* orbitals of π-donor ligands and those of π-acceptor
ligands. The ability to computationally reproduce the observed
features at the correct relative transition energy is strongly dependent on the nature of the transition. A detailed analysis of the
electronic structure of a series of Mn coordination compounds reveals that the different classes of observable transitions provide
added insight into metal−ligand bonding interactions.

■ INTRODUCTION
Transition metal K-edge absorption spectroscopy is a powerful
tool for the investigation of the electronic and geometric struc-
ture of inorganic and bioinorganic coordination compounds.1−4

It is a highly element-specific technique and therefore has been
applied extensively to large systems containing transition metals,
such as the active sites of enzymes. In conjunction with other
spectroscopic techniques, it provides a means to experimen-
tally assess oxidation state, spin state, and symmetry of the
respective transition metal absorber.5−9 Transition metal
K-edge spectra can be divided into two parts, each containing
valuable information about the system under consideration.
The extended X-ray absorption fine structure (EXAFS) region
at higher energies is used to determine metal to ligand bond
distances and coordination numbers. The pre-edge and edge
regions of the spectrum, which appear at lower energies,
contain information about the electronic structure and
geometric parameters such as site symmetry. In most cases,
the shape and position of a transition metal K-edge are used as
a “fingerprint” for electronic structure parameters, where
assignments of oxidation state and spin state are based on
empirical comparisons with known model complexes. Never-
theless, extensive efforts have been made using both molecular
orbital and multiple scattering based approaches to obtain
a more quantitative analysis of the edge region. In particular,

a recent study by Jaszewski et al. showed that time-dependent
density functional theory (TD-DFT) reproduces the exper-
imentally observed correlation between the Mn oxidation state
for Mn K-edge and L-edge rising edge energies.10 In the current
study, we focus on a detailed analysis of the pre-edge.
The weak pre-edge features of transition metal K-edge spectra

have been analyzed using qualitative arguments such as site
symmetry and ligand-field strength for quite some time.1,2,11−14

Recently, we have developed a more quantitative approach for
the prediction of pre-edge energies and intensities of iron,
chlorine, and sulfur K-edges for model compounds using TD-
DFT.15−17 Within this approach one solves the time-dependent
linear response equations of singly excited Kohn−Sham
determinants where only the metal (or ligand) 1s orbital is
allowed to donate an electron to the empty valence shell. The
method yields transition energies and oscillator strengths for a
preset number of excited states, which are all mutually orthogonal
to each other. The description of the core hole leads to a
systematic error in the absolute transition energies which can be
compensated by a constant energy shift.15 This energy shift is
characteristic for each functional and basis set and hence has to be
calibrated for different computational approaches.16,17
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In this work, we extend the existing method to mononuclear
manganese coordination complexes (many of which were also
examined previously using X-ray emission spectroscopy
(XES)18) to make it available for the prediction of X-ray
absorption spectroscopy (XAS) spectra of biologically relevant
systems such as the oxygen evolving complex of photosystem II
(PSII).19,20 The method is calibrated for one meta-GGA
functional (BP) and three hybrid functionals in conjunction
with the triple-ζ basis set TZVP. Furthermore, we investigate
the interaction of π-donor and acceptor ligands with the central
manganese ion and examine their effect on the pre-edge and
edge region of the XAS spectrum.

■ MATERIALS AND METHODS
A set of 16 mononuclear manganese complexes was selected as a
calibration set. The molecular formulas, synthetic procedures, and
structural references (when available) are given in Table 1. The
following abbreviations have been used for the ligands: acac = acetyl
acetonate; bpea = N,N-bis(2-pyridylmethyl)-ethylamine; salen =
ethylenebis(salicylimine); tbu3terpy = 4,4′,4″-tri-tert-butyl-2,2′:6′,2″-
terpyridine; terpy = 2,2′:6′,2″-terpyridine; tolylterpy = 4′-(4-methyl-
phenyl)-2,2′:6′,2″-terpyridine; phenylterpy = 4′-phenyl-2,2′:6′,2″-terpyr-
idine; tpa = tris-2-picolylamine. A schematic representation of the
structures is given in Scheme 1.
Sample Preparation. Samples were synthesized according to

published procedures, as referenced in Table 1.21−31 All XAS samples
were prepared as dilutions in boron nitride, pressed in Al spacers, and
sealed with 38 μm Kapton windows. All samples were measured at
10 K in a liquid Helium cryostat.
XAS Measurements. All XAS data were recorded at the Stanford

Synchrotron Radiation Laboratory (SSRL) on focused beamline 9-3,
under ring conditions of 3 GeV and 80−100 mA. A Si(220)
monochromator was used for energy selection. A Rh-coated mirror
(set to a cutoff of 10 keV) was used for harmonic rejection, in
combination with 25% detuning of the monochromator. All data were

measured in transmission mode. Internal energy calibration was
performed by simultaneous measurement of the absorption of a Mn
foil placed between a second and third ionization chamber. The first
inflection point of the Mn foil was assigned to 6539.0 eV. Samples
were monitored for photoreduction throughout the course of data
collection. Only those scans which showed no evidence of photo-
reduction were used in the final averages. The averaged data were
processed as described previously.32

Computational Details. All DFT calculations presented in this
work were performed using the ORCA program package.33 Scalar
relativistic effects were taken into account at the ZORA level.34,35

Open-shell species were treated with the spin-unrestricted Kohn−
Sham method. All calculations used dense integration grids (ORCA
Grid4).

Geometry Optimizations. All molecular geometries were opti-
mized using the BP86 functional36,37 together with scalar relativistically
recontracted (SARC)38 all electron def2-TZVP(-f) basis sets.39 The
Coulomb fitting basis of Weigend40 was used in uncontracted form.
Dichloromethane was chosen as the solvent within the conductor like
screening model41 (COSMO, ε = 9.08).

XAS Calculations. Manganese K-edge absorption spectra were
investigated with a TD-DFT approach applying the Tamm−Dancoff
approximation.42 XAS calculations were performed with the BP,36,37

B3LYP,43,44 and the TPSSh45 functionals. Additionally, a series of
calculations with functionals of the hybrid form that use an exchange-
correlation energy according to46
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was conducted. The exchange correlation energy appears as a weighted
sum of the Hartree−Fock (HF) exchange (EX

HF), the LSD exchange
and correlation functional (EX

LSD, EC
LSD) of Vosko et al,47 Becke’s

exchange functional (EX
B88)36 and the correlation functional proposed

by Lee, Yang, and Parr (EC
LYP).44 In the case of B3LYP the three

parameters a, b, and c were chosen to be a = 0.20, b = 0.72, and

Table 1. Comparison of Experimental Pre-Edge Energies and Intensities to Calculated Values Using the B3LYP Functional

experiment calculation

compound energy [eV] areaa referenceb energy [eV]c intensity predicted experimental aread

[Mn(III)(acac)3] 6540.2 4.5 6540.4 0.28 3.5
6542.2 1.6 6541.9 0.14 2.6

[Mn(III)(bpea)(N3)3] 6540.5 4.8 21 6540.4 0.35 3.9
[Mn(III)(phenylterpy)Cl3] 6540.3 3.8 22 6540.4 0.23 3.1

6541.8 0.4 6541.6 0.10 2.4
[Mn(III)(salen)Cl] 6540.6 13.2 6541.2 2.04 14.0

6542.6 0.6 6542.8 0.18 2.9
[Mn(III)(terpy)Cl3] 6540.2 5.5 22 6540.4 0.24 3.2
[Mn(III)(terpy)F3] 6540.7 4.2 21 6540.4 0.24 3.2

6541.9 1.2 6541.9 0.31 3.7
[Mn(III)(terpy)(N3)3] 6540.2 4.1 23 6540.4 0.30 3.6
[Mn(III)(tolylterpy)2]

3+ 6540.1 6.0 24 6540.1 0.42 4.3
6541.8 1.5 6542.0 0.13 2.6

[Mn(II)(tbu3terpy)2]
2+ 6540.0 9.4 25 6540.1 0.95 7.5

[Mn(II)(tbu3terpy)(N3)2] 6540.2 12.6 26 6540.2 1.92 13.3
[Mn(II)(terpy)Cl2] 6540.2 11.0 27 6540.2 1.48 10.7
[Mn(II)(terpy)(NO3)2(H2O)] 6540.3 5.9 28 6540.2 0.91 7.2
[Mn(II)(CF3CO2)2(terpy)(H2O)] 6540.2 8.1 29 6540.2 0.59 5.4
[Mn(II)(tolylterpy)2]

2+ 6540.0 8.4 24,30 6540.1 0.92 7.3
[Mn(II)(tpa)Cl2] 6540.2 5.5 31 6540.3 0.51 4.8
[Mn(II)(tpa)(NCS)2] 6540.0 4.0 25 6539.9 0.34 3.8

6541.0 1.8 6540.8 0.55 5.1
aExperimental areas have been multiplied by 100. bSynthesis and crystallographic structure references. cThe calculated energies have been shifted
by 32.6 eV to higher energies. dThe predicted experimental area, A, is obtained from the calculated intensity, I, according to A = 6.01I + 1.79.
The calculated intensity is obtained as described in the Supporting Information.
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c = 0.81 on the basis of thermodynamic reference data. For the present
purpose the amount of Hartree−Fock exchange, a, was varied between
0.0 and 0.3 (see below). When exact HF exchange was included, the
RIJCOSX approximation48 was employed within the SCF and the TD-
DFT parts of the calculation. The conductor-like screening model was
used to model a solution environment with acetonitrile (ε = 36.6) as
the solvent. Absorption spectra were obtained from the TD-DFT
calculations by applying a Gaussian fit with a broadening of 1 eV. In
calculating the oscillator strength f IF of a given transition between the
states |I⟩ and |F⟩, electric dipole, magnetic dipole, and electric
quadrupole contributions were included:16,49
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Here, EFI is the transition energy and α the fine structure constant,
whereas μ̂, M̂, and Q̂ denote the electric dipole, magnetic dipole and
electric quadrupole moments operators.

■ RESULTS

Experimentally obtained Mn K-edge transition energies and
intensities of the 16 model complexes and the corresponding
calculated parameters using the B3LYP functional together with
the computational model described above are summarized in
Table 1. Tables containing the calculated parameters using the

functionals BP86, TPSSh and a purpose specific functional
described below, can be found in the Supporting Information.
Figure 1a contains a comparison of the experimental transition
energies and their calculated counterparts. In previous studies,
we have established that a constant shift of the calculated
energies accounts for most of the systematic error made by the
TD-DFT method.15−17 The exact size of the shift is dependent
on the computational method and hence has to be calibrated
for each combination of functional and basis set. A regression
analysis of the data leads to an average energy shift of 32.6 eV
(±0.2 eV). It should be noted that for the evaluation of this
shift, only transitions with dominant 1s to 3d character (vide
infra) were taken into account. Figure 1b shows the relationship
between the experimental and calculated intensities of the pre-
edge transitions. The linear relationship shows a correlation
constant of R = 0.90. This is somewhat inferior to the correla-
tion obtained for the transition energies but is still considered
satisfactory (Table 1).

Symmetry and Ligand Field Effects on the 1s→3d
Transitions. In our previous study of the K-pre-edges of
several Fe-compounds, the relationship between the shape and
intensity of the pre-edges and the geometric and electronic
structure of the complexes was examined.15 Similar arguments
hold for the present series of Mn complexes. Figure 2 shows the
comparison of the measured (a) and calculated (b) pre-edges of
representative members of the calibration series. A complete
comparison for all compounds may be found in the Supporting
Information, Figure S1−S6. On the basis of these spectra, some
general trends may be noted. The two complexes [Mn(II)-
(terpy)Cl2] and [Mn(III)(terpy)Cl3] differ by the oxidation
and spin-state (S(MnII) = 5/2 and S(MnIII) = 2) of the central
Mn ion and more importantly by the number of ligands and
their coordination geometry. [Mn(III)(terpy)Cl3] is six-
coordinate whereas [Mn(II)(terpy)Cl2] is a five-coordinate

Scheme 1. Sixteen Manganese Model Complexes Investigated in This Study
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complex. The six ligating atoms (3 × N and 3 × Cl) of
[Mn(III)(terpy)Cl3] together form a slightly distorted
octahedral environment around the central Mn3+ ion. The
coordination sphere of the distorted square planar [Mn(II)-
(terpy)Cl2] complex, on the other hand, is arranged such that
the two chloro ligands are above and below the plane that is
described by the terpy ligand with a Cl−Mn−Cl angle of 114.9
degrees.
The pre-edges of both [Mn(III)(terpy)Cl3] and [Mn(II)-

(terpy)Cl2] each exhibit two features, one at 6540.2 eV and the
other one to higher energy (∼6542.3 eV). According to the
calculations, the former is assigned as a standard Mn 1s to Mn
3d pre-edge transition, which gains some intensity because of
4p mixing. The second peak corresponds to a metal-to-ligand
charge-transfer (MLCT) transition that will be discussed in
detail in the next section.
The 1s to 3d transition of [Mn(II)(terpy)Cl2] is ∼2.5 times

more intense than for [Mn(III)(terpy)Cl3] in the experimental

spectra. In the calculated spectra, the difference is even more
pronounced with an intensity ratio of 3.3 to 1 (Figure 2 and
Table 1). This significant increase in pre-edge intensity for
[Mn(II)(terpy)Cl2] is readily attributed to the change in
the coordination geometry. The 4p mixing into the Mn 3d-
shell is more pronounced in square pyramidal geometry
than in octahedral geometry, so the pre-edge transitions
acquire more allowed electric dipole character in square
pyramidal geometry.49,12,2

Similar observations can be made for the pre-edge of the six-
coordinate [Mn(II)(tpa)Cl2] complex, which has the same
oxidation and spin state as the five-coordinate [Mn(II)(terpy)-
Cl2] complex. It also has two pre-edge features, one cor-
responding to Mn 1s to 3d transitions (6540.2 eV) and the
other due to MLCT processes (6543.2 eV). Because of
the distorted octahedral coordination geometry, the low energy
pre-edge feature has a low intensity compared to the 5-fold
coordinated [Mn(II)(terpy)Cl2]. Analogously, the quadratic

Figure 1. Relationship of calculated to experimentally determined transition energies (a) and intensities (b). The calculations used the B3LYP
functional. The linear least-squares fits are given by: f(a) = 0.948E(exp) + 318.62 eV and f(b) = 0.135I (exp) − 0.129.

Figure 2. Experimental (a) and calculated (b) K pre-edge regions of various Mn-complexes highlighting the influence of geometrical parameters such
as coordination number and geometry on the pre-edge intensity. The calculations used the B3LYP functional, and a 32.6 eV energy shift and 1 eV
broadening have been applied to all calculated spectra.
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pyramidal coordination geometry of [Mn(III)(salen)Cl] leads
to an enhanced pre-edge intensity. Thus, the present test set
nicely confirms the generally accepted notion that six-
coordinate complexes give rise to less intense pre-edge features
than their five-coordinate counterparts.1,2,11

All measured and calculated spectra exhibit two or more
features in the pre-edge region. The TD-DFT methodology
readily allows for the assignment of the observed transitions.
For most of the investigated compounds, the 1s to 3d transi-
tions all contribute to a single pre-edge feature with one
resolved maximum. This is because the “ligand field splitting”
between the different final states arising from the 1s13dN+1

configuration is smaller than the experimental resolution of
around 1 eV (Figure 2). Only compounds with strong ligand
fields exhibit two or more 1s to 3d features. In the present
series of compounds only [Mn(III)(acac)3], [Mn(III)(terpy)-
F3], [Mn(III)(salen)Cl], [Mn(III)(phenylterpy)Cl3], [Mn(III)-
(tolylterpy)2]

3+, and [Mn(II)(tpa)(NCS)2] show two resolved
1s to 3d bands in their pre-edge spectra (Figure 3). Most of
these complexes contain a Mn3+ ion, which is consistent with
the generally larger ligand field strength in Mn3+ complexes as
compared to Mn2+ complexes. For example, the experimental
spectrum of [Mn(III)(acac)3] shows two features with their
maxima at 6540.2 and 6542.2 eV, corresponding to transitions
into the t2g and eg derived molecular orbitals. This corresponds
to a ligand field splitting of 2.0 eV. As is well-known, the spin-
polarized picture does not properly resolve all of the final state
multiplets.50,51 In terms of the spin-polarized description,
however, the excited state corresponding to the alpha 1s to t2g
transition is lowest in energy, thus contributing to the first
experimentally observed feature. This can be explained by the
strong spin polarization apparent in d4 high-spin complexes.
The same qualitative order of states was found for all complexes
exhibiting two 1s to 3d features. For [Mn(III)(acac)3] the
employed TD-DFT method underestimates the splitting of the
1s to 3d features by 0.5 eV (calculated at 6540.4 and 6541.9 eV,
vs 6540.2 and 6542.2 eV from experiment, Table 1). Similar
observations are made for [Mn(III)(phenylterpy)Cl3], [Mn-
(III)(tolylterpy)2]

3+, and [Mn(III)(salen)Cl] where TD-DFT
underestimates the splitting by 0.3, 0.4, and 0.8 eV, respectively
(Table 1). The ligand field splitting for [Mn(II)(tpa)(NCS)2]

is much better reproduced by TD-DFT with experimental and
calculated values of 1.0 and 0.9 eV, respectively. The experi-
mental spectrum of [Mn(III)(terpy)F3] exhibits three distin-
guishable 1s to 3d features. This remarkable observation is due
to relatively short Mn−F bond distances (with optimized bond
distances of 1.83 Å), which in turn lead to a strong ligand field.
Again, TD-DFT underestimates the ligand field splitting result-
ing, in this particular case, in a qualitatively incorrect spectrum
with only two resolved 1s to 3d features. Nevertheless, the
theoretical results for the well-localized transitions into the
predominantly empty metal 3d-orbitals are reasonable to good.
Problems, however, are apparent with charge transfer
transitions, as discussed below.

Ligands with Extended π-Systems. The experimental
and calculated XAS pre-edge region of [Mn(II)(terpy)Cl2] is
shown in Figure 4a and b. This molecule will serve as an
example to gain insight into the nature of the predicted spectra
for the class of compounds containing ligands that have
extended, arylic π-systems. Similar results are obtained for
complexes that contain the acac, tpa, phenylterpy, tolylterpy, or
tBu3terpy ligands. These ligands are primarily of π-donor
character but nevertheless have low-lying empty π* orbitals.
To emphasize certain aspects of the TD-DFT method, we

chose to present a spectrum that was calculated with a non-
hybrid density functional (BP86). Both experimental and cal-
culated spectra exhibit two features that are separated by 2 eV.
In the experimental spectrum, the more intense peak is situ-
ated at lower energy, whereas in the calculated spectrum the
relative intensities of the two resolved peaks are reversed. This
erroneous behavior is due to the well-known fact that TD-DFT
has severe problems with excited states of charge transfer
character. Depending on the system and the amount of exact
exchange in the functional, such transitions can appear several
eV too low in the calculated spectra. This is well-known from
valence excited states in the UV and visible regions of the
spectrum,52,53 but appears to also hold for XAS calculations.
The same behavior is met here, where the extended π-systems
of the ligands give rise to charge transfer artifacts or what we
will also term as “ghost-states”. The effect of increasing the
amount of HF exchange on the predicted pre-edge spectrum of
[Mn(II)(terpy)Cl2] is demonstrated in Figure 5 where the

Figure 3. Experimental (a) and calculated (b) K pre-edge regions of various Mn-complexes highlighting their relatively strong ligand field. The
calculations used the B3LYP functional, and a 32.6 eV energy shift and 1 eV broadening have been applied to all calculated spectra.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic202229b | Inorg. Chem. 2012, 51, 680−687684



fraction of HF exchange varies from 0% to 30%. The most
obvious effect is that the absolute transition energies increase
with increasing amount of HF exchange. Second, the rising
edge feature becomes more pronounced, which is due to the
fixed number of calculated roots (40). Since the number of
calculated “ghost-states” is reduced as the amount of HF
exchange is increased,52 more states that belong to the edge
feature of the spectrum are included in the calculation. Hence,
the calculated edge feature gains intensity when more HF
exchange is present. The most important effect for the present
work, however, is that the MLCT feature in the calculated
spectrum is, as expected, shifted relative to the 1s-3d absorption
to higher energies. Moreover the intensity of the MLCT-feature
is slightly reduced with increasing amount of HF exchange.
A detailed analysis of this series and a similar study for
[Mn(II)(tolylterpy)2]

2+, which has a more pronounced MLCT
feature, revealed that an admixture of 22% HF exchange
yields the best results in terms of energy splitting and inten-
sity ratio. This will be further addressed in the conclusion
section.

Effect of π-Acceptor Ligands. Pre-edge spectra of
compounds containing ligands with considerable π-acceptor
character such as N3

− or SCN− exhibit remarkable features in
the rising edge-region of the Mn K-edge XAS spectra. Figure 6
shows the experimental and calculated spectra of [Mn(II)-
(tpa)Cl2] and [Mn(II)(tpa)(NCS)2]. The calculated spectrum
of [Mn(II)(tpa)(NCS)2] shows a strong feature at high energy
that appears as a shoulder on the rising edge in the experi-
mental spectrum. In our calculations, these features can be
reproduced even within a relatively small number of calculated
excited states. A proper reproduction of the rising edge features
is unfortunately not feasible with the restrictions imposed by
standard basis sets and DFT potentials. According to the
calculations, the excited states that correspond to this strong
feature have dominantly MLCT character. However, they are
one order of magnitude more intense than the “ghost” MLCT
transitions described in the previous section of the paper.
This finding can be rationalized by the nature of the acceptor
orbitals that are associated with the excited states. The acceptor

Figure 4. Experimental (a) and calculated (b) pre-edge spectra of [Mn(II)(terpy)Cl2]. The dashed lines in the experimental spectrum represent the individual
pre-edge (green and black dashed lines) and background component (orange dashed line) of the fit. The fit to the pre-edge comprises two features, one intense
metal 1s to 3d peak at lowest energy (black dashed line) and a weak MLCT peak to higher energy (green dashed line). The calculation used the BP86
functional and hence the MLCT absorption occurs at lower energies. A 62.3 eV energy shift and 1 eV broadening have been applied to the calculated spectrum.

Figure 5. Calculated spectra of [Mn(II)(terpy)Cl2] with a series of
functionals with a varying amount of HF exchange. Starting with no HF
exchange, the percentage increases in steps of 5% up to a maximum of
30% HF exchange. It is seen that the position of the MLCT peak (black
dotted line) relative to the 1s to 3d peak (blue dashed line) changes from
lower in energy (0%, 5%) to the same energy (10%, 15%) to higher
energy (20% and higher) depending on the amount of HF exchange.
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orbitals associated with strong features have mostly SCN−

π-antibonding character. Strong metal-to-ligand backbonding
interactions lead to mixing of metal d- and p- orbitals with the
empty ligand orbitals. Hence, transitions from the metal 1s
orbital to these orbitals gain intensity. Similar observations have
been made for [Mn(III)(bpea)(N3)3], [Mn(III)(terpy)(N3)3],
and [Mn(II)(tbu3terpy)(N3)2]. Due to the MLCT char-
acter of the excited states that lead to the features discussed
here, the predicted transition energies suffer from the same
problems of the DFT method as described above. Never-
theless, we are not aware of any previous study that connects
the π-acceptor character of the ligands to observable shoulders
of the metal K-edge.

■ CONCLUSIONS

In this work, we have extended the previously reported method
of calculating XAS K-edge pre-edge spectra with a simple TD-
DFT protocol to Mn K-edges using different density
functionals. We have found that as for iron, chlorine, and
sulfur K-edges,15−17 the shape, intensity, and position of Mn 1s
to 3d transitions is well predicted by TD-DFT. However, we
have shown that the prediction of MLCT transitions is more
problematic and may lead to significant artifacts in the cal-
culated spectra.54 Our series of mononuclear coordination
compounds contains many examples of ligands that interact
with the central manganese ion via π-orbitals. Among this set
one can discriminate between ligands with extended, arylic
π-systems and genuine π-acceptor ligands such as the azide or
thiocyanate ion. The former give rise to rather weak features
1−3 eV higher in energy than the main metal 1s to 3d peak.
Although their exact position in the calculated spectrum is
highly dependent on the amount of HF exchange incorporated
in the functional and by no means predictive, their existence
and appearance is qualitatively correct. It has to be noted that in
the case of calculations with the TPSSh functional (Supporting
Information), the MLCT transitions for some of these systems
coincide with the metal 1s to 3d peak. This may lead to the
wrong number of peaks in the calculated spectrum. Ligands of

primarily π-acceptor character cause intense absorptions at high
energies, which appear as clearly visible shoulders on the edge.
These features are well reproduced by the TD-DFT method
although their predicted position deviates in some cases from
the measured values. Spectra calculated with 22% of exact
exchange match the experimental spectra well. However, such
agreement is, in our opinion, treacherous. It is well-known from
the closely related problems of hyperfine structure or spin-state
energetics calculations, that there is not a single fraction of HF
exchange that is universally applicable to complexes containing
different metals in different oxidation states.55 In this respect,
one should rather be aware of the shortcomings of the
functionals used, which means that for XAS calculations one
has to be careful when calculating spectra for complexes with
extended π-ligand systems. As in many other instances, the 20%
exact exchange used in the B3LYP functional appears to be a
sensible compromise. In the longer run, of course, systematic
improvements to TD-DFT are necessary. In particular, there
is growing evidence that range-corrected density functionals
represent a significant improvement.56−58 Furthermore, orbital
relaxation should be incorporated into TD-DFT. Work along
these lines is in progress in our research groups.
The present work lays the foundation of the application of

the TD-DFT methodology to highly important problems in
manganese biochemistry, foremost of course the tetranuclear
manganese cluster in PSII. However, before this problem can
be successfully addressed it must be proven that the method-
ology is applicable to spin-coupled oligonuclear systems. Work
along these lines will be reported in due course.
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Figure 6. Experimental (a) and calculated (b) pre-edge spectra of [Mn(II)(tpa)Cl2] and [Mn(II)(tpa)(NCS)2]. The calculations used the B3LYP
functional, and a 32.64 eV energy shift and 1 eV broadening have been applied to the calculated spectra. Both spectra exhibit features corresponding
to Mn 1s to 3d transitions around 6540.5 eV and a MLCT band at ∼6542.8 eV. Only the spectrum of [Mn(II)(tpa)(NCS)2] has an additional,
intense MLCT band at 6545 eV due to transitions into π-orbitals of the NCS− ligand. The high energy feature at 6546 eV of [Mn(II)(tpa)Cl2] is ]
the onset of the rising edge.
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