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ABSTRACT: Pseudo-octahedral complexes of iron find applications as
switches in molecular electronic devices, materials for data storage, and,
more recently, as candidates for dye-sensitizers in dye-sensitized solar cells.
Iron, as a first row transition metal, provides a weak ligand-field splitting in an
octahedral environment. This results in the presence of low-lying 5T excited
states that, depending on the identity of iron ligands, can become the ground
state of the complex. The small energy difference between the low-spin, 1A, and
high-spin, 5T, states presents a challenge for accurate prediction of their ground
state using density functional theory. In this work, we investigate the
applicability of the B3LYP functional to the ground state determination of first
row transition metal complexes, focusing mainly on Fe(II) polypyridine
complexes with ligands of varying ligand field strength. It has been shown
previously that B3LYP artificially favors the 5T state as the ground state of
Fe(II) complexes, and the error in the energy differences between the 1A and 5T states is systematic for a set of structurally
related complexes. We demonstrate that structurally related complexes can be defined as pseudo-octahedral complexes that
undergo similar distortion in the metal−ligand coordination environment between the high-spin and low-spin states. The
systematic behavior of complexes with similar distortion can be exploited, and the ground state of an arbitrary Fe(II) complex can
be determined by comparing the calculated energy differences between the singlet and quintet electronic states of a complex to
the energy differences of structurally related complexes with a known, experimentally determined ground state.

1. INTRODUCTION
Iron pseudo-octahedral complexes have been long considered
ideal building blocks for molecular electronic switches, data
storage materials, or display devices.1 Iron, as a first row
transition metal, provides a weak ligand field in a pseudo-
octahedral environment, which leads to the presence of two
energetically close electronic states, 1A and 5T. Depending on
the character of ligands coordinated to the central iron metal,
the complexes can display either a low-spin (1A), or a high-spin
(5T) ground state. The presence of a low-lying excited state of a
different spin than the ground state is also responsible for the
spin crossover phenomenon in these compounds, in which the
complex changes its spin state under the application of an
external perturbation such as a change in temperature, pressure,
or exposure to electromagnetic radiation.2

Fe(II) polypyridine complexes have also been investigated as
potential photosensitizers in dye-sensitized solar cells due to
their structural resemblance to the Ru(II) polypyridine dyes
and the low cost and low toxicity of iron.3−8 Unfortunately, the
spin crossover properties of these compounds complicate their
use as photosensitizers, since upon the excitation by visible light
into the singlet metal-to-ligand charge transfer states (1MLCT)
they quickly undergo intersystem crossing into the manifold of
nonphotoactive 5T states.7−10 Moreover, only complexes with a
1A ground state absorb visible light with appreciable intensity
and attain the photoactive 1MLCT states upon excitation.9,10

Computational studies of Fe(II) complexes aiming to either
obtain a deeper understanding of their electronic structure or to
suggest new compounds with desirable properties face a
number of challenges. One of these challenges is the correct
determination of the ground state, which is nontrivial.11,12

There have been a number of computational studies dedicated
to spin crossover compounds using density functional theory
(DFT)12−20 as well as higher levels of theory, such as CASPT2
(complete active space with second-order perturbation
theory).21,22 Due to the size of these systems (50 or more
atoms), they are most amenable to calculations performed by
DFT methods. While DFT is very successful at predicting
geometries of both high-spin and low-spin complexes,11

obtaining the correct ground state represents a major challenge
since GGA (generalized gradient approximation) functionals
(e.g., PBE) tend to favor the low-spin states, while the hybrid
functionals (e.g., B3LYP) artificially favor the high-spin states.
Reiher related this behavior to the amount of exact Hartree−
Fock exchange used in the hybrid functionals.17 While it is
difficult to accurately determine the ground state of spin
crossover complexes or the exact energy differences between
their high-spin and low-spin states with DFT methods, it is at
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least possible to qualitatively predict the effect of ligand
substitution on the spin transition behavior.12,15,16

A number of different approaches were explored in order to
alleviate the deficiencies of DFT in calculating the ground state
of iron pseudo-octahedral complexes. For example, Reiher and
co-workers suggested a reparametrization of the B3LYP
functional resulting in the B3LYP* functional with reduced
admixture of the Hartree−Fock (HF) exchange.18,19,23 On the
other hand, Pierloot and Vancoillie argued that while B3LYP*
reparametrization performs considerably better than B3LYP for
molecules with covalent bonds, one would need to increase the
amount of Hartree−Fock exchange in the functional to
properly describe the ionic complexes of iron and suggest
CASPT2 as a more accurate methodology to study bonding
and spin state energetics in the first row transition metal
complexes.24 More recently, Hughes and Friesner suggested a
correction scheme to the B3LYP functional applicable to a
broad set of first row transition metal compounds, containing
both covalent and ionic complexes.25 The M06-L func-
tional26,27 has also been shown to provide superior results for
spin crossover complexes than B3LYP.
Here, we provide another insight into the applicability of the

B3LYP functional to the ground state determination of pseudo-
octahedral complexes of first row transition metals, with special
focus on Fe(II) polypyridines. We confirm systematic trends in
the calculated energy differences between the high-spin and
low-spin electronic states observed previously18 for a series of
experimentally known transition metal complexes. Finally, we
suggest that the ground state of an arbitrary Fe(II) complex can
be determined by comparing the calculated energy difference
between the low-spin and high-spin electronic states to the
energy differences of structurally related complexes with a
known, experimentally determined ground state, without the
need to reparametrize the functional.

2. METHODOLOGY
We investigate 27 pseudo-octahedral complexes of Fe, Co, Mn, Ru,
and Os with a mixture of heteropyridine and Cl−, F−, CN−, NCS−,
NH3, and H2O ligands. The majority of the complexes (19) are
complexes of iron. Heteropyridine ligands considered are shown in
Figure 1. They include bpy = 2,2′-bipyridine, phen = 1,10-
phenanthroline, terpy = 2,2′;6′,2″-terpyridine, tren(py)3 = tris((N-(2-
pyridylmethyl)-2-iminoethyl)amine), tren(6-Me-py)3 = tris((N-(2-(6-
Me-pyridyl)methyl)-2-iminoethyl)amine), Lt = 4-(4-bromophenyl)-
2,6-bis(2-pyridine)-1,3,5-triazine, Me-Lt = 4-(4-bromophenyl)-2,6-
bis(6-picolinyl)-1,3,5-triazine, tpen = tetrakis(2-pyridylmethyl)-

ethylenediamine, and (pyrol)3tren = tris(1-(2-azoyl)-2-azabuten-4-
yl)amine ligands.

Geometries of all compounds were initially optimized at the B3LYP
level of theory.23 The SDD relativistic effective core potential and
associated triple-ζ basis set28 were used to describe the metal center,
and the 6-311+G* basis set29,30 was used for all other atoms. An
ultrafine integration grid was used in all calculations. Singlet and
quintet states were optimized for complexes of Fe(II), Co(III), Ru(II),
and Os(II). Doublet and sextet states were optimized for complexes of
Fe(III) and Co(II). Triplet and quintet states were optimized for the
Mn(III) complex. All species were optimized both in a vacuum and
solvent (water) using the Polarizable Continuum Model (PCM).31

The use of solvent considerably improved the structures and spin
contamination of small anionic species (e.g., [Fe(CN)6]

4−) as well as
improved or did not significantly change the geometries of neutral and
cationic complexes. Due to its large size, [Fe(Me-Lt)2]

2+ was
optimized in a vacuum only, and single point calculations with PCM
at the vacuum-optimized geometry were used to obtain the solvent
corrections. All calculations were performed using the Gaussian 09
software package.32

To investigate the dependence of high-spin vs low-spin energy
differences (ΔEHS/LS = Ehigh‑spin − Elow‑spin, ΔHHS/LS = Hhigh‑spin −
Hlow‑spin, ΔGHS/LS = Ghigh‑spin − Glow‑spin) on the amount of exact
exchange in the B3LYP functional, we have systematically varied the c1
parameter from 0.0 to 0.25, corresponding to 0−25% Hartree−Fock
exchange in the exchange-correlation functional of B3LYP:

= + − + Δ + ΔE E c E E c E c E( )xc xc
LSDA

1 x
exact

x
LSDA

2 x
B88

3 C
PW91 (1)

in which c1, c2, and c3 are coefficients fit from experimental data
(determined to be c1 = 0.20, c2 = 0.72, c3 = 0.81),23 Exc

LSDA is the
exchange-correlation energy from the local spin density approximation
(LSDA),33 Ex

exact is the exact exchange energy, Ex
B88 is Becke’s 1988

gradient correction of exchange,34 and ΔECPE91 is Perdew and Wang’s
1991 gradient correction to correlation.35

Other functional forms, such as BHandHLYP,36 BPW91,34,35,37

B3PW91,23,35,38 PBE,39,40 and PBE0,41 along with the Hartree−Fock
calculations, were also used to investigate trends in the high-spin vs
low-spin energy splitting for [Fe(bpy)2(NCS)2)]

0. The low-spin and
high-spin geometries of all compounds were fully reoptimized at every
level of theory considered, as well as for each different value of the
exact exchange in the B3LYP functional. All optimized structures were
verified using vibrational frequency analysis. The results of vibrational
analysis were used to obtain enthalpies (H) and free energies (G) for
all compounds at 298.15 K and standard pressure. An ultrafine
integration grid was used for all calculations.

Calculated expectation values of the S2 operator are within 10% of
the value expected for each complex, except for the doublet spin-state
of [FeF6]

3− (⟨S2⟩ = 1.79 in vacuum and ⟨S2⟩ = 1.14 in water) and
[FeCl6]

3− (⟨S2⟩ = 1.67 in vacuum and ⟨S2⟩ = 1.30 in water). The S2

expectation values are reported in the Supporting Information for all

Figure 1. Heteropyridine ligands considered in this study.
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complexes along with their Cartesian coordinates. The resulting wave
functions were also tested for stability.42,43

3. RESULTS AND DISCUSSION

The aim of this work is to determine if the systematic behavior
of high-spin vs low-spin energy differences with respect to the
exact exchange admixture in the B3LYP functional can be used
to obtain a ground state of Fe(II) polypyridine complexes
without the need to reparametrize the hybrid functional. This
relies on several assumptions. First, we assume that B3LYP is
reliable in predicting the optimal geometries of high-spin as
well as low-spin states of transition metal compounds. Second,
in order for this approach to be reliable, we need to understand
its limitations and be capable of identifying the cases in which it
will work, as well as those in which it will not apply.
In this section, we start by examining the capability of the

B3LYP to predict accurate geometries for a variety of high-spin
and low-spin transition metal complexes by comparing the
calculated geometries to crystal structure data available in the
literature. Next, we confirm the relationship between the
amount of exact exchange in the B3LYP functional (c1) and
high-spin vs low-spin energy splitting (ΔEHS/LS and
ΔGHS/LS).

18,19 We further show that the dependence of
ΔEHS/LS (as well as ΔGHS/LS) on c1 is closely related to the
identity of transition metal ligands and, in turn, to the average
change in the metal−ligand bond lengths between the low-spin
and high-spin states. We also show that for a set of structurally
related complexes, the error in ΔEHS/LS is systematic and
correctly reflects relative stabilities of high-spin vs low-spin
states. This observation allows us to come up with a practical
way to determine the ground state of an unknown complex by
comparing its calculated ΔEHS/LS to the ΔEHS/LS for a set of
structurally related, experimentally known complexes.
3.1. Ground State Geometries of Fe(II) Polypyridine

Complexes. We used density functional theory at the B3LYP
level to obtain high-spin and low-spin geometries of several
transition metal complexes with a general formula M(L)x(L′)y,
where x = 0−3; y = 0, 2, 4, 6; L = bpy, phen, terpy, tren(py)3,
tren(6-Me-py)3, (pyrol)3tren, tpen, Lt, and Me-Lt; and L′ =
CN−, NCS−, F−, Cl−, H2O, and NH3. Since the pseudo-
octahedral environment around the central atom is the most
critical in determining the properties of these compounds, we
have compared metal−donor atom bond lengths (donor atoms:
C, N, O, F, and Cl) obtained from the geometry optimization
with the B3LYP functional to the bond lengths from the
corresponding crystal structures. Note that only 22 out of 25
first-row transition metal complexes investigated in this work
have available crystal structure data in the literature. The results
are summarized in Table 1.
The B3LYP geometries for the octahedral coordination

environment of all complexes investigated are under 5%
average error in metal−ligand bond length of corresponding
ground state crystal structures. The average error in the
optimized geometries of anionic, neutral, and cationic species in
a vacuum was 4.6, 3.1, and 3.3%, respectively; in a solvent, we
find these average errors for anionic, neutral, and cationic
species to be 2.6, 2.3, and 3.0%, respectively. The use of a
solvent most significantly improves the geometries of the
anionic species and in particular the species with six ligands
derived from small anions (F−, Cl−, CN−). The results show
that the B3LYP functional is able to accurately predict
geometries for the transition metal complexes of interest and

would provide good predictive power for unknown complexes
if the correct ground state could be determined.

3.2. Ground State Determination by B3LYP, Energies
of High-Spin vs Low-Spin States. While B3LYP can be used
as a reliable tool in obtaining high-spin and low-spin geometries
of first row transition metal complexes, it is not as reliable in
predicting their ground state spin multiplicity. Out of the 25
first row transition metal complexes investigated, B3LYP was
incorrect in predicting the ground state of eight of these,
artificially favoring the high-spin state over the low-spin state in
seven of the cases (see Table 2). The inclusion of thermal and
entropic factors further stabilized the high-spin state in four
more complexes and incorrectly predicted the high-spin ground
state for 10 of the 25 complexes. Such bias toward the high-spin
states is not unusual for the B3LYP and has been observed
before.18

Following the example of Reiher et al.,18 we have calculated
the energy (ΔEHS/LS), as well as enthalpy (ΔHHS/LS) and free
energy differences (ΔGHS/LS) between the high-spin and low-
spin states for a group of transition metal compounds with
respect to the exact exchange admixture in the B3LYP
functional form (c1 = 0.00−0.25, see eq 1). The energy
difference was defined as ΔEHS/LS = Ehigh‑spin − Elow‑spin
(ΔHHS/LS = Hhigh‑spin − Hlow‑spin, ΔGHS/LS = Ghigh‑spin − Glow-spin)
and is positive if the low-spin state is calculated to be more
stable than the high-spin state.
Figure 2 shows the ΔEHS/LS dependence on c1 for a number

of different Fe(II) pseudo-octahedral complexes with poly-
pyridine as well as nonpolypyridine ligands both in a vacuum
(dashed line) and in water (solid line). While ΔEHS/LS depends
linearly on c1, the slope of this dependence varies widely among
the complexes, and it is not possible to fit this dependence with

Table 1. Percent Errors in Metal−Ligand Bond Lengths
Obtained from the B3LYP Optimized Geometries with
Respect to Crystal Structure Data of First Row Transition
Metal Complexes Studied

complex
(spin multiplicity)a

% error
(M−L)

complex
(spin multiplicity)a

% error
(M−L)

[Fe(bpy)2(CN)2]
0

(singlet)
2.4 [Fe(terpy)2]

2+

(singlet)
2.7

[Fe(bpy)(CN)4]
2−

(singlet)
2.4 [Fe(tren(py)3)]

2+

(singlet)
2.9

[Fe(CN)6]
4−

(singlet)
2.6 [Fe(tren(6-Me-py)3)]

2+

(quintet)
4.0

[Fe(bpy)2(NCS)2]
0

(singlet)
2.3 [FeF6]

3−

(sextet)
3.4

[Fe(bpy)2Cl2]
0

(quintet)
3.4 [FeCl6]

3−

(sextet)
3.0

[Fe(bpy)3]
2+

(singlet)
3.1 [Fe(pyrol)3tren]

0

(doublet)
1.7

[Fe(phen)3]
2+

(singlet)
2.9 [Mn(pyrol)3tren]

0

(doublet)
1.5

[Fe(Lt)2]
2+

(singlet)
3.0 [Co(bpy)3]

2+

(quartet)
2.2

[Fe(Me-Lt)2]
2+

(quintet)
2.6b [Co(terpy)2]

2+

(doublet)
4.3

[Fe(tpen)]2+

(singlet)
2.8 [Co(CN)6]

3−

(singlet)
1.6

[Fe(H2O)6]
2+

(quintet)
4.0 [Co(NH3)6]

3+

(singlet)
1.6

average % error: 2.7
aExperimental ground states obtained from references 44−64. bAll
compounds were optimized in water using the PCM, while [Fe(Me−
Lt)2]

2+ was optimized in vacuum.
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a single linear equation for all complexes investigated. Similar
behavior was reported previously by Salomon et al.19 for a
different set of first row transition metal complexes.
Figure 2 also demonstrates how the dependence of ΔEHS/LS

on c1 is influenced by the inclusion of solvent (water) via the
PCM. A majority of the complexes investigated display
behavior that is quite insensitive toward the solvent inclusion

via the PCM and behave similarly to [Fe(bpy)3]
2+ (complex 2

in Figure 2). A small number of complexes, mostly those that
are negatively charged, undergo a remarkable change in their
behavior when the calculations are performed in a solvent. For
example, [FeF6]

3− (complex 4 in Figure 2) displays nonlinear
behavior in its dependence of ΔEHS/LS on c1 when
optimizations are performed in a vacuum. Further investigation
of this phenomenon revealed the presence of two different
high-spin states for this complex, whose relative stabilities
change depending on the amount of exact exchange in the
B3LYP functional. Therefore, calculations performed with a
lower admixture of exact exchange converge to a different
electronic state than those with a higher admixture, resulting in
the nonlinear behavior. This problem of state switching for
[FeF6]

3− is not present when optimizations are performed in
solvent (water) using PCM, as the inclusion of the PCM results
in the stabilization of a different electronic state.
Table 3 summarizes the behavior of all complexes

investigated, giving the slope of the linear fit for the
dependence of ΔEHS/LS, ΔHHS/LS, and ΔGHS/LS on the amount
of exact exchange (c1). The plots of ΔHHS/LS and ΔGHS/LS vs c1
for all complexes investigated can be found in the Supporting
Information.
Interestingly, all Fe(II) polypyridine complexes have a similar

slope of ΔE vs c1 across the 0.0−0.25 range of the exact
exchange admixture. On the other hand, while the dependence
of ΔE vs c1 for more ionic complexes (e.g., [Fe(H2O)]

2+,
[FeCl6]

4−) is still linear, the slope of this dependence is
completely different from that of the Fe(II) polypyridine
compounds. This makes it challenging to come up with a single
correction scheme for a wide variety of transition metal
compounds. We suggest that there is a connection between the
slope of the ΔE vs c1 dependence and structural features of the
complexes, as well as the character of metal−ligand bonds in
the complex (ionic vs covalent).

3.3. Structure of Fe(II) Complexes and Error in High-
Spin/Low-Spin Energies from B3LYP. According to ligand
field theory, the ligand field splitting between a set of t2g and eg
metal orbitals is determined by the identity of a central atom
and its ligands. The size of the ligand field splitting determines
the ground state electronic configuration (high-spin vs low-
spin) as well as the energy difference between the high-spin/
low-spin states of a particular octahedral compound. Therefore,
it would not be surprising if there were some link between the
structure of the complexes investigated and the slope of
ΔEHS/LS vs c1.
The change in the electronic configuration from high-spin to

low-spin and vice versa is usually accompanied by a marked
change in the metal−ligand bond lengths of the covalent
complexes, as placing the electrons into the antibonding eg
orbitals increases the metal−ligand distance in the high-spin
state. Therefore, we have explored the relationship between the
average change in the metal−ligand distance (ΔR) and the
slope of the ΔEHS/LS dependence on the amount of exact
exchange in the B3LYP functional (c1). The reported ΔR is an
average over the c1 range investigated, but the results are
virtually identical when only considering ΔR calculated at c1 =
0.2 (unmodified B3LYP functional).
Table 3 summarizes the average change in the metal−ligand

distance between the high-spin and low-spin states determined
at the B3LYP level of theory along with the slope of the
ΔEHS/LS, ΔHHS/LS, and ΔGHS/LS dependence on c1. The change
in the metal−ligand distance was determined as an average of

Table 2. Experimental and Calculated (B3LYP/SDD, 6-
311+G*) Ground State Spin Multiplicities of Pseudo-
Octahedral First Row Transition Metal Complexes
Investigated in This Work

complex experimental
calculated from

ΔEHS/LS

calculated from
ΔGHS/LS

[Fe(bpy)2(CN)2]
0 singlet65 singlet quintet

[Fe(bpy)(CN)4]
2− singlet65 singlet singlet

[Fe(CN)6]
4− singlet66 singlet singlet

[Fe(bpy)2(NCS)2]
0 singleta,50 quintet quintet

[Fe(bpy)2Cl2]
0 quintet52 quintet quintet

[Fe(bpy)3]
2+ singlet66 singlet quintet

[Fe(phen)3]
2+ singlet66 quintet quintet

[Fe(Lt)2]
2+ singlet58 quintet quintet

[Fe(Me-Lt)2]
2+ quintet58 quintet quintet

[Fe(tpen)]2+ singleta,61 quintet quintet
[Fe(terpy)2]

2+ singlet67 quintet quintet
[Fe(tren(py)3)]

2+ singlet68 quintet quintet
[Fe(tren(6-Me-py)3)]

2+ quintet68 quintet quintet
[Fe(H2O)6]

2+ quintet66 quintet quintet
[Fe(NH3)6]

2+ quintet69 quintet quintet
[Fe(NH3)6]

3+ sextet69 doublet sextet
[FeF6]

3− sextet70 sextet sextet
[FeCl6]

3− sextet53 sextet sextet
[Fe(pyrol)3tren]

0 doublet55 doublet sextet
[Mn(pyrol)3tren]

0 quintet57 quintet quintet
[Co(bpy)3]

2+ quartet71 quartet quartet
[Co(terpy)2]

2+ doubleta,72 quartet quartet
[CoF6]

3− quintet73 quintet quintet
[Co(CN)6]

3− singlet62 singlet singlet
[Co(NH3)6]

3+ singlet64 singlet singlet
aDenotes thermal spin crossover complexes.

Figure 2. Dependence of the energy difference, ΔEHS/LS = Ehigh‑spin −
Elow‑spin (kcal/mol), on the exact exchange admixture (c1) in the
B3LYP functional for iron pseudo-octahedral complexes with various
ligands: [Fe(bpy)(CN)4]

2− (1), [Fe(bpy)3]
2+ (2), [Fe(NH3)6]

3+ (3),
[FeF6]

3− (4). ΔEHS/LS > 0 corresponds to the low-spin ground state
(singlet or doublet); ΔEHS/LS < 0 corresponds to the high-spin ground
state (quintet or sextet). Solid lines are calculated in a solvent (water,
PCM); dashed lines are calculated in a vacuum.
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the changes calculated for all values of c1 investigated between
0.0 and 0.25. Figure 3 shows the plot of the average change in

the metal−ligand bond lengths between the high-spin and low-
spin states, with respect to the slope of the ΔEHS/LS vs c1
dependence. Interestingly, there is a linear relationship between
the two, showing that a smaller slope corresponds to a smaller
change in the bond lengths. The R2 coefficient for this
dependence is 0.93, suggesting a strong correlation. Second and
third-row transition metal compounds ([Ru(bpy)3]

2+, [Os-
(bpy)3]

2+, shown in blue) were excluded from the fit, but are

still shown on the plot. A weaker correlation is observed, with
an R2 value of 0.78, when all species are optimized in a vacuum
(provided in the Supporting Information). All species reported
in Table 3 were optimized using the PCM solvent model for
water, excluding [Fe(Me-Lt)2]

2+, for which solvent corrections
are included via a single point calculation at the vacuum-
optimized geometry.
It is apparent that the complexes with the weakest

dependence of ΔEHS/LS on c1 are ionic compounds of first
row transition metals (e.g., [FeF6]

3−, [FeCl6]
3−) that also

undergo the smallest change in the metal−ligand bond lengths
between the low-spin and high-spin states. Complexes with
more covalent character of metal−ligand bonds undergo larger
structural changes between their low-spin and high-spin
electronic states and are more strongly influenced by the
amount of exact exchange admixture in the DFT functional.
The outliers to this trend are shown in blue and belong to

octahedral compounds with a central atom from the second
and third rows of transition metals (Ru and Os), suggesting
that the relationship between the average change in metal−
ligand bond lengths and the slope of the ΔEHS/LS dependence
on c1 will have a different character than displayed by the
complexes of first row transition metals.
Note that a similar relationship as observed between the

dependence of ΔEHS/LS on c1 vs ΔR holds true for ΔHHS/LS and
ΔGHS/LS. The correlation for this dependence becomes slightly
worse with the thermal and entropic corrections included (R2 =
0.93 and 0.91, respectively). This is not very surprising, as
several assumptions are made in obtaining these corrections
(i.e., assumption of harmonic potential, neglecting the role of

Table 3. Table of Average Change in Metal−Ligand Bond Lengths ΔR(metal−ligand) in Ångstroms for Low-Spin to High-Spin
Transition versus Slope of the Scan over the Exact Exchange for Various Pseudo-Octahedral Complexes

complex ΔR (metal−ligand) [Å] slope of scan d(ΔE)/dc1 slope of scan d(ΔH)/dc1 slope of scan d(ΔG)/dc1
[Fe(CN)6]

4− 0.3336 −214.17 −212.51 −208.92
[Fe(bpy)(CN)4]

2− 0.2726 −185.56 −184.48 −181.69
[Fe(bpy)2(CN)2]

0 0.2337 −161.42 −160.73 160.02
[Co(CN)6]

3− 0.2295 −145.62 −143.93 −137.59
[Fe(Lt)2]

2+ 0.2266 −160.18 −158.10 −161.41
[Fe(tren(py)3)]

2+ 0.2265 −147.79 −146.01 −141.98
[Fe(terpy)2]

2+ 0.2149 −156.18 −154.86 −152.45
[Fe(tren(6-Me-py)3)]

2+ 0.2125 −142.97 −141.98 −142.88
[Fe(tpen)]2+ 0.2044 −125.25 −124.52 −117.40
[Fe(bpy)3]

2+ 0.2013 −143.56 −143.20 −141.62
[Fe(bpy)2(NCS)2]

0 0.2003 −125.76 −124.30 −124.48
[Fe(phen)3]

2+ 0.1994 −139.34 −139.67 −138.29
[Fe(Me-Lt)2]

2+ 0.1991 −142.16 −149.73 −156.79
[Fe(NH3)6]

2+ 0.1827 −91.95 −92.05 −90.70
[Fe(bpy)2Cl2]

0 0.1755 −126.90 −127.05 −127.54
[Fe(pyrol)3tren]

0 0.1655 −97.80 −96.84 −92.48
[Co(NH3)6]

3+ 0.1561 −88.39 −90.37 −93.56
[Fe(NH3)6]

3+ 0.1498 −89.33 −92.26 −93.07
[Co(bpy)3]

2+ 0.1290 −89.33 −89.55 −87.59
[Fe(H2O)6]

2+ 0.1230 −62.12 −62.24 −63.08
[Co(terpy)2]

2+ 0.1136 −93.29 −90.49 −97.06
[Mn(pyrol)3tren]

0 0.1095 −58.44 −58.88 −57.12
[FeCl6]

3− 0.0908 −54.97 −54.51 −49.97
[CoF6]

3− 0.0638 −45.42 −38.17 −30.97
[FeF6]

3− 0.0610 −48.25 −47.47 −42.93
[Ru(bpy)3]

2+ 0.2760 −109.44 −108.74 −112.39
[Os(bpy)3]

2+ 0.1372 −16.74a −9.21a −17.89a
a[Os(bpy)3]

2+ quintet changes electronic states over the exact exchange admixture investigated.

Figure 3. Plot of the average change in metal to ligand bond lengths in
transition from low-spin to high-spin states versus the slope of the scan
over exact exchange for data shown in Table 3 along with a plot of the
linear regression, R2 = 0.93.

Inorganic Chemistry Article

dx.doi.org/10.1021/ic202344w | Inorg. Chem. 2012, 51, 6011−60196015



the solvent) that are not equally good for all compounds
investigated in this study. The problem is exacerbated by the
fact that the low frequency vibrations, which provide the largest
contribution to the entropy, suffer from the highest error in the
harmonic approximation.17

It is also important to mention that the changes in the
enthalpies and Gibbs free energies (ΔHHS/LS, ΔGHS/LS)
reported here are effectively the changes in the gas-phase
enthalpies and Gibbs free energies corrected for the solvent
effects implicitly via the use of the PCM. In reality, the low-spin
to high-spin transition is a condensed-phase phenomenon with
important entropic contributions originating in electronic,
vibrational, rotational, and phonon (intermolecular) degrees
of freedom. The major contribution to the entropy change
(and, therefore, ΔGHS/LS) arises from the geometrical changes
that complexes undergo upon their transition between the high-
spin and low-spin states. This can be extracted from calculated
vibrational spectra of both high-spin and low-spin states, which
was done in the present work. Optical phonons (not included
in our model) will also provide a significant contribution to the
entropy change.74 An in-depth analysis of these and related
issues for the correct determination of ΔGHS/LS is provided in
the work of Brehm and co-workers.74,75

It is also worth mentioning that essentially the same results
are obtained when the analysis is performed with a smaller basis
set (6-31G* instead of 6-311+G*) and in a vacuum. The larger
basis set and solvent model are, however, necessary to obtain a
proper description of the structures and electronic states of
some anionic compounds, especially [Fe(CN)6]

4− and
[FeF6]

3−.
3.4. Ground State Determination for a Family of

Structurally Related Complexes. The linear correlation
between the average ΔR and slope of the ΔEHS/LS vs c1 suggests
that the octahedral complexes that undergo similar distortion in
their octahedral environment going from a low-spin to high-
spin state (described here by the average change in metal−
ligand bond lengths) suffer from a similar error in the B3LYP
functional. In the case of the covalent complexes of iron, this
systematic error results in the artificial stabilization of their
high-spin state energies with respect to the low-spin state
energies. The question still remains if this error is systematic for
a group of similar complexes, i.e., if it results in the artificial
stabilization of the high-spin state energies with respect to the
low-spin state energies by about the same amount.
To find whether the error is indeed systematic, we have

looked at the ΔEHS/LS vs c1 dependence in a set of 11
structurally related Fe(II) polypyridine complexes. They were
chosen as “structurally related” because they display a similar
geometry change in the metal−ligand bond lengths going from
low-spin to high-spin geometry (see Table 3). The selected
complexes contain polypyridine ligands combined with other
ligands of varying ligand-field strengths, such as Cl−, NCS−, and
CN−. The plot of the ΔEHS/LS as a function of c1 for six
members from this family of related Fe(II) compounds is
shown in Figure 4.
As can be seen in Figure 4, the dependence of ΔEHS/LS on c1

is linear, with approximately the same slope for the compounds
considered. Note that very similar linear dependence of
ΔEHS/LS on c1 as well as systematic errors for a group of
related Fe(II)−S complexes have been observed previously by
Reiher and co-workers.18 In the case of our Fe(II) test
complexes, this linear relationship between ΔE and c1 can be
described by the following equation:

Δ = −E I c142.5HS/LS 1 (2)

where I corresponds to the intercept (the value of ΔEHS/LS at c1
= 0 for each complex) which describes the vertical shift
between the plots of ΔEHS/LS vs c1 for different complexes. The
five complexes included in the fit but not shown in Figure 4 are
[Fe(Lt)2]

2+, [Fe(Me-Lt)2]
2+, [Fe(phen)3]

2+, [Fe(terpy)2]
2+,

and [Fe(tpen)]2+. The above equation fits the ΔEHS/LS
dependence on c1 for each of the 11 complexes very accurately,
with the correlation coefficient R2 = 0.97−0.99. More
importantly, the vertical shift between plots of ΔEHS/LS for
different Fe(II) compounds correctly reflects the change in the
ligand field strength of their ligands, meaning that the low-spin
states of Fe(II) compounds are stabilized over the high-spin
states in the same order as the Fe(II) ligands appear in the
spectrochemical series: Cl− < NCS− < pyridine < bipyridine <
CN−. This means that although B3LYP is not capable of
predicting the correct ground state spin multiplicities, the
overall order of the high-spin/low-spin energy differences for a
group of structurally related compounds reflects their high-spin,
low-spin, or thermal spin crossover character in the ground
state.
It should be noted that when comparing [Fe(phen)3]

2+ and
[Fe(bpy)3]

2+ we found that the trend in ΔEHS/LS vs c1
incorrectly reflected the trend in ligand field strength; however,
the distance between the two plots of ΔEHS/LS over c1 = 0−0.25
was at most 2.0 kcal/mol. [Fe(phen)3]

2+ is not shown in Figure
4 but belongs to the same set of structurally related complexes.
Phen and bpy ligands are considered to have very similar ligand
field strengths, so this discrepancy is well within the accepted
error range for the B3LYP functional.
The linear behavior of ΔEHS/LS with respect to c1, along with

the systematic trend in the intercept I for a series of related
compounds, can therefore be used to construct a benchmark
for determination of the ground state multiplicity for an
arbitrary Fe(II) polypyridine complex. A procedure to
determine the ground state multiplicity of an arbitrary Fe(II)
polypyridine complex could be as follows: (1) Obtain ΔEHS/LS

Figure 4. Dependence of the energy difference, ΔEHS/LS = Ehigh‑spin −
Elow‑spin (kcal/mol), on the exact exchange admixture (c1) in the
B3LYP functional for several pseudo-octahedral iron(II) polypyridine
complexes: [Fe(bpy)2(CN)2]

0 (1), [Fe(bpy)3]
2+ (2), [Fe(tren-

(py)3)]
2+ (3), [Fe(bpy)2(NCS)2]

0 (4), [Fe(tren(6-Me-py)3)]
2+ (5),

and [Fe(bpy)2Cl2]
0 (6). ΔEHS/LS > 0 corresponds to the singlet

ground state; ΔEHS/LS < 0 corresponds to the quintet ground state. A
linear regression is plotted for each complex based on the constant
slope formula ΔEHS/LS = I − 142.5c1.
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vs exact exchange dependence plots for a series of related
compounds with available experimental reference data. (2) On
the basis of this benchmark, decide which values of the
intercept I correspond to the high-spin and low-spin ground
states. In the specific example of Fe(II) polypiridines shown in
Figure 4, I > 24 kcal/mol indicates a low-spin complex, I < 18
kcal/mol high-spin complex, with I = 18−24 kcal/mol
indicating a possible thermal spin crossover complex. (3)
Obtain ΔEHS/LS vs exact exchange dependence plot for the
compound with unknown ground state. (4) On the basis of the
intercept I obtained for the unknown compound, determine its
spin state.
For a series of related complexes, this procedure will produce

a unique range of I values describing the regions of low-spin
and high-spin stability. A spin crossover region will also always
exist between the two stability regions due to the inherent
uncertainty of the method. The value of the intercept I
obtained for a thermal spin crossover complex determines a
“critical value”, i.e., the value at which the change between the
low-spin and high-spin regions occurs. In the particular case
presented here, the average value of the intercepts I calculated
for two thermal spin crossover complexes included in the
analysis ([Fe(tpen)]2+, [Fe(bpy)2(NCS)2]

0) is 21 kcal/mol.
Curiously, this value is virtually identical with the calculated
value of the exchange interaction between electrons in the d
orbitals of iron (20.1−20.9 kcal/mol).76−78

The strong linear correlation between the average ΔR and
slope of the ΔEHS/LS vs c1 scans could also allow us to forego
the calculation of ΔEHS/LS vs c1 dependence for several values of
c1 for both benchmark and unknown complexes. It makes it
possible for us to rely on the average change in the octahedral
coordination environment to determine what group of
complexes is “similar” for the purposes of the ground state
determination and reduces the number of calculations one
needs to perform to just B3LYP with a single value of c1 = 0.2.
Analogous analysis with virtually identical results toward lower
energies can also be performed using ΔHHS/LS or ΔGHS/LS
instead of ΔEHS/LS, noting that the calculated ΔHHS/LS and
ΔGHS/LS will be systematically shifted toward lower energies.
3.5. High-Spin/Low-Spin Energy Trends with Other

Density Functionals. As a point of interest, it is worth noting
that the trend established in the energy differences between the
quintet and singlet states in iron(II) complexes applies more
generally than to just the B3LYP functional. We used multiple
density functionals (BHandHLYP,36 BPW91,34,35,37

B3PW91,23,35,38 PBE,39,40 and PBE041) and Hartree−Fock
calculations to determine the energy difference between the
quintet and singlet states of [Fe(bpy)2(NCS)2)]

0. The scatter
plot of ΔEHS/LS vs the amount of exact exchange in each of the
functionals is shown in Figure 5. First, the slope of ΔEHS/LS vs
the amount of exact exchange in B3LYP is not linear over the
entire range of the exact exchange admixture. This is consistent
with the findings reported previously by Salomon et al.19 More
importantly, other DFT functionals closely follow the same
trend as the modified B3LYP, suggesting that the major error in
the energy difference between the high-spin and low-spin states
arises from the contribution of exact exchange, and similar
correction schemes as used with the B3LYP functional can be
applied with other functionals as well.

4. CONCLUSIONS
In this work, we investigated the applicability of the B3LYP
functional to accurate prediction of ground state multiplicity of

pseudo-octahedral iron complexes. Iron complexes are of great
interest due to potential applications as molecular switches,
data storage materials, and chromophores in dye-sensitized
solar cells. Their properties intrinsically depend on their ground
state, which, depending on the ligand character, can be either
low-spin or high-spin. In general, density functional theory has
difficulties with predicting the correct ground state multiplicity
of such compounds, as pure functionals favor the low-spin
states and hybrid functionals with a high fraction of exact
Hartree−Fock exchange tend to favor high-spin ground states.
We confirmed the linear relationship between the high-spin/

low-spin energy splitting, ΔEHS/LS (ΔEHS/LS = Ehigh‑spin −
Elow‑spin), as well as ΔHHS/LS and ΔGHS/LS, and the amount of
exact exchange in the B3LYP functional as previously observed
by Reiher.17 For coordination complexes of iron with mostly
covalent character, such as Fe(II) polypyridines, ΔEHS/LS
displays a strong dependence on the amount of exact exchange
in the functional, and B3LYP tends to favor high-spin ground
states. On the other hand, ΔEHS/LS for ionic complexes displays
a weaker dependence on c1, and B3LYP artificially stabilizes the
low-spin states.
We confirmed that in most cases investigated, dependence of

ΔEHS/LS on c1 is linear over the range of 0−25% of exact
exchange admixture in modified B3LYP. We found that the
slope of this dependence strongly correlates with the average
change in the metal−ligand bond lengths between the low-spin
and high-spin states. Moreover, the error in ΔEHS/LS for a group
of structurally related complexes (i.e., complexes that undergo
similar change in the metal−ligand bond lengths between the
high-spin and low-spin states) is systematic, and the calculated
values of ΔEHS/LS correctly reflect the trend in the relative
stabilities of their low-spin and high-spin states. Inclusion of
thermal and entropic corrections tends to stabilize the high-spin
states but nevertheless results in identical behavior. This
systematic behavior allows for a ground state determination of
an arbitrary pseudo-octahedral complex of iron by comparing
the calculated energy differences between the singlet and
quintet electronic states of an unknown complex to the energy
differences of structurally related complexes with a known,
experimentally determined ground state.

Figure 5. Plot of energy difference, ΔEHS/LS (kcal/mol), calculated in
water (PCM model) between quintet and singlet states of [Fe-
(bpy)2(NCS)2)]

0 versus the fraction of exact exchange in the B3LYP
functional form (c1 = 0.00 to 0.25), BHandHLYP (0.50 exact
exchange), BPW91 (0.00 exact exchange), B3PW91 (0.20 exact
exchange), PBE (0.00 exact exchange), and PBE0 (0.25 exact
exchange) and pure Hartree−Fock calculation (1.0 exact exchange).
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