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ABSTRACT: Oxygen activation by copper(I) complexes with tetra- or
pentadentate mono- or dinucleating bispidine ligands is known to lead to
unusually stable end-on-[{(bispidine)Cu},(0,)]** complexes (bispidines are
methyl-2,4-bis(2-pyridin-yl)-3,7-diazabicyclo-[3.3.1]-nonane-9-diol-1,5-dicar-
boxylates); catecholase activity of these dinuclear Cu'" systems has been
demonstrated experimentally, and the mechanism has been thoroughly
analyzed. The present density functional theory (DFT) based study provides
an analysis of the electronic structure and catalytic activity of [{(bispidine)-
Cu},(0,)]*". As a result of the unique square pyramidal coordination
geometry, the d,>_ ground state leads to an unusual 6/7 bonding pattern,
responsible for the stability of the peroxo complex and the observed
catecholase activity with a unique mechanistic pathway. The oxidation of
catechol to ortho-quinone (one molecule per catalytic cycle and concomitant
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formation of one equivalent of H,0,) is shown to occur via an associative, stepwise pathway. The unusual stability of the end-on-
peroxo-dicopper(II) complex and isomerization to copper(II) complexes with chelating catecholate ligands, which inhibit the

catalytic cycle, are shown to be responsible for an only moderate catalytic activity.

B INTRODUCTION

Copper is an important element in biological'™” and
industrial®*~'® oxidation processes, and copper proteins perform
a variety of physiological functions, including the transport of
electrons and dioxygen, as well as oxidation and oxygenation
processes.' Copper in mono- and oligonuclear complexes
assists electron transfer via its Cu' and Cu' oxidation states, and
the function of copper enzymes is often based on the reversible
binding of molecular dioxygen by one or more Cu' centers, in
combination with electron transfer, to form a variety of copper
superoxo, peroxo, and oxo adducts.'””'*'* Among the
structurally diverse complexes the two isomeric trans-p-1,2-
peroxo-dicopper(I1) (end-on-[Cu,0,]*") and u-n*n*-peroxo-
dicopper(IT) complexes (side-on-[Cu,0,]*") are relevant
intermediates for catechol oxidase and related model systems
such as those discussed here."*™'°

Catechol oxidase is an enzyme with a type-3 dicopper active
site that catalyzes the oxidation of a range of ortho-diphenol
(catechol) substrates to the corresponding ortho-quinones (see
Scheme 1). These quinones may undergo polymerization to

Scheme 1. Catecholase Reaction”
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afford the brown polyphenolic pigment melanin, which protects
damaged tissues against pathogens or insects.”!” Catechol
oxidase was first isolated in 1937, and the X-ray crystallographic
characterization of catechol oxidase, isolated from sweet
potatoes, was reported in 1998."”~'° A large number of low
molecular weight model complexes were developed to help to
understand the active site geometric and electronic structures
and to mimic the catalytic reactivity, and this was supported by
various computational studies.'>*°~>* Much of this work has
been reviewed.”>*%*’

The enzyme mechanism, based on experimental data and
supported by computational work, is shown in Scheme
25227730 It consists of four steps, involving (i) the reaction
of the resting state (Cu™-OH-Cu", met) with a substrate
molecule to form a metastable intermediate with a catecholate
coordinated to the dicopper(1l) site, (ii) the formation of the
first ortho-quinone and a water molecule, (iii) the binding of a
dioxygen molecule and a second catechol to the emerging
unbridged dicopper(I) species, resulting in a side-on-[ Cu,0,]*"
intermediate with a catecholate coordinated to the dicopper-
(Il)peroxo site, and (iv) the release of the second ortho-
quinone and a second water molecule after electron transfer, to
regenerate the resting state. That is, in each catalytic cycle, two
ortho-quinone molecules and two molecules of water (from O,)
are produced.’’

Received: March 5, 2012
Published: August 21, 2012

dx.doi.org/10.1021/ic3004917 | Inorg. Chem. 2012, 51, 9214-9225


pubs.acs.org/IC

Inorganic Chemistry

Scheme 2. (a) Enzyme Catecholase Mechanism with Two Catechol Molecules Oxidized to ortho-Quinone and One O, Reduced
to Two Molecules of Water Per Cycle; (b) the bispidine-Based Model, Where One ortho-Quinone Is Produced Per Cycle and
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Modeling of catecholase activity with low molecular weight
copper complexes has produced a range of structural models,
including end-on-[Cu,0,]*" as well as side-on-[ Cu,0,]*,"*>~3*
the catecholase met-intermediate (see Scheme 2)°%°°
copper catecholate complexes with mono-, bidentate,
bridging catecholates."¥**™*® The electronic structure and
spectroscopy of some of these biomimetic compounds has
been studied in detail **** A large number of mechanistic
studies on model systems have been reported, and these
include the analysis of structure-activity relationships, specifi-
cally the correlation of pH profiles, redox potentials, and
structural parameters with the catecholase activity, as well as a
large amount of thorough kinetic work '™ As a result,
catalytic cycles for some of the biomimetic systems were
proposed, and there are two main classes of catalysts with
strikingly different catalytic pathways (see Scheme 2): while
there are “true” biomimetic systems with the production of two
ortho-quinones and two water molecules per cycle (a), there
also exist efficient catalysts with the production of one ortho-
quinone and one molecule of hydrogen peroxide per cycle
(b) ;16‘46’47 in many cases, however, the detailed mechanism has
not been studied.

Upon oxygenation, copper(I) bispidine complexes are known
to form unusually stable end-on-[Cu,0,]** complexes and, for
steric reasons, side-on-[Cu,0,]*" species are less fa-
vored.'"#'*35 Tetra- and pentadentate bispidine ligands of
the type shown in Scheme 3 are extremely rigid and enforce cis-
octahedral or square pyramidal geometries with very strong in-
plane substrate binding,****~*° and dinucleating ligands with
optimized linker size and geometry have been used to increase
the stability of the dicopper(I) centers.'*****>> These
dinuclear copper complexes have been shown to be active

and
and
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Scheme 3. Bispidine-Based Ligands Tested for Catecholase
Activity'®

*n=1,R= methyl; Bn=2,R= methyl
L*: n =1, R = 2-methylpyridine; L*: n = 2, R = 2-methylpyridine

catecholase model systems, and the catalytic pathway was
shown to involve only one catechol/ortho-quinone pair and the
reduction of dioxygen to hydrogen peroxide (mechanism (b) in
Scheme 2).'">' We now report quantum-chemical studies,
based on density functional theory (DFT), to elucidate the
electronic structure and bonding of the end-on-[Cu,0,]*"
species and probe the proposed catalytic cycle.

B COMPUTATIONAL DETAILS

For simplicity, the structural model used in all calculations was slightly
modified from the actual complex: the ester groups in positions 1 and
S as well as the keto group in position 9 of the bispidine ligands (see
Scheme 3) were replaced by H atoms. Most of the DFT calculations
were performed with the software package ORCA [version 2.9.1] 616
with the B3LYP functional®>™®° and the def2-TZVP basis set for Cu,
N, O and def2-SVP for C and H (BS1).%” For some preliminary
tests and a comparative study of DFT functionals, the software
package Jaguar 6.5% was used (see Supporting Information). Initial
studies of the reaction pathway were done with Gaussian 09%° with the
B3LYP functional and the LANL2DZ basis set (BS2);”°”" these data,
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Table 1. Selected B3LYP-Computed (ORCA/BS1) and Experimental Structural Parameters for [(L?)Cu,(0,)]** and
[(tmpa),Cu,(0,)]*" (Open-Shell Singlet and Triplet States) in Comparison with Experimental Structural Data“

distances [A]

angles [deg] dihedrals [deg]

Cu-0O Cu—Cu 0-0 Cu-0-0 Cu—0-0-Cu’
§$=0 S=1 §$=0 S=1 §$=0 S=1 §$=0 S=1 §$=0 §S=1
[(tmpa),Cu,(0,)**
X-ray 1.87 4.48 145 1115 180.0
calc gas phase 1.93 4.43 1.37 1149 138.8
cale, MeCN 1.92 4.36 1.39 114.0 133.7
calc dispersion 191 422 1.37 113.3 123.8
calc MeCN, dispersion 1.91 1.92 4.11 4.09 1.38 1.37 115.7 116.2 106.6 103.9
calc MeCN, dispersion fixed Cu—O—0—Cu 1.88 1.89 4.39 4.37 1.42 1.44 106.8 105.5 180.0 180.0
[(L?)Cuy(0,)1*
MM 1.83 442 147 109.5 1525
calc MeCN, dispersion 1.90 1.90 4.25 423 141 1.40 112.1 113.3 128.3 123.0

“The averages of the two Cu—O distances and Cu—O—O angles are given for all structures.

Scheme 4. Schematic Representation of the 7%, Bonding and Antibonding Interactions” in [(L*)Cu,(0,)]*" and

[(tmpa),Cu,(0,)]**; the *, Interaction” Is Not Shown
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both gas phase calculations and calculations with implicit solvent
treatment, but without empirical dispersion corrections, are shown for
comparison as Supporting Information. For the open-shell singlet
calculations, the broken symmetry approach as implemented in ORCA
(via the “flipspin” procedure) was used. All calculations use empirical
dispersion corrections (D3 in ORCA)”>™* and the COSMO” solvent
model for acetonitrile. Because analytical frequencies are not available
in ORCA, we were unable to perform frequency calculations
(enthalpic, free energy and ZPE corrections at T = 298.15 K) as the
numerical procedure is prohibitively time-consuming. Therefore, we
report the values for the corresponding frequency calculations on the
Gaussian09-optimized structures with BS2. For most structures the
energy differences between the two methods and the structural
differences are very small (see the Supporting Information for the
corresponding overlay and reaction profile plots). In the discussion
below, we will focus on the ORCA calculations; the complete results of
the Gaussian09 calculations are also given as Supporting Information.

The importance of including dispersion corrections for the
calculation of systems of the type studied here is well established.””
However, in the present case and in particular with the tmpa-based
system (tmpa = tris(2-methylpyridyl)amine), this leads to problems,
which in fact are also apparent with solvation included in the
Gaussian09 calculations. In the tmpa-based end-on peroxo-dicopper-
(I) complex, which is known to have a Cu—O—0O—Cu dihedral angle
of 180°% the n—7 interactions between two pyridine groups
coordinated to one of the two Cu' centers each lead to the
stabilization of a conformation with a smaller torsion (down to less
than 110° when the solvent is treated implicitly via COSMO, see
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below). It appears that the subtle balance between ligand-based steric
effects, metal-based electronic preferences and secondary interactions
is not well enough tuned in this case. However, since dispersion is
expected to be of importance for the interaction of the complexes with
catechol and the stepwise oxidation,”’ dispersion and solvation were
included with a fixed dihedral angle in the case of the tmpa-based
system (see Supporting Information for details). With the L*-based
complexes this is not a problem because the more rigid ethylene bridge
prevents such a folding of the peroxo-bridged structure.

For the calculation of the electronic spectra, time-dependent DFT
(TD-DFT) calculations were performed with ORCA and the def2-
TZVP? basis set for all atoms. For both the antiferromagnetically
coupled open-shell singlet (S = 0) and the ferromagnetically coupled
triplet (S = 1) states, where each of the unpaired electrons on the Cu
centers couples with one O—O #* orbital, Gibbs free energies
(including ZPE corrections, from the Gaussian 09 calculations) are
included in the reaction profiles, since entropic interactions are of
importance in the catecholase process. As nomenclature in the text we
generally use a simplified form of the stoichiometric formulas,
preceded by a superscript for the spin state and succeeded by a
subscript which indicates, whether or not solvation was used in the
calculations, for example, 3[(L2)cu202]g for the gas phase structure of
the L*-based end-on Cu peroxo complex on the triplet surface (the
subscript an is used for solvation with acetonitrile). The expectation
values for (S*) are given for all intermediates and transition states.

There is detailed literature on DFT and TD-DFT applied to
copper-dioxygen systems, and this has been reviewed.”® In addition,
there is a recent benchmark study on CuO*,”® and this is of interest in
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the context of the work discussed here and also in relation to recent
experimental work with similar systems.”” The copper systems
discussed here are open-shell molecules with multideterminantal
characteristics, which require a careful evaluation of the choice of the
DFT method. The reasonably good performance of the B3LYP hybrid
functional for this kind of study is well documented.**"%® A major
problem, however, is that the triplet state tends to be overstabilized
with B3LYP, and the coupling constant ] therefore is underestimated,
that is, there are cases where B3LYP fails to predict the correct spin
state ordering in com})arison with experiment and with high level
CASPT? calculations.*® An example of some relevance for the present
study is the failure of DFT (BLYP) to predict the correct ground state
of the copper(Ill) peroxide-copper(Il) superoxide equilibrium in
mononuclear copper complexes with a f-diketiminate ligand back-
bone.” ™ In most cases, the expected error limit in energies due to
B3LYP calculations is in the range of 10—20 kJ.”°

The quantum-chemical model used for our analysis has been
validated based on the experimental structures of the tmpa- and
bn,tren-based systems (bnstren = tris(ethylbenzylamine)amine) as
well as with the MM-optimized structure of our L?-based complex (see
Supporting Information), that is, the model chemistry with B3LYP and
the BS1 and BS2 basis sets for general structure optimization is
expected to produce results with reasonable accuracy. The significant
differences between the observed or MM-derived structural parameters
and those of the DFT-optimized structures (see Table 1) are not
critical and not unexpected,”’ ™ and the important structural features
which are expected to be of importance for the spectroscopy and
reactivities, are well reproduced: the end-on-[Cu,0,]** complex with
tmpa has three pyridine and one tertiary amine donors, arranged in a
trigonal bipyramidal geometry with the peroxo group in an axial
position, while the bispidine-based complexes have a bis-pyridine-bis-
tertiary amine donor set with a square pyramidal geometry around the
Cu" centers and the peroxo group in-plane, with an axial tertiary amine
donor (see also Scheme 4).

The treatment of solvation (using COSMO with MeCN, see above)
was problematic. The calculations of the peroxo complexes of L* and
tmpa as well as the reaction coordinate of the L* based complex with
catechol were done both on the open-shell singlet (S = 0) and triplet
(S = 1) spin surfaces, with acetonitrile as implicit solvent and with
empirical dispersion corrections (ORCA/BS1), and also with
Gaussian09/BS2 in the gas phase and with solvation (see Supporting
Information). As outlined above, the solvent and dispersion-corrected
calculations of the tmpa- (and L?-) based complexes lead to an artificial
distortion of the geometry, mostly in the Cu—O—0O—Cu dihedral and
specifically with [(tmpa),Cu,0,]**, and this critically influences the d
orbital energies and mixing of the d orbital coeflicients for bonding to
the peroxo bridge. For '[(tmpa),Cu,0,]*" with solvent and dispersion
corrections, the Cu—O—O—Cu dihedral is only 107°, which is a large
deviation from 180° observed in the crystal structure. Using only
dispersion, we find the dihedral is 124°, with implicit solvent only
134°, and 139° in the gas phase calculation. Including one or both of
the corrections also shortens the O—O bond to 1.38 A (compared to
1.45 A in the crystal structure), and the Cu-+-Cu distance to 4.36—4.11
A (compared to 4.48 A in the crystal structure). Constraining the Cu—
O—0-—Cu dihedral to 180° “fixes” these problems, and the Cu--Cu
and O—O distances are in acceptable agreement with the crystal
structure with 439 A and 142 A, respectively. The constrained
optimized structure of '[(tmpa),Cu,0,]*" for S = 0 is only 0.6 kJ/mol
less stable than the relaxed structure (27.2 kJ/mol when also adding
the empirical dispersion at the optimized unconstrained geometry).
Constraining the Cu—O—0—Cu dihedral also leads to the correct
prediction of the S = 0 electronic ground state '[(tmpa),Cu,0,]>,
which is less stable by 4.4 kJ/mol in the unconstrained calculation.

As the L*based system is more rigid than the tmpa-based complex,
we do not expect similar problems when solvation and dispersion are
included. Therefore, both corrections were included in the calculated
reaction profile of the L>-based system with catechol (without any
constraints), as the solvent is expected to have a significant effect on
the overall reactivity and catalytic activity.”* The only exception is in
the direct comparison of the tmpa- and L>-based peroxo complexes,
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because here the '[(L?)Cu,0,]** complex is calculated to be less
stable by only 1.4 kJ/mol than the 3[(L*)Cu,0,]** complex (see
below). Also, as it is difficult to judge the effects of the different
corrections, we use gas phase structures in the S = 0 open shell singlet
spin state for the semiquantitative calculation of the UV—vis spectra
via TD-DFT.

The orbitals involved in the Cu—O bond strongly depend on the
Cu—0—0—-Cu torsion (see also discussion above), and this
complicates the analysis of the bonding and electronic transitions.
An NBO analysis for the peroxo complexes is inconclusive in terms of
the semioccupied atomic orbital; for both tmpa- and L*-based
complexes the semioccupied orbital is predicted to be of d;_
character. We will instead concentrate on the canonical frontier
orbitals for the discussion of the bonding differences between the
tmpa- and the L?-based systems (see Supporting Information for plots
of the molecular orbitals (MOs) and their energy). The expectation
values for S for all intermediates and transition states are also given as
Supporting Information.

B RESULTS AND DISCUSSION

1. Structure and Bonding of the trans-u-1,2-Peroxo-
dicopper(ll) Complexes. Although side-on-[Cu,0,]*" and
bis(u-ox0)-dicopper(IlI) complexes generally are the active
species in the copper-induced oxygen activation of biological
systems, end-on-[Cu,0,]** complexes are of importance as
possible intermediates in the formation of these dicopper-
dioxygen species”>~” and, in model systems, they also have
been shown to be able to activate C—H bonds.” Because of the
intrinsic instability of copper-dioxygen adducts the choice of
ligand is important. Several end-on-[Cu,0,]*" complexes have
been reported, but X-ray structural data are only available for
the tmpa-, bn,tren-, and Megtren-based systems [tmpa = tris(2-
methylpyridyl)amine; bnstren = tris(ethylbenzylamine)amine;
Megtren tris(ethyl—dimethylamine)amine].33’95’96 With the
bispidine ligand systems, the oxygenation of the Cu' precursor
complexes has been studied in detail, and the formation and
spectroscopic characterization of stable end-on-[Cu,0,]*"
complexes has been reported.'*>> The dinucleating ethyl-
bridged ligand L? (see Scheme 3) was found to form the (to
date) most stable end-on-[Cu,0,]** complex with a half-live of
t;, = SO min at ambient temperature.m’55 The increase in
stability with respect to the system with the mononucleating
ligand L' (t,,,*° = 15 s) was shown to be accompanied by
spectroscopic changes and, therefore, not to be solely an
entropic effect but also due to subtle structural changes;
relatively large changes in stability and spectroscopy are also
observed with respect to the tmpa-based system.**°® The
stability of the bispidine-type systems was proposed to be due
to the enforced square pyramidal geometry with an in-plane
peroxo group,'***** and the ligand preorganization for the
peroxo-dicopper(IT) product by the dinucleating ligand L was
shown by molecular mechanics (MM) calculations to induce an
additional stabilization of approximately S0 kJ/mol, in good
agreement with experiment.'* This is supported by the
observation that the second generation bispidine ligands
which enforce a strikingly different coordination geometry to
the peroxo-dicopper(II) complexes (distorted trigonal bipyr-
amidal vs. square pyramidal),*® have a strikingly different
copper-dioxygen chemistry.”’

A simple ligand field analysis predicts the unpaired electron
in the d orbital in the trigonal bipyramidal structure of the
tmpa complex, and in the d,>_,> orbital in the square pyramidal
geometry of the bispidine-based end-on-[Cu,0,]*" complex,
and this should lead to significant differences in bonding,
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electronic structure, and spectroscopy. Indeed, while the
experimentally observed characteristic charge transfer (CT)
transitions of the tmpa-based end-on-[Cu,0,]*" system
(*[(tmpa),Cu,0,]) are observed at 525 nm (19,047 cm™)
and 590 nm (16,949 cm™)* those of [(L?)Cu,0,] are
observed at 486 nm (20,578 cm™) and 649 nm (15,386
ecm™')."* The peroxo-dicopper(Il) complexes have one
unpaired electron on each copper center, and the O—O bridge
enables superexchange, leading to a spin-coupled system. The
calculation of the triplet S = 1 states is straightforward in the
DFT formalism (single determinant). The multideterminantal
open shell singlet S = 0 states were calculated by using one of
the two possible antiferromagnetically coupled open-shell
singlet states, verified by wave function stability tests, for the
Gaussian09 calculations, and the broken-symmetry “flip-spin”
procedure for the calculations with ORCA. For both
complexes, the structures were optimized in the S = 1 and S
= 0 states. For the end-on-[Cu,0,]*" complexes, the electronic
ground states are S = O for the tmpa complex, that is,
T(tmpa),Cu,0,] (as observed experimentally,**** see Sup-
porting Information), but for [(L*)Cu,0,]*" a triplet electronic
ground state is predicted (see below), however, with an energy
difference of only 1.4 kJ/mol. This is arguably below the
accuracy of the method and basis set combination used (see
above), and at room temperature both electronic states should
be accessible. For the discussion of the bonding of the two end-
on peroxo complexes we will therefore and for better
comparability focus to a large extent on the '[(tmpa),Cu,0,]
and '[(L?)Cu,0,] structures. The computed frontier MO
orbital energies of '[(tmpa),Cu,0,], '[(L*)Cu,0,], and
3[(L*)Cu,0,] are given as Supporting Information. The
computational analysis of the exchange coupling constant
J¥P7%8 vields —990.6 cm™! and —390.5 cm™! for the tmpa-
and L*-based peroxo complexes, respectively; that of the tmpa-
peroxo dicopper(II) complex is in acceptable agreement with
the experimental value of [Jl > 1200 cm™.** The much smaller
value of I]l for the L*-based complex is as expected from the
structural parameters,” '*" and the more distorted geometry
of the L*-based system is imposed by the nature of the spacer
group between the two metal sites.

The Cu" centers in the two systems (tmpa vs L*) have
significantly different electronic configurations. The Cu" ion
has a d’ electronic configuration with an unpaired electron in
either the d_ or the d.> orbital. The highest occupied MO
(HOMO) of the peroxo-bridge consists of a doubly degenerate
set of orbitals, which split upon binding to Cu". The two
degenerate 7* (O—O) frontier orbitals are split into one set in-
plane with the o-type d orbitals, 7, and one set perpendicular
to these d orbitals, #*,. The major difference between the
bonding pattern of '[(tmpa),Cu,0,] and “*[(L?)Cu,0,] is
shown in Scheme 4: while in the tmpa-based system the O,
centered 7*-antibonding MOs overlap in a o-interaction with
the d orbital, in the L*based complex '[(L*)Cu,0,], the
corresponding o-interaction is with the d2_» metal-based
orbital. In the dinuclear '[(tmpa),Cu,0,] complex, the two
unpaired electrons are coupled antiferromagnetically via
superexchange (i.e, the antisymmetric combination Cu(d;?)-
Cu(d,) is occupied). In contrast, the interaction of the two
Cu'"based singly occupied MOs (SOMOs) of d_, character
with the oxo bridge #,* and 7,* orbitals in the square
pyramidal complex [(L*)Cu,0,] leads to a symmetric [Cu(d,>_
yl) + Cu(dxl_yl)] and an antisymmetric [Cu(dxl_yl) -
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Cu(d,>?)] combination. For '[(L*)Cu,0,],, the two unpaired
electrons on the Cu" centers occupy the low energy
antisymmetric combination and leave a hole in the symmetric
combination. In 3[ (L*)Cu,0,] o the antisymmetric combination
becomes the HOMO. Because of stronger overlap with the
metal orbitals, the 7%, orbitals are stabilized more than the 7%,
orbitals. The calculations for 3[(L?)Cu,O,] show frontier
orbitals which are qualitatively similar to those of '[(L?)-
Cu,0,] (see Supporting Information).

The computed O—O distance for the end-on-[Cu,0,]*" (S =
1) complex *[(L*)Cu,0,],, is shorter (O—O = 1.40 A) than in
the tmpa-based '[(tmpa),Cu,0,],, compound, (O—O = 1.42
A).'*% The energetically less favorable '[(L*)Cu,0,],, (+1.4
kJ/mol) has a slightly longer O—O bond 1.41 A (see Figure 3
and Table 1). The covalency of the 6-Cu"-O bond is similar in
the tmpa- and L>-based peroxo complexes but, while the
SOMO of [(tmpa),Cu,O,] only has one amine donor
contribution, that of [(L*)Cu,O,] has one amine and two
pyridine donor contributions; the Cu—O bond distances are all
very similar: 1.90 A in 3[(L?)Cu,0,],, vs 1.88 A in
'[(tmpa),Cu,0,],, and 1.89 A in 3[(tmpa)Cu,0,],, (see
Table 1). Note that the Cu—O bond length is correlated to the
Cu—0—0—Cu dihedral which is for steric reasons significantly
smaller in [(L?)Cu,0,] than in [(tmpa),Cu,0,] (see above;
note also that Cu—O—O—Cu is constrained in the calculations
of [(tmpa),Cu,0,]; for the unconstrained structures, the Cu—
O bond length is 1.91 A for '[(tmpa),Cu,0,] and 1.92 A for
3[(tmpa),Cu,0,], that is, longer and weaker than in [(L*)-
Cu,0,]).

The ORCA/BS1 calculations show that the Cu—O bond is
significantly shortened when the Cu—O—O—Cu dihedral in
'[(tmpa),Cu,0,] is constrained to 180° (1.88 A vs. 1.93—191
A). If we assume that the solvent and dispersion corrections are
(partly) valid for [(tmpa),Cu,0,], that is, that the actual Cu—
O—0-—Cu dihedral in solution is less than 180°, then the Cu—
O bond in '[(tmpa),Cu,0,] is predicted to be shorter than in
[(L*)Cu,0,]. The expectation of a somewhat stronger Cu—O
bond in *[(L*)Cu,0,] vs '[(tmpa),Cu,0,] is supported by
the experimentally observed charge transfer (CT) transitions:
the 7%, CT band of [(L*)Cu,0,] is shifted to higher energy
(20,587 cm™ vs 19,047 cm™ for [(tmpa),Cu,0,]).

2. Electronic Spectra of end-on-[(L?)Cu,(0,)1*". For the
end-on-[ (tmpa),Cu,(0,)]** complex ('[(tmpa),Cu,0,]) the
X-ray crystal structure is known,” and the electronic spectra,
with two prominent CT transitions at 525 and 590 nm (19,047
and 16,949 cm™) and a d-d band at 1,035 nm (9,660 cm™")
have been analyzed in detail.>***° The transitions can be
singlet or triplet, and symmetric or antisymmetric with respect
to the two d orbitals of the d’ copper centers; for
'[(tmpa),Cu,0,]: 7%, - Cu(d;?) (*’A, and "°B,) and 7%,
— Cu(d;) ("’Bg and '?A,). Of these, only the 7*, - Cu(d,?)
'B, and 7*, — Cu(d;) 'A, are electronic dipole and spin-
allowed.>*** The interaction of the 7*, orbital with the
symmetric d orbital combination stabilizes the 7™, orbital, and
destabilizes the d(d2) + d(d,2) symmetric combination.”***’
For [(L?)Cu,0,] the corresponding orbitals are the d(d,>_,?) —
d(d,_) antisymmetric and the d(d2_,?) + d(d,_,?) symmetric
combinations.

The two observed bands in [(L?)Cu,0,] can be assigned to
CT transitions, where the more intense transition at 20,578
cm™" (486 nm) corresponds to 7%, — Cu (d,2_,?) while the less
intense shoulder at 15,386 cm™ (649.9 nm) is assigned to the
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7%, — Cu (d¢_?) CT transition, in analogy with the tmpa-
based system. The experimental spectrum of '[(tmpa),Cu,0,]
has two transitions at 525 (19,047 cm™") and 590 nm (16,949
cm™"), as well as a low intensity, low energy transition at 1,035
nm (9,660 cm™'), assigned to a d-d-type d,,d> 2 — dp2
transition. A qualitative comparison of [(inCuZOZ] with
[(tmpa),Cu,0,] is shown in Figure 1.

30000
] % i 2+
25000 [()Cu,(0,1"  [(tmpa),Cu,(0,)]
20000 - T g —— i
1 ety T d.+d,
" 15000 L
.
& 10000+
@ ]
c
8 5000 "
gs %7 h Bee — £89 g x,
N n‘q —ga:' G ‘:‘.) w_\:
-5000 ~ caP g

Figure 1. Experimentally observed UV—vis transitions for
[(L),Cu,0,]*" and [(tmpa),Cu,0,]*, with the corresponding
schematic orbital plots.

The electronic spectrum of '[(L?)Cu,0,] was also computed
with TD-DFT (see Computational Details). The spectrum was
calculated in both spin states (S = 0, S = 1). Discussed here is
only the electronic excitation from the S = 0 singlet state, that
of the S = 1 state is given as Supporting Information. The two
states are almost isoenergetic, and the fact that the computed
spectrum of the singlet state leads to a more accurate prediction
of the experimental spectrum supports our choice of the S =0
state as the electronic ground state (see above); given the
accuracy of the DFT method, and the relative stabilities as well
as the Cu—0O and O—O0 bond lengths, the population of the § =
0 open shell singlet state is a valid assumption. The computed
together with the experimental spectrum and the orbitals
involved in the CT transitions are shown in Figure 2. TD-DFT
predicts two absorption bands at 405 nm (24,719 cm™') and

(b)

T T T 1
500 600 700 80a

wavelength [nm]

r T
300 400

Figure 2. (a) Experimental absorption spectrum (transitions at 20,578
em™ and 15,386 cm™'); (b) TD-DFT-computed spectrum of
[(L*)Cu,0,]** (transitions at 24,719 cm™" and 20,565 cm ™.
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486 nm (20,565 cm™'), which correspond to the z*, —
Cu(dy_p + d¢_p) and 7%, — Cu(dy_p + de ) transitions.
The energy of the two transitions are overestimated but in
acceptable a%reement with the experimentally observed
transitions.’””"'*® The calculations predict the 7*, transition
to be significantly more intense than the 7%, transition, and this
is consistent with the experimental observation.

3. Catecholase Mechanism of the Bispidine Com-
plexes. Copper complexes of the bispidine ligands L'-L* (see
Scheme 2) are active catecholase models,">'¢ with the L’-based
complex being the most active catalyst (see Table 2). On the

Table 2. Experimentally Observed Reactivities with Different
Bispidine Ligands

L L? L L* L
ke [h71] 0.0 21.5 3.0 02 62.0
Ky [mM] 1.04 1.35 11.8 0.07
Vimax (M s71] 0.3 0.04 0.05 0.87

basis of the experimental results, a catalytic cycle (see Scheme
2b) was proposed; the major conclusions were that (i) the
bispidine systems are reasonably active catecholase catalysts but
the catalytic cycle is not biomimetic, that is, the pathway is
strikingly different from that observed in the enzymes;16 (ii) all
individual reaction steps are reasonably efficient, and the overall
inefficiency of the reaction is primarily due to product
inhibition. The current computational study was performed
to check these interpretations. An important feature for the
validation of this computational study is the unique set of
available structures of the bispidine system which includes all
possible coordination modes of catecholate, namely, mono-
dentate, bidentate and bridging.15

The main features of the mechanism (see Scheme 2b),
proposed on the basis of the experimental data, are as follows:
(i) the preorganized dicopper(I) complex binds O, to yield a
relatively stable end-on-[Cu,0,]*" complex; (ii) the catechol
substrate binds in a bridging mode to yield the
[Cu,(catecholate)]** complex and one equivalent of H,O,;
(iii) there is intramolecular electron transfer to form ortho-
quinone coordinated to the two Cu! centers; when ortho-
quinone is released, the catalytically active dicopper(I) species
is reformed; (iv) inhibition occurs by formation of a
dicopper(II) species with chelating chatecholate(s) in com-
petition with electron transfer in step (iii). Important questions
to be answered by our DFT-based analysis are as follows: how
do the release of H,0, and the catechol binding proceed in
detail (dissociative vs associative mechanism, that is, is the
H,0, released before or after catecholate coordination), is
catecholate coordination a concerted or a stepwise process,
what is the rate limiting step of the entire cycle, and how may
the inhibition of product formation be prevented?

All relevant intermediates and transition states are shown in
Scheme 5 (the numbering of these species is also used in the
reaction profile of Figure 3, and the optimized structures shown
in Figure 4).'"®* The first step in the catalytic cycle is the
formation of end-on-[(L*)Cu,0,]*, 2. The electronic ground
state of the precursor [(L*)Cu',]*, 1, is S = 0. Energies of the
other species are tabulated in Figure 3 relative to 1. The
oxygenation of [(L?)Cu',]*" with 30, leads to end-on-
[(L*)Cu,0,]*, 2, for which the S = 1 state is the electronic
ground state (see above), that is, at the beginning of the
catalytic transformation, there is a spin crossover to the triplet
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Scheme S. Associative Stepwise and Concerted Pathway for the Catecholase Activity by Bispidine Dicopper Complexes®
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Figure 3. Top: reaction path profile for the stepwise mechanism of the
catechol oxidation by bispidine-dicopper complexes; calculation with
implicit solvent (COSMO, solvent = acetonitrile) and empirical
dispersion correction, with ORCA/BS1. 1: [Cu,]** + O, + catechol, 2:
[Cu,(0,)]* + catechol, 3: weak complex, 4: transition state 1, §:
intermediate 1, 6: transition state 2, 7: bridged catechol + H,0,, 8:
[Cu,]** + H,0, + quinone, 9: inhibition product (see Scheme $ for
numbering and Figure 4 for the relevant structures); bottom: tabulated
final electronic energies.

surface. The reaction from '1 to *2 is exergonic by 90 kJ/mol.
Notably, the S = 0 open shell singlet is only 1.4 kJ/mol less
stable. Given the accuracy of the method used, and the possible
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uncertainties when calculating only one of the two possible
singlet states in the single-determinantal DFT methodology,
one cannot rule out the population of the S = 0 state at room
temperature.'*® Indeed, for all intermediates the two spin states
are degenerate within the accuracy of the methods used, and
this is a typical example for two-state reactivity.'*'%”

A dissociative mechanism, that is, protonation of the peroxo
bridge by catechol, followed by the release of H,O, from end-
on-[(L*)Cu,(H,0,)]* to form H,0, and the hypothetical
[(L*)Cu",]* species, which then reacts with the deprotonated
catecholate substrate, is, as expected, a highly unfavorable
process. In the alternative associative process, there are two
possible pathways by which the catechol substrate binds to the
end-on-[Cu,0,]*" catalytically active form 2: (i) the two
protons from catechol are transferred simultaneously to the
two oxygen atoms of the peroxo bridge (concerted mechanism)
or (ii) one after the other (stepwise mechanism, see Scheme S).
Both pathways were studied; however, our attempts to
compute a concerted pathway were unsuccessful and only
asymmetric transition states, which collapsed to the stepwise
reaction channel, were found. From potential energy surface
scans, we estimate the energy barrier of the concerted
mechanism to be about 92 kJ/mol, that is, about 50 kJ/mol
less favorable than the stepwise pathway (see Supporting
Information; this also includes selected structural parameters
and spin densities of the various species discussed here).

It follows from the calculations that catechol approaches the
end-on-[Cu,0,] complex 3, protonates the peroxo bridge in a
stepwise process (4-5-6), and binds to the dicopper(Il)
complex 7, which then releases H,O, (see Scheme 5). This
pathway is now discussed in detail. When catechol approaches
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Figure 4. Optimized structures (ORCA/B1) for S = 0. See Scheme 3 for the structure of the bispidine ligand; color code: light blue: Cu, blue:
nitrogen, red: oxygen; see Scheme S and Figure 3 for the numbering and description of the structures (structure 1 corresponds to structure 8); the

structures for S = 1 are given as Supporting Information.

the end-on-[Cu,0,]** active catalyst *2, the hydrogen atom of
one of the OH_ ., groups of the substrate interacts with the
peroxo group of end-on-[Cu,0,]*" and forms a hydrogen-
bonded weak complex '3 which is destabilized by 3.2 kJ/mol
relative to 32 (the H:-O bond distance between the catechol
hydrogen and the peroxide oxygen atom is 1.63 A, the distance
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of the H-bonded catechol oxygen atom to Cu" is 3.37 A).
Because of this weak interaction, the corresponding Cu—0 ¢y,
bond slightly elongates, from 1.90 A in 32 to 1.91 A in '3.

In the transition state 34, the Cu™O_,.j,o1ae PONd shortens to
1.96 A. The energy barrier from 3 to 5 is 27.2 kJ/mol on the S
=1 and 54.2 kJ/mol on the S = 0 surface. In the transition state
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Inorganic Chemistry

4, the triplet is predicted to be 17.7 kJ/mol more stable than
the singlet, even if *3 is 9.3 kJ/mol less stable than '3. On
formation of the asymmetric intermediate 3$ with a
monodentate catecholate, the Cu™-O_, o1 bond shortens to
194 A, while the bond between the Cu" center and the
protonated oxygen atom from the peroxo bridge is elongated
(and virtually broken) to 3.64 A. The energy barriers from $ to
the catecholate-bridged complex 7, involving the transition
state 6, are 89.5 kJ/mol, and 42.2 kJ/mol on the triplet and
singlet surfaces, respectively. In 6, the emerging H,O, is already
almost fully formed, with an average H—O distance of 0.99 A,
an O—O bond length of 1.45 A, and a H-O—0—H dihedral of
87°. In the catecholate-bridged intermediate 7, the S = O state is
3.8 kJ/mol more stable than the S = 1 state. Our calculations
therefore indicate that the catalytic transformation from 2 to 7
may proceed on the open-shell singlet surface, with the
exception of the transition state 4, where the triplet state is 18
kJ/mol more stable.

At stage 7, there is competition between two possible
pathways (see also Schemes 2 and 5): a rearrangement to a
dicopper(II) complex with a bidentate catecholate 9, which is a
relatively stable structure on the triplet surface (stabilization
relative to 2 of 40.7 kJ/mol) and inhibits the catalytic cycle, and
intramolecular transfer of two electrons in 7, to produce the
ortho-quinone product '8 (39.6 kJ/mol destabilization relative
to 2), which is released from the resulting dicopper(I) complex
to reform the precatalyst [(L*)Cu',]** 1. Note that the
optimized structure of the inhibition product 9 has only one
chelating catecholate, the second Cul' center remains four-
coordinate (see Figure 4). In our experimental study, we have
assumed a symmetrical dicopper(II) complex with two
chelating catecholate ligands (the catal?rtic reaction obviously
was performed in an excess of catechol)'® but coordination of a
solvent molecule to complete the coordination sphere might be
an alternative. Independently of the type of the additional
ligand at the second Cu" center, formation of 9 suffers from an
additional entropy penalty, which is not included in our present
analysis (see Scheme 5). That is, the relative amount of
inhibition product formation is difficult to estimate but clearly
smaller than appears from Figure 3. Note also that there is a
possible direct pathway on the triplet surface from 6 to the
inhibition product 9, that is, coordination of catecholate as a
bidentate before release of H,0,, and this has not been
considered in our calculations.'**'%

Nevertheless, and in contrast to the interpretation of our
experimental study,'® it appears that competition between
inhibition 9 and product formation 8 is not the major or only
problem of the relatively inefficient catalytic reaction.''® The
more important problem is the unprecedented stability of the
peroxo-dicopper(IT) complexes “*2. Generally, because of
significant spin density on the oxygen atoms of end-on-
[Cu,0,] complexes, the peroxo groups are nucleophilic and
susceptible to protonation. Upon treatment with acid, these
complexes generally produce H,0,.*”**"'"!'* Combined with
the acidity of catechol (pK, = 9.47), proton transfer and
coordination of the monodeprotonated catecholate in 3-S5,
followed by a second proton transfer and release of H,O,, is the
expected scenario. However, with the stable end-on-[(L*)-
Cu,(0,)]*" complex 2 studied here, with in-plane coordination
of peroxide, protonation of the peroxo bridge and release of
H,0, is not efficient. Therefore, it is not entirely unexpected,
that the overall reaction is, according to the computed free
energy profile (see Figure 3), energetically unfavorable (with
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respect to the formation of the product 8). This is not in full
agreement with the experimental data, which show that the L*-
based copper complexes are catalytically active (see Table 2).'°
The limited accuracy of the computed energies needs to be
considered,”®'"® but a main reason for the apparent
inconsistency is the formation of the relatively high energy
H,0, side product (in comparison with H,O which is the
corresponding product in the enzymatic catalytic cycle).
However, we note that H,O, is unlikely to survive in presence
of the dicopper(I) species in the resting state of the
catalyst,***® and oxidation of Cu' by H,0, (instead of O,)
has not been considered in our calculations.

B CONCLUSIONS

The bis-bispidine dicopper(I) complexes discussed here are of
interest because, upon oxygenation, they form end-on-peroxo-
dicopper(II) complexes of unusual stability, and they do not
rearrange to the biomimetic side-on isomers. Several catecholase
model complexes with a side-on-[Cu,0,]*" core have been
reported but generally there is no catalytic activity of end-on-
[Cu,0,]?" intermediates."'*"'* The common feature of side-on-
[Cu,0,]* and the bispidine-based end-on-[Cu,0,]** system is
a d/_ ground state, and this might be an important condition
for catalytic activity. Because of the available experimental
bispidine-Cu"" structures with catechol coordinated in all
possible modes (monodentate, bidentate, and bridging)15 as
well as the observed catecholase activity and the emerging
mechanistic proposal,'® the dinuclear copper-bispidine com-
plexes form a unique set of compounds for a thorough analysis
of bonding and reactivity of copper-dioxygen complexes. The
results of the computational studies of the structures,
electronics, and catalytic pathways complement the already
reported experimental data as follows:

(a) The square pyramidal coordination geometry of end-on-
[(L*)Cu,y(0,)]*, as opposed to the trigonal bipyramidal
structure of other model complexes (e.g, end-on-[{(tmpa)-
Cu},(0,)]*") results in a d2_p, compared to the usually
observed d,> ground state. This leads to stronger Cu—0 1oy, 0-
bonds and an increased stability of the end-on-[Cu,0,]**
oxygenation product.

(b) The analysis of the CT transitions of end-on-[(L?)-
Cuy(0,)]** [#*, = Cu (de_p + d2_)?) at 20,578 cm™" (486
nm) and 7%, = Cu (d;_ + d;2_?) at 15,386 cm™" (650 nm)],
supported by TD-DFT calculations, is in agreement with the
copper—peroxo bonding analysis, that is, the Cu—O,oy, 0-
bonding in the bispidine complexes is stronger than in model
systems with the usual trigonal bipyramidal geometry.

(c) The catecholase activity of end-on-[(L?)Cu,(0,)]** is
unusual and related to the d,>_> electronic ground state. The
catalytic cycle is based on a pathway which differs from that of
the enzymes, that is, only one catechol is oxidized per cycle to
an ortho-quinone, and dioxygen is reduced to H,0,. A similar
pathway has been reported for other model complexes,***’
it may also be relevant for the copper-loaded S100B protein.

(d) The unusual stability of the end-on-[(bispidine)-
Cu,(0,)]*" complex and inhibition of the catalytic trans-
formation by a rearrangement of bridging to chelating
catecholate are identified as reasons for the relatively inefficient
catalytic process.
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Comparison of [(L*)Cu,(0,)]*" with [(tmpa),Cu,(0,)]*"
(spin densities in both spin states); calibration of the
functionals for the prediction of structures and energetics of
the dicopper(II)peroxo complexes; TD DFT analysis of
[(L*)Cu,0,]*" in both spin states; computed geometries of
the [(L*)Cu,(0,)]** complex for S = 0 and S = 1, given as xyz
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