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ABSTRACT: A complete computational study of the
magnetic properties of the two known phases of the
bistable (BDTA)2[Co(mnt)2] compound is presented.
The origin of their different magnetic properties can be
traced to a variation in the values of the g tensor, together
with a hitherto unknown change in the JAB values and their
magnetic topology.

In the quest for new technologies suitable for future memory
and switching devices, molecular materials that can be

switched between two states by the application of an external
stimulus (e.g., heat, pressure) have attracted much attention.1−3

For these bistable materials to be of technological interest, the
phase transitions between the two polymorphs must be abrupt,
besides presenting a hysteresis loop.3,4 Despite the plethora of
materials exhibiting these properties,5−8 a rational design of
new molecule-based bistable materials is not yet fully attainable
because there is no proper knowledge of the mechanism
responsible for this behavior at the microscopic level.9

(BDTA)2[Co(mnt)2] (1) is a remarkable bistable system
reported by Awaga and co-workers,10,11 whose two poly-
morphic phases present different magnetic properties (BDTA =
1,3,2-benzodithiazolyl; mnt2− = maleonitriledithiolate). Each
neutral (BDTA)2[Co(mnt)2] unit presents a doublet ground
state [the geometries, singly occupied molecular orbitals
(SOMOs), and spin densities for both phases can be found
in the Supporting Information]. The different magnetic
properties of the two phases of 1 were originally explained
solely in terms of a change in the g-tensor value upon phase
transition. This is in contrast with other bistable systems, where
variation in the magnetic properties was traced to changes in
the values of the microscopic exchange interactions, JAB, on
going from one phase to another one.12 Such a different
interpretation prompted us to carry out a theoretical first-
principles bottom-up (FPBU)13 study where the shape of the
magnetic susceptibility curves of the two phases of 1 was
investigated over the whole range of experimentally measured
temperatures (0−300 K). On the basis of this study, we have
been able to provide a sound explanation for the different
magnetic properties of the two phases of 1.
As observed in Figure 1a, 1 exhibits an abrupt jump in the

experimental χT (χ = molar magnetic susceptibility) at ca. 190
K with a hysteresis width of 20 K.10 Such a transition, in
addition to changes in the crystal symmetry and packing, is
accompanied by the formation/cleavage of an axially
coordinated Co···S bond, involving one sulfur atom of

BDTA. The origin of such a jump in χT has been previously
attributed10 to a change in the g tensor of 1 [from 2.55 at high
temperature (HT) to 2.29 at low temperature (LT)] due to a
charge-transfer process that takes place when this Co···S bond
is formed/broken.10 Theoretical calculations have confirmed
such metal-to-ligand charge transfer.14 Although it is well-
known12,15 that the size of the magnetic exchange JAB
interactions and their magnetic topology (the network of
connectivity that the non-negligible JAB interactions build
within the crystal) are essential in defining the macroscopic
magnetic properties, the changes in the JAB values and their
topology upon phase transition surprisingly have not yet been
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Figure 1. Comparison between the experimental (black) and
computed χ curves: (a) using the computed JAB values and the
experimental g tensors for each phase (HT−gHT and LT−gLT curves
are in blue and red, respectively; dashed lines correspond to χT values
obtained for both phases when all JAB interactions are set to zero,
corresponding to the Curie law regime); (b) keeping the computed JAB
values but forcing the g tensor for both phases to be equal to that for
LT (HT−gLT and LT−gLT curves in purple and red, respectively); (c)
keeping the g tensor but exchanging magnetic topology between the
HT and LT phases (HT−gLT and LT−gHT in purple and orange,
respectively). The geometries of the (BDTA)2[Co(mnt)2] units in the
LT and HT phases are displayed in part a.
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addressed. The reason might be 2-fold: (i) a lack of good
models to fit the experimental χT(T) data for bulk magnetic
systems and (ii) the shape of the χT curve in the HT phase,
which hints at the existence of very small JAB values. One should
thus wonder about the impact of the JAB values and their
topology on the χT curves for the HT and LT polymorphs of 1
and, particularly, on the shape of the hysteresis cycle.
The JAB interactions for all unique radical pairs present in the

HT and LT crystal structures of 1 and, based on them, the χT
curves have been evaluated using our FPBU work strategy.13

For the LT polymorph characterized at 100 K, five unique 1···1
radical pairs were found to present a nonnegligible16 JAB value
(their Co···Co distances ranging from 6.72 to 9.31 Å; see Table
1 and the Supporting Information). Analogously, two non-

negligible 1···1 radical pairs were found in the HT polymorph
characterized at 253 K. Using these JAB values and the magnetic
topologies that they define (see below), one can compute the
χT curves with the experimental values10 for the g tensor: gLT =
2.29 for LT and gHT = 2.55 for HT (Figure 1a).17 Note that the
computed χT curves properly reproduce not only the
experimental curves for the LT and HT polymorphs over the
whole range of temperatures but also the gap between them. Also
note that while the χTLT curve is dominated by antiferro-
magnetic (AFM) interactions, the χTHT curve is dominated by
ferromagnetic (FM) interactions, consistent with the results
collected in Table 1. Such an important change in the sign of
the magnetic interaction can be attributed not only to
geometrical changes but also to noticeable differences in the
topology of the spin density of the (BDTA)2[Co(mnt)2] units
in both phases (see Figure 2 and the Supporting Information).

There is no experimental data to confirm the dominant FM
nature of the HT phase at low temperature. Calculations with
the larger def2-tzvp18 basis set on selected dimers of the HT
and LT phases confirm the accuracy of the computed JAB values
and their topologies (see the Supporting Information).
Previous experience on other FM systems indicates that the
FPBU methodology provides an appropriate description of the

JAB microscopic parameters and macroscopic properties in the
region of temperatures for HT/LT phase transition.15

One can now analyze the relative importance of the g tensor
on the χTHT−χTLT jump present in 1 (Figure 1). This can be
evaluated by comparing the previously computed χTHT−gHT
and χTLT−gLT curves (Figure 1a) with those obtained using the
same g tensor (e.g., gLT=2.29) for both phases (see Figure 1b).
A comparison of the χTHT curves in parts a (blue) and b
(purple) of Figure 1 shows that the latter curve is significantly
shifted downward in the whole temperature range. The [χTHT−
gLT]−[χTLT−gLT] jump in Figure 1b at ca. 190 K, whose origin
is exclusively due to JAB interactions, is around a nonnegligible
16% of the experimental jump at the same temperature.
Besides, Figure 1c clearly shows that the magnetic topology
plays a key role in tuning the slope of the χT curves within the
hysteresis loop; i.e., if one uses the wrong magnetic topology
with the correct g factor in the LT (χTHT−gLT) phase (and vice
versa), the slope of the resulting χT curve has the opposite sign
compared to experiment. All of these results prove that changes
in both the g factor and magnetic topology are indeed at the
origin of the hysteresis behavior.
The different magnetic susceptibilities of the HT and LT

phases can be better understood by inspecting in detail their
magnetic topologies (see Figure 3 and the Supporting

Information). Each phase can be visualized as the repetition
of a magnetic building block along the symmetry elements of
the crystal. The magnetic building block for the HT phase has
rhomboidal shape, with FM exchange couplings in the long and
short edges (Table 1). This pattern gives rise to 2D planes,
consisting of a set of weakly interacting (+0.3 cm−1) FM chains
(+1.5 cm−1) (Figure 3a). These 2D planes stack in the third
dimension, although remaining magnetically isolated (Figure
3b). The rhomboidal shape of the magnetic building block
observed in HT is basically preserved in the LT phase (Table
1) but with relevant modifications. First of all, the 2D planes in
LT are corrugated and can now be seen as a set of alternating
1D AFM chains (−3.3 and −2.4 cm−1) that weakly interact
among them (Figure 3c). The planes stack along the third
direction, and the resulting overall magnetic topology is, once

Table 1. Magnetic Exchange Coupling JAB (in cm−1) for LT
and HT Phases of 1 Computed with (i) a Basis Set of TZV
Quality and (ii) a def2-tzvp Basis Set (in Parentheses)a

LT HT

d(Co···Co) JAB d(Co···Co) JAB

6.792 −3.3 (−3.6) 7.017 0.3 (0.3)
7.212 −0.5 7.275 1.5 (1.9)
8.605 −0.2
8.391 −2.4
9.313 0.2

aAlso given are the corresponding Co···Co distances (in Å).

Figure 2. Spin densities of complex 1 for the (a) LT and (b) HT
phases.

Figure 3. Magnetic topologies for the (a and b) HT and (c and d) LT
phases. The colored lines represent JAB (in cm−1) between radicals
(blue dots). (a and c) Isolated 2D magnetic layers. (b and d) Views of
the magnetic topologies within the crystal packing consisting of
magnetically isolated 2D planes.
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again, a pile of magnetically isolated 2D planes (Figure 3d).
Therefore, analysis of these two magnetic topologies clearly
explains why the χTLT curve is dominated by AFM interactions,
whereas χTHT presents dominant FM interactions (see Figure
1), and this allows one to associate these dominant interactions
with specific radical pairs.
In summary, by doing a FPBU study13 of the magnetic

interactions in the LT and HT phases of 1, we have gained a
full understanding of the changes in the magnetic properties
upon phase transition of the bistable compound 1. Using the
computed JAB values and their topologies, we have reproduced
and rationalized the experimental χT curves in the whole range
of measured temperatures, including the hysteresis loop present
in the bistability region. Our calculations allow us to trace the
origin of the jump in the HT and LT χT curves mainly to
variation in the g tensor, in good agreement with previous
approximations.10 Yet, the role of the JAB interactions must not
be neglected. In fact, the dominant AFM behavior of the
experimental χTLT curve at low temperatures can only be
reproduced once the JAB values are also taken into
consideration. For the χTHT curve, our study uncovers a
dominant FM behavior. This LT change from a dominant FM
(HT phase) to a dominant AFM (LT phase) behavior suggests
the possibility of new photomagnetic studies. Overall, this work
constitutes another example of how theoretical calculations can
provide a most valuable insight to interpret, rationalize, and
predict the magnetic properties of molecule-based materials.
Computational Details. On the basis of the FPBU work

strategy,13 all symmetry-unique radical···radical 1···1 exchange
couplings (JAB) were calculated for dimers extracted from the
crystal structure (selected by considering a cutoff distance of 10
Å between cobalt atoms; see the Supporting Information for
the dimer geometries). The radicals here are doublets (S = 1/2).
For the Heisenberg Hamiltonian Ĥ = −2∑A,B

N JABS ̂A·S ̂B, the
value of JAB for each AB pair is computed as the energy
difference between the pair open-shell singlet S and triplet T
states, ΔES−T = 2(EBS − ET) = 2JAB (note that the broken
symmetry, BS, approach19 was used to properly describe the
open-shell singlet state). Energy evaluations were first done
using the B3LYP20 functional, as implemented in Gaussian03,21

with the TZV basis set22 for cobalt atoms and the 6-31+G*
basis set23 for the remaining atoms. The g-tensor calculations
were done with ORCA2.724 (see Supporting Information).
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