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ABSTRACT: A density functional theory cluster and first-
principles quantum and statistical mechanics approach have
been used to investigate the ability of iron−oxygen
intermediates to oxidize a histidine cosubstrate, which may
then allow for the possible formation of 2- and 5-
histidylcysteine sulfoxide, respectively. Namely, the ability of
ferric superoxo (FeIIIO2

•−), FeIVO, and ferrous peroxysulfur
(FeIIIOOS) complexes to oxidize the imidazole of histidine via
an electron transfer (ET) or a proton-coupled electron transfer
(PCET) was considered. While the high-valent mononuclear
FeIVO species is generally considered the ultimate
biooxidant, the free energies for its reduction (via ET or
PCET) suggest that it is unable to directly oxidize histidine’s
imidazole. Instead, only the ferrous peroxysulfur complexes are sufficiently powerful enough oxidants to generate a histidyl-
derived radical via a PCET process. Furthermore, while this process preferably forms a HisNδ(−H)• radical, several such oxidants
are also suggested to be capable of generating the higher-energy HisCδ(−H)• and HisCε(−H)• radicals. Importantly, the present
results suggest that formation of the sulfoxide-containing products (seen in both OvoA and EgtB) is a consequence of the
reduction of a powerful FeIIIOOS oxidant via a PCET.

■ INTRODUCTION

Activation of dioxygen is well-established as a key physiological
approach to, for instance, activation of metabolites and
incorporation of oxygen into biomolecules.1,2 Within cells,
this process is typically catalyzed by enzymes that depend on
metal cofactors, e.g., copper and iron.3,4 Commonly formed
intermediates in dioxygen activation by iron-containing metal-
loenzymes include the high-valent oxoferryl FeIVO-contain-
ing species’ compounds I and II (Cpd I and II, respectively) in
heme enzymes5 and Cpd II analogues in nonheme
enzymes.4−12 These moieties are generally considered to be
the “ultimate biochemical oxidants”5,6,12−14 with their reactivity
tuned by such factors as the redox potential and spin state of
the metal−oxo moiety.15 Indeed, as a result, they are able to
transform relatively stable bonds, e.g., C−H, via oxygen
insertion.15 Because of their preference for a high-spin ground
state (GS), which thus allows for exchange enhanced reactivity,
it has been stated that nonheme FeIVO species exhibit
greater reactivity than their heme analogues, which prefer a
low-spin GS.16

For instance, 5-histidylcysteine sulfoxide synthase (OvoA)
and 2-histidyl-γ-glutamyl cysteine sulfoxide synthase (EgtB) are
two nonheme iron-containing enzymes that activate dioxygen
as part of their catalytic mechanism.17 More specifically, they
use dioxygen, histidine, and a cysteine derivative as cosubstrates
to synthesize their respective sulfoxides.17,18 The active sites of
both enzymes utilize a conserved iron binding motif, which is

also common among dioxygen-activating enzymes,19 involving
two histidylimidazoles and a carboxylate side chain in a facial
ligation.17,20 Such an arrangement leaves several possible sites
for iron−substrate binding. Because of these similarities in the
reactants, product, and active site, it has been proposed that
OvoA and EgtB share similar chemistry.20 However, their exact
catalytic mechanisms are unknown.
OvoA is found in marine organisms21,22 such as sea urchins,

scallops, starfish, and the annelid Platynereis dumerilii20,23 as
well as human pathogenic parasites of the Trypanosoma
genus.20,24 In the case of EgtB, it is found in nonyeast fungi,
mycobacteria, and cyanobacteria.25 Importantly, the products of
OvoA and EgtB (hereafter referred to as 5- and 2-HisCysSO,
respectively) are later converted to OSH and ESH (both of
which are mercaptohistidine derivatives) to provide essential
protection against oxidative damage. In particular, ESH has
been shown to scavenge reactive oxygen species and radicals
such as singlet oxygens, hydroxyl radicals, hypochlorous acid,
and peroxyl radicals.26−31 Importantly, ESH’s medical potential
is very promising where aerosols have been developed to treat
chronic inflammatory diseases such as asthma.32−34 Further-
more, it has been stated that ESH is an important chemo-
protector present in humans.35 It is noted that OSH, while an
important antioxidant, has been suggested to have additional
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physiological roles.20 For example, it has been proposed to act
as a male pheromone in P. dumerilii.20,23 Consequently, because
of its wide presence in many organisms, the antioxidant and
scavenging abilities of OSH have been studied exten-
sively.17,21,24,36−43

The proposed mechanism of OvoA (Scheme 1), i.e.,
synthesis of 5-HisCysSO, begins with dioxygen and cysteine

binding to the ferrous (FeII) center to form an FeIIIO2
•−-

containing complex.17 The latter species then attacks the iron-
bound cysteine, homolytically cleaving its O−O bond with the
formation of a sulfoxide···FeIVO complex. Three possible
pathways have been proposed for the next step.17 In one, the
histidine nucleophilically attacks at the sulfoxide sulfur center
with concomitant deprotonation of Nδ to directly give the
product (not shown).17 In the alternate two pathways, however,
the histidine is oxidized via a proton-coupled electron transfer
(PCET) onto the FeIVO moiety. Specifically, a H• radical is
abstracted from either its Cδ−H or Nδ−H groups to form an
sp2 C-centered or a π-delocalized radical, respectively (Scheme
1).17 The resulting histidyl radical is suggested to then attack
the iron-bound sulfoxide to give the final product. However, a
number of key questions remain including the nature of the
oxidizing nonheme iron species and its coordination environ-
ment, the most likely histidyl radical resulting from oxidation,
and the apparent need for the formation of a sulfoxide-
containing intermediate when it is not present in the final
product (i.e., OSH or ESH).
Thus, using a density functional theory (DFT) cluster

approach in combination with a first-principles quantum and
statistical mechanics44 approach, we have computationally
investigated the half-reactions for the oxidation of imidazole
(Im) and the reduction of several possible iron−oxygen
complexes via electron transfer (ET) or PCET. It is noted
that because there are currently no available X-ray crystal
structures for OvoA or EgtB the use of small model iron
complexes herein does not provide a conclusive answer to the
mechanisms of OvoA or EgtB. In particular, it does not
explicitly account for the environmental effects provided by the
secondary shell of active site residues within the respective
enzymes. However, such a model approach can provide
fundamental insight into the changes in the oxidative power
of the iron center as the coordination around the center is
changed. Specifically, we investigated 21 possible iron cluster
models (i.e., the oxidized and reduced forms). For each of

these, we considered several possible multiplicities to give a
total of 196 different iron complexes.

■ COMPUTATIONAL METHODS
As noted above, there are currently no available X-ray crystal structures
for OvoA or EgtB; thus, we have chosen to investigate seven possible
models differing in their iron coordination arrangements (Figure 1). In

all complexes, the ligating glutamate was modeled as formic acid. The
ligating histidines were modeled as Im's. In all models, these residues
ligate the iron center in a facial arrangement. For A1−A5 complexes,
methylthiol was used to model the ligating cysteine. In the case of A1
and A2, we have modeled a five-coordinate iron center. For these
complexes, the thiol was either cis or trans to the formate ligand,
respectively. For A3−A5, we have modeled a six-coordinate iron center
where water was added to fill the sixth coordination site of the metal.
For these complexes, we have generated initial complexes such that the
MeS−, H2O, or O2 were trans to the carboxylate ligand, respectively. In
the case of A6 and A7, 2-aminomethylthiol was used to model a
bidentately ligating cysteine. The difference between these two was
whether the thiol was trans or cis to the carboxylate ligand. It is noted
that for EgtB, which uses γ-glutamylcysteine as a substrate, the
coordination modes for A6 and A7 are unlikely.

For the calculation of the half-reaction free energies, a DFT cluster
model was used in combination with a first-principles quantum and
statistical mechanics approach.44 For the reactions considered herein,
the protons and electrons were treated as independent ions. Thus,
their chemical potentials have been taken to be that of a solvated free
electron with respect to a standard hydrogen electrode (SHE)
reference state (−418.5 kJ mol−1) and a proton in a dilute aqueous
environment (−1124.2 kJ mol−1), as previously obtained by means of
a first-principles quantum and statistical mechanics approach.44

For the remaining species (i.e., Im and iron complexes), the
Gaussian 0945 suite of software was used. In the present investigation,
we have chosen to use the 6-31G(d) basis set on all atoms including
iron (i.e., an effective core potential basis set for iron was not used). As
a test, we ran the septet A complexes in Figure 1 (the reason being
that they were the favored starting complexes; see below) and found
the root-mean-square deviation in the Fe−O2 and Fe−S bond lengths
to be 0.04 Å with the SDD effective core potential basis set for iron,
while the 6-31G(d) basis set was used for all other atoms. This
combination of basis sets has been shown to be reliable in both mono-
and binuclear iron-containing enzymes.46,47 Furthermore, the bonding
of the dioxygen (i.e., whether end-on or side-on was preferred) was
identical between the basis sets used. Thus, it is believed that the
differences in using the 6-31G(d) basis set solely would not
significantly affect the key results obtained herein. Thus, the optimized
structures and Gibbs corrections (ΔGcorr) were obtained at the
B3LYP/6-31G(d) level of theory.48−53 Relative energies were obtained
via single-point calculations at the IEF-PCM-B3LYP/6-311G(2df,p)//
B3LYP/6-31G(d) + ΔGcorr level of theory.

54−57 In addition, single-
point energies were also calculated using the IEF-PCM-M06/6-
311G(2df,p)//B3LYP/6-31G(d) + ΔGcorr method.

58,59 However, the
results obtained were qualitatively similar to those obtained with the

Scheme 1. Proposed Mechanism for the Formation of a
Histidyl Sulfoxide via a Radical Mechanism, with Coupling
between the Sulfoxide and Histidyl Occurring at the Latter's
Cδ Position (i.e., Synthesis of 5-HisCysSO)17

Figure 1. Initial five- and six-coordinate FeIIIO2
•− complexes

considered herein.
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B3LYP functional and thus, while provided in the following tables (in
parentheses), are not discussed. Diffuse functions were not used
because, as discussed by Martin et al.,60 their inclusion on iron is a
poor match when used with the underlying 6-31G or 6-311G basis
sets. Water was chosen as the solvent because the electron and proton
reference energies were defined in an aqueous environment. We did
perform additional calculations with a dielectric constant to better
model an active site environment. However, while the absolute
energies changed, the key results obtained remained consistent. Using
these calculated free energies as well as the chemical potentials of a
solvated free electron (with respect to a SHE reference state) and
proton (in a dilute aqueous environment), the half-reaction free
energies were obtained as per the approach outlined by Llano and
Eriksson.44

■ RESULTS AND DISCUSSION
In order to evaluate the mechanistic feasibility of the various
possible iron−oxygen oxidants, we began by first examining the
inherent free-energy cost of oxidizing the R group Im of
histidine (modeled as Im) via either an ET or a PCET process.
In the SHE reference state, the loss of an electron from Im to
give the radical cation Im•+ is endothermic by 186.0 kJ mol−1

(Table 1). However, the coupling of ET with proton loss from

either the Cδ−H or Cε−H moieties of the Im, i.e., PCET to
give a deprotonated neutral Im-derived radical [Im(−H)•], is
markedly even more endothermic with free-energy costs of
250.1 and 251.5 kJ mol−1, respectively.
As previously noted,17 in the resulting radical species [i.e.,

ImCδ(−H)• and ImCε(−H)•], the unpaired electron is
localized on the respective carbon as an sp2 radical.17 However,
while the alternate PCET process involving proton loss from
the Im’s Nδ−H group is still endothermic, the free-energy cost
is significantly lower at 171.0 kJ mol−1. In fact, it is now less
than that of the ET process alone (see Table 1)! Again, as
noted previously,17 in the resulting ImNδ(−H)• radical, the
unpaired electron is delocalized over the π system of the Im
itself.17 As noted above, the formation of 2- and 5-HisCysSO is
believed to follow similar chemistries. Thus, it seems that, of
the above three possible processes, the formation of
ImNδ(−H)• is thermodynamically most favored.
While FeIVO is generally considered the stronger oxidant,

we first investigated the free energies of reducing the various
possible ferrous dioxygen complexes (A), shown in Figure 1, via
an ET or a PCET process. For each complex, we calculated the
energies and geometries of the singlet (biradical), triplet,
quintet, and septet multiplicities. Notably, each A complex was
found to prefer a septet GS with the iron center in its ferric
state (FeIII), with the bound dioxygen moiety better
represented as a superoxide radical, O2

•−. Furthermore, in
each complex (except for A4), the dioxygen was bound side-on.
These results agree with previous computational investiga-
tions.4,61 In particular, Chen et al.4 found that for [(TMC)-
O2Fe

II]2+ the septet GS was preferred with dioxygen bound
side-on. In addition, Chung et al.61 found that in several
nonheme complexes the septet GS was preferred. However, the

side- or end-on binding of dioxygen depended on the steric
crowding about the iron.61 For reduction of the A complexes
via ET, we calculated the energies and geometries of the
doublet, quartet, and sextet complexes. The reduction of each A
complex via a single ET is endothermic by at least 60.4 kJ mol−1

(Table 2). In the case of A5, reduction via ET caused cleavage

of an Fe···Im ligation and, thus, the resulting complex was
ignored in further studies. With reduction, it was found that the
preferred state was no longer solely the high-spin state. While
for A1, A6, and A7, the sextet state was preferred, for A2, A3, and
A4, the quartet state was favored. The resulting spin and charge
densities imply that the added electron goes onto the iron
center, thus resulting in a ferrous superoxo (FeIIO2

•−) complex.
In contrast, if ET is coupled with PT (i.e., a PCET) to the

distal oxygen of the bound dioxygen, reduction of the A
complexes becomes exothermic (Table 2). Like reduction via
ET, we investigated formation of the doublet, quartet, and
sextet multiplicities. It is noted that the free energies for
reduction via PCET, whereby the proton was localized on the
proximal oxygen, were also calculated. However, the energies
obtained were 50 kJ mol−1 less exothermic than those provided
in Table 2 and thus will not be discussed hereafter. In all cases,
it was found that upon reduction via PCET the resulting
complexes A1−A7 preferred the quartet multiplicity. The
resulting spin and charge densities suggest the formation of
ferric peroxide (FeIIIOOH) complexes. Chung et al.61 have
suggested that that the oxidizing power of FeIIIO2

•− is related to
the energy of the π*(O2) orbital (i.e., the orbital that the added
electron populates). More specifically, the lower its energy, the
greater the free-energy change for reduction.61 Thus, it is
perhaps not surprising that ET is endothermic while PCET is
significantly exothermic given the different moieties into which
the added electron goes. Of the A complexes considered, the
most powerful oxidant (A4; Figure 1) is the only one in which
the dioxygen moiety is bound to the iron end-on. Furthermore,
a H2O molecule is ligated to the iron trans to the carboxylate,
while the cysteine is monodentately bound via its sulfur.
However, the free energy of reduction of A4 via a PCET
process is only −84.7 kJ mol−1 (Table 2). This is not in itself
sufficient to overcome the free energy required to oxidize the
Im (171.0 kJ mol−1). Thus, it appears unlikely that any of the
FeIIIO2

•− complexes are suitable mechanistic oxidants.
Next, we considered the free energy associated with

reduction of the possible FeIVO-containing complexes (B)
shown in Figure 2. Using the optimized structures of the A
complexes, we manually cleaved the O−O bond with
concomitant SO bond formation. Again, we considered all
possible relevant multiplicities. For each complex, we calculated
the energies and geometries of the singlet, triplet, and quintet
multiplicities. Unlike A (which were found to all exist in the

Table 1. Adiabatic Free Energies (kJ mol−1) for Oxidation of
the Im via ET and PCET

ET species formed PCET species formed

186.0(189.5) Im•+ 171.0 (163.3) ImNδ(−H)•

250.1 (238.6) ImCδ(−H)•

251.5 (241.2) ImCε(−H)•

Table 2. Adiabatic Free Energies (kJ mol−1) for Reduction of
the FeIIIO2

•− Complexes (A) via ET or PCET

complex ET62 PCET62

A1 89.1 −57.7 (−55.2)
A2 76.6 −55.6 (−42.6)
A3 73.0 −59.3 (−62.0)
A4 60.4 −84.7 (−87.4)
A5 NA −63.1 (−64.1)
A6 80.2 −76.5 (−78.3)
A7 66.4 −77.6 (−86.5)
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septet), it was found that B2, B4, B5, and B7 were found to have
a triplet GS, while a quintet GS was favored in B1, B3, and B6.
Interestingly, in the latter three complexes, the cysteine sulfur is
ligated to the iron trans to the carboxylate. Previous
investigations of FeIVO complexes have noted that a triplet
GS is generally favored.16,61,63−82 All complexes preferred a
quintet GS at the M06/6-311G(2df,p)//B3LYP/6-31G(d)
level.
Upon reduction via ET, all of the resulting anionic complexes

had a sextet GS (in comparison to quartet and doublet
systems) except those arising from B1 and B5, which instead
had a quartet GS. For the high-spin anions, the calculated spin
and charge densities indicated formation of an FeIIIO− complex.
For the majority of the reduced complexes, the iron
coordination environment was disrupted. Specifically, in B3,
B4, and B5, H2O was no longer ligated to the iron center but
instead hydrogen-bonded to the FeIIIO− moiety and either the
sulfoxide or carboxylate oxygen. For B2 and B7, an Fe···Im
ligation was broken, with the Im instead hydrogen bonding to
FeIIIO− and either the sulfoxide’s amine or SO oxygen. Only
for those anions arising from B1 and B6 did the iron center
retain its coordination. As observed for the above FeIIIO2

•−

complexes, reduction of all FeIVO species via ET is
endothermic (Table 3). Now, however, the process is, on

average, less endothermic. For example, for B3, reduction via
ET costs just 38.7 kJ mol−1. This differs from that observed by
Chung et al.,61 where the FeIIIO2

•− complexes had higher
electron affinities.
In contrast, reduction of the FeIVO complexes (B) via

PCET did not disrupt the iron’s six-coordinate ligation.
However, there was again variation in the preferred GS
multiplicity of the resulting complexes. While, in general, the
quartet state was favored, B2, B3, and B6 instead had a sextet
GS. For the high-spin complexes, the calculated spin densities
indicated formation of an FeIIIOH complex. Energetically,
reduction via PCET was again found to be exothermic. Now,
however, it is considerably more favored by at least 31 kJ mol−1

than that seen for the A (FeIIIO2
•−) complexes. Yet still, their

exothermicity, or oxidant power, is insufficient to overcome the
inherent cost (171.0 kJ mol−1) associated with oxidizing Im.
Previously, de Visser and Straganz83 have investigated

computationally the enzyme cysteine dioxygenase (CDO),
which catalytically dioxygenates a cysteine. While CDO has
three ligating Im, a key intermediate in the mechanism is a
FeIVO···sulfoxide complex (as proposed in OvoA and EgtB).
Importantly, they observed that a mechanistic intermediate
containing an Fe−OO−S linkage that forms prior to O−O
homolytic bond cleavage. Thus, we considered the redox
abilities of seven such intermediate complexes (C) for our
present models (Figure 3). Using the optimized structures of

the A complexes, we formed an S−O bond. For each new C
complex, we calculated the geometries and energies (see the
Computational Methods section) for the singlet, triplet, and
quintet multiplicities. It is noted that C6 and C7 are analogous
to those obtained by de Visser and Straganz (i.e., bidentate
ligation of cysteine).83 All C complexes were found to prefer a
quintet GS, with the calculated spin densities suggesting that
the iron is in a 2+ oxidation state. In agreement with previous
studies,83 in the optimized structures of each of the C-type
complexes, no Fe···S interaction was observed. It is noted that
as a result the iron center’s coordination geometries in C1 and
C2 are quite similar with a distorted trigonal-bipyramidal
geometry. In particular, the peroxy moiety was essentially trans
to the carboxylate ligand. In the case of C4, the H2O also
dissociated from the iron center and instead hydrogen-bonded
to the proximal oxygen of the ferrous peroxysulfur moiety.
Unlike the previous systems, free energies of reduction via

ET could not be obtained because the addition of an electron
to each C complex resulted in their collapse to mechanistically
infeasible complexes. As for the FeIIIO2

•− and FeIVO
complexes, reduction of the FeOOS complexes via a PCET
was thermodynamically favorable (Table 4). However, the

Figure 2. Initial five- and six-coordinate FeIVO complexes
considered herein.

Table 3. Adiabatic Free Energies (kJ mol−1) for Reduction of
the FeIVO Complexes (B) via ET or PCET

complex ET62 PCET62

B1 90.0 −126.6 (−130.2)
B2 65.7 −114.1 (−128.8)
B3 38.7 −143.0 (−143.4)
B4 57.9 −143.9 (−136.1)
B5 44.4 −146.5 (−126.5)
B6 69.1 −139.6 (−156.3)
B7 67.5 −116.2 (−139.6)

Figure 3. Initial five- and six-coordinate ferrylperoxysulfur complexes
considered herein.

Table 4. Adiabatic Free Energies (kJ mol−1) for Reduction of
the FeOOS Complexes (C; See Figure 6) via PCET

complex PCET62

C1 −211.1 (−274.1)
C2 −205.3 (−195.1)
C3 −203.9 (−214.6)
C4 −215.2 (−245.4)
C5 −265.1 (−284.9)
C6 −208.7 (−238.8)
C7 −268.3 (−308.4)
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exothermicity of the process is now significantly greater.
Indeed, all FeOOS complexes have potentials around or above
200 kJ mol−1. Thus, they are all now capable of oxidizing Im to
give an ImNδ(−H)• radical. In such cases, subsequent C−S
bond formation would require a formal proton shuttle from
Cδ−H or Cε−H to give the 2- or 5-HisCysSO product.
Interestingly, however, both computational methods indicate
that several of the complexes are, in fact, sufficiently strong
enough to oxidize histidine via a PCET to directly form
HisCδ(−H)• or HisCε(−H)•. This would allow for C−S bond
formation without the need for an intramolecular proton
shuttle.
Upon reduction of each of the FeOOS complexes in Figure

3, the peroxy O−O bond was cleaved, resulting in the
formation of complexes containing an iron−oxygen species
with an iron-bound sulfoxide! Specifically, for C2, C3, C4, and
C5, the complex formed contained an FeIIOH moiety and a
weakly interacting sulfoxide radical, while for C1, C6, and C7, it
contained an FeIIIOH moiety with a bound sulfoxide. It is noted
that the need for sulfoxidation by OvoA and EgtB in the C−S
bond formation has previously puzzled experimentalists.17 This
is partly due to the fact that formation of a sulfoxide moiety
appears unnecessary for subsequent steps and, furthermore, it is
not present in the final product.17,18,20,84 The results obtained
herein using small model iron complexes suggest that formation
of a sulfoxide could be a consequence of the reduction of a
powerful mechanistic FeOOS oxidant in order to oxidize the
histidine cosubstrate. As noted in the Introduction, the use of
such model biomimetic iron complexes does not conclusively
elucidate the mechanisms of enzymes such as OvoA or EgtB.
However, they can provide fundamental insight into the
oxidative power of the iron center in such systems and its
dependence upon its coordination. Given the current model
systems, a possible pathway for enzymes such as OvoA and
EgtB that involves the most thermodynamically favored
intermediates is given in Scheme 2. Once further experimental
data in particular structures are obtained for relevant enzyme
complexes, their mechanisms can be elucidated in detail.

■ CONCLUSION
In summary, oxidation of histidine was thermodynamically
most favorable for the formation of a HisNδ(−H)• radical via a
PCET process. Of the small model iron−oxygen oxidants
considered, only the ferrous peroxysulfur (i.e., FeOOS)
complexes were found to be inherently capable of performing
this oxidation. Furthermore, several such complexes were also
able to oxidize histidine to generate the higher-energy radicals
HisCδ(−H)• and HisCε(−H)•. Importantly, from the results,
the need to form sulfoxide is rather a consequence of the
formation of a more powerful oxidant in the model FeOOS

complexes, providing insight into the puzzling need for
sulfoxidation.
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